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Adaptive  Sampling Frequency for 
Sampled-Data  Control Systems;": 

R. C. DORFt, LEMBER, IRE? M.  C 

Summary-Sampled-data control  systems  generally  have  fixed 
sampling  frequencies  which  must  be  set  high  enough  to  give  satis- 
factory  performance  for  all  anticipated  conditions. A study  is  made 
here of an  adaptive  system  which  varies  the  sampling  frequency by 
measuring  a  system  parameter.  It  is  shown  that a sampler  followed 
by  a  zero-order  hold  whose  sampling  period is controlled  by  the 
absolute  value of the  first  derivative of the  error  signal will be  a  more 
"efficient"  sampler  than  a  fixed-frequency  sampler.  That  is,  over  a 
given  time  interval,  fewer  samples  are  needed  with  the  variable- 
frequency  system  than  with  a  fixed-frequency  system  while  main- 
taining  essentially  the  same  response  characteristics. 

Analog  computer  studies of simple  Type I and Type I1 sampled- 
data servo  systems  with  error  sampling  and unity feedback  verified 
the  method.  Standard  analog  computer  components  were  used to set 
up  a  simulated  servo  system,  a  rate  detector,  absolute-value  de- 
tector, a voltage-controlled  oscillator, and  a  sampler  and  zero- 
order hold. 
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The  system  described  reduced  the  number of samples  required 
for  response  to  a  step  input  to  about  three-quarters  that  required 
in a  fixed-sampling-frequency  system.  Over  a  long  period of time 
savings in the  number of samples  required  can  be  expected to be 
between 25 and 50 per  cent. In many  applications  the  savings pro- 
duced by reducing  the  over-all  number of samples  required  may 
outweigh  the  added  complexity of the  adaptive-sampling-frequency 
system. 

H I S  P-IPER presents  the  investigation of a 
sampled-data  feedback  control s>.stern employing 
a11 adaptive. variable-frequencL- sampler.  The 

basic  area of in\.estigation  was  concerned n-ith  finding a 
sL-stem signal and  the  functions of that  signal for con- 
trolling the  variable-frequency  sampler so that  the  sam- 
pling would be more  efficient. Sampling is defined to  be' 
more eficient when  similar  output  response  character- 
istics  are  obtained  with fewer samples.  The  investiga- 
tion  was  limited  to  the  extent  that only readily  avail- 
able  s>-stem  signals  or  signals which  could  be generated 
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in a simple  manner  from  some  system  signal were con- 
sidered as controlling  signals for the  variable-frequency 
sampler. 

The problem was attacked  with  the  aid of analog 
computer  studies. All of the necessary  system  compo- 
nent  circuits were simulated  on  the  analog  computer. 
The  entire  system was composed of a simple  servo, a 
variable-frequency  sampler  and  zero-order hold circuit, 
a differentiating  circuit,  an  absolute-value  detection  cir- 
cuit, a voltage-controlled,  variable-frequenq-  oscillator 
and a transistorized  relay  control  circuit.  Type I and 
Type I1 servo  systems  were  investigated  and  it was 
found  that  the  number of samples  necessary for speci- 
fied output response  characteristics could  be substan- 
tially  reduced  using  aperiodic  sampling. A method of 
sampling  frequency  control using a function of the first 
derivative of the  error  signal was developed. I t  was 
found  that, in the  interest of efficiency, the  sampling 
frequency  should  be  increased as necessary  toward an 
upper  bound  during  the  transient  state  and  decreased 
toward a lower bound  during  steady-state  conditions. 

A survey of the  literature  indicated  that  this sam- 
pling  problem  had not  yet been  investigated. 1,Iany 
studies  have recently-  been made  concerning  sampled- 
data  feedback  control  systems  with  periodic Sam- 
pling.l-i Direct  applications of the periodic-sampling 
principle are, however,  relatively  limited.  more diffi- 
cult  and  more  promising  problem is that  of aperiodic 
sampling ~ o n t r o l . ~  Methods  have been  developed  for 
analyzing  aperiodic  sampling  systems as an  aid  toward 
understanding  and  synthesizing  these  nonlinear  sys- 
tems.  However,  the  problem of designing  or  implement- 
ing  the  aperiodic  sampling  control  has  not  been  investi- 
gated.  The  authors could  find no published  or  unpub- 
lished literature  treating  the problem of aperiodic  sam- 
pling as applied  to  total  sample  reduction  without  re- 
sponse  characteristic  degradation. 

I. THE B ~ S I C  SAMPLED-DATA CONTROL s\’STEM 

One  basic  sampled-data  feedback  control  system  was 
chosen for study.  The block  diagram of the  system is 
shown  in  Fig. 1. The  basic  sampled-data  control  system 
was investigated  using  two  different  transfer  functions 
G(s). This section will consider the basic  sampled-data 
control  system  with  fixed-period  sampling  only. The de- 
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sired  minimum  and  maximum  fixed-frequency  sampling 
periods will be  discussed. The  discussion  is separated 
into  two  parts;  the first  describes the  Type I1 servo  sys- 
tem  and  the  second  describes  the Type I servo  system. 

Fig. 1-Basic sampled-data  control  system. 

The  transfer  function G(s) =K(s+a)/’s* produces a 
Type I1 servo  system. G,,(s) is a zero-order  hold. The  
z-plane  transfer  function of this  Type I1 sampled-data 
system is 

KI(Z + ZJ 
( 2  - 1)Z 

G ( z )  = 

where 

a T  - 2 

a T +  2 
zl=-. 

The  maximum period T was determined  by  the 
steady-state  stability  requirements.  Two  conditions  de- 
termine  the region of stable  response of the closed-loop 
sJ’stem.  These  simultaneous  conditions  are 

O < a T < 2  

and 

O < K T < 2 .  

Therefore  with  both a and K given as fixed values,  the 
range of T for stable closed-loop  response is deter- 
mined by 

2 

a 
O < T < -  f o r a > K  

and 

2 

K 
O <  T I -  f o r a <  K .  

The  minimum  sampling period T was determined  by 
the  largest  value of T that  produced a response  similar 
to   that  of a continuous  system.  Table I contains  perti- 
nent  experimental  values  attained on an  analog  com- 
puter.  System  parameters were a = 10 and K = 10. The  
table  shows  that,  with  respect  to  output response  char- 
acteristics,  very  little is gained by  sampling  faster  than 
T = 0.043. That  value of T can  then  be used as the lower 
limit  to  the  sampling period. 
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Tr\BLE 1 
COMPARISOS OF FAST SAMPLISC RESPOXSES 

Time of 5 Per  Cent 
Seconds Settling 

The  Type  I  servo is produced  by  the  transfer  func- 
tion G(s) = K j s ( s + b ) .  The z-plane  transfer  function is 

where 

K 
b2 

K 1  = - ( b T  + c b T  - 1)  

1 - c b T ( 1  + b T )  

b T  + ecbT - 1 
%1 = 

pl  = e--bT 

The  purpose of this  section  was to  demonstrate how 
the  ranges of the  various  system  parameters were  de- 
termined  and  to  justify  the  ranges so determined. 
Treating T as  a  dependent  variable allows  a  range of T 
to  be  determined  based on a  stability  criterion.  This 
range of T determines  an  upper  bound  to  the  duration 
of the  sample period. The lower bound  to  the  sample 
period  was  determined  by  analog  computer  tests  and 
could also  be  determined b,- bandwidth  considerations. 
For  any given set of system  parameters,  two fixed 
limits  can  be  found SO that  1) i t  is not  desirable  to 
sample  with longer  periods than  the  upper  bound  to T 
because of stability  considerations  and, 2 )  it is not nec- 
essary  to  sample  with  shorter  periods  than t h e  lower 
bound  to T since  faster  sampling  providesrelatively 
little  additional  information in the  error  channel  to  im- 
prove  the  sl-stem  response.  The  upper  and  lower  bounds 
to T determine  the permissible  range of variation of T 
when it is continuously  or  discretely  varied  during  the 
transient  periods of the  system  response,  as will be de- 
scribed in Section 111. 

The  function of a  sampler  and hold in a  servo  system 
If bT>3.71, then  the  relationship  between T and K for is to approximate a continuous signal as accurately as 
the  stable  response region is possible.  One way  to  improve  the  accuracy of approxi- 

2b’(l + e--bT) mation is to  increase the  sampling  frequenq-.  Another 
way is to use a  higher  order hold than  the zero-order 
hold  which is generally  used.  Both  these  methods  have 

O < K <  
b T ( l  + c b T )  - 2(1 - c b T )  

and if bT<3.71, the  relationship is distinct  limitations.  The  first  method  demands  more 
performance of components  and  more  time of com- 

O < K <  
b2(1 - e - b T )  munication  channels,  the  second  method  requires  more 

1 - c b T ( l  + b T j  complicated  circuitry.  This  section  presents  a  method of 
improving  the efficiency of a  sampler-zero  order hold 

In  the  same  manner  as for the  Tl-pe I 1  sJ-stem,  the 
minimum  sampling period was  determined by the  larg- 
est  value of T that  produced  continuous  response  char- 
acteristics. \Vith system  parameters b = 40 and K = 1200, 
a  reasonable  range of T is given by 0.0235  T50.083. 
The s)-stem  parameters b and K were  chosen so that  the 
range of the  sanlpling  period T would  be similar  to  the 
range used for the  TJ-pe I1 system. 

combination  by  using  variable-frequency  sampling. L k  

efficient sampling  s)-stem is defined to be  one  which 
“satisfactorily”  approximates  its  input  with  a  minimum 
number of samples  over  any  period of time. 

Fig.  2(a)  shows the  continuous  input  and  sampled- 
held output of a  sampler  and  zero-order hold  using  ordi- 
nar\-  fixed-frequencl-  sampling.  Since, i n  the  servo SI-s- 
tern,  the  error  signal is the  input  to  the  sampler,  the 

E E E 

(a )  (b)  ( c >  
Fig. 2-Input and output of sampler  and zero-order  hold. 

- ( a )  Fixed T. 
(b) Tcontrolled by E. 
(c) T con trolled by E. 
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symbols E and Ek* will be  used  for the  input  and  output 
of the  sampler  and  hold.  In  this  section  the  terms 
“input”  and  “output” will refer  only to  the signals  in 
and  out of the  sampler  and hold, not  to  the reference 
variable R and  command  variable C of the  servo  system. 
In  Fig. ?(a) i t  can  be  seen  that fixed-frequency  sampling 
results i n  a  better  approxilnation of the  input  near  the 
maximum of the  curve  where  the  first  derivative E ap- 
proaches  zero,  than  it  does in the  portion of rapid  rise 
where E is large. 

Since in a servo  system  it is always  the  purpose  to 
minimize E ,  the  authors at first  tried 1 E (  as a fre- 
quency-controlling  variable.  Fig.  2(b)  demonstrates 
that  attempting  to  controlf, as a function of E can ac- 
tually  decrease  the efficiency of the  system.  When fs is 
proportional  to I E !  i t  can  be seen that,  in the  rapidly 
rising  portion of the  curve,  sampling is too s l o ~ ; ,  and in 
the region of the  maximum  error  the  system is sampling 
unnecessarily  fast.  In  Fig. 2(c) fs is a function of 181 
and  the  accuracy of approximation  appears  to be nearly 
constant  over  the  entire  curve.  This is the  type of sam- 
pling frequenq-  control found  suitable for improving  the 
efficient!,. 

Fig. 3 is a magnification of the  input  and  output of 
the  sampler  over  one  sample  period.  The  total  area  be- 
tween  the  input  and  output in the  sample period is the 
integral  difference for one  period, ID: 

f i + l  

ID = Ji (E - E,,*)dt 

= SoTi(,: - Eh*)dl. 

In an)-  successful sampled-data  servo  system,  the 
sampling  frequencl-  must  be  several  times  the  highest 
system  signal  frequency of importance.  Hence i t  is a- 
sumed  that E does  not  vary  radically  during a sample 
period.  Then a reasonable  approximation of E over  the 
period is a straight line  approximation, 

E = E< + &t, 

E 

where E, is the first  derivative of E a t  some  instant a in 
the period.  Fig. 3 shows  approximations  based  on E <  
and a value of E which has  the  same slope as the  chord 
line. 

Then  an  approximation of the  integral  difference is 

ID = soTi(& + 1 9  - Eh*)d/, 

but Eh* = Ed over the enti.re period,  hence: 

Now if T is made a function of E such  that 

where Cis  a constant,  the  integral difference  per sample 
period will be a constant 

c2 
2 

ID= +--,  

the  algebraic sign  being the  same as E i .  Such a function 
for Ti is difficult to  generate  but  can be  approximated 
over a given  range by  simpler  functions. 

In  the  preceding section it was shown  that in  general 
a sampled-data  servo  system  has a usable  range of T 
between  upper  and lower limits  determined  by  the  sta- 
bility  and  the  bandwidth of the  system.  The  simplest 
way t o  control T was found  to  make  it a linear  function 
of I El between  those  limits, 

which can  be  readily  generated  on  an  analog  computer. 

I t 
5 f+, 

Fig.  3-Input and  output of sampler  and  zero-order  hold:  expansion 
of one  sample period  showing  integral difference (ID). 
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A A 

Irol 

CZ - 
2 

0 

Fig. 4-Variable-sampling-frequenq- control.. 
(a)  Sample period T vs error  derivative E. 
(b) Integfal difference per  sample period ID vs error  deriva- 

tive E. 

The  function is  shown in Fig. 4(a). The ID per  sample 
as a  function of 81 is  sketched in Fig. 4(b). I t  can  be 
seen that  the ID can  be  held  essentially  constant  over  a 
limited  range  by  using  the  linear  function. I n  use with 
the  simulated  servo  system  the  linear  function n-as 
found  to  improve  the  sampling efficient>- as  will be  de- 
scribed in the  next  section. 

Xnother  method of controlling  the  sampling  frequency 
is by a number of fixed frequencies  which  are succes- 
sively  used as I El increases. -1 system  using  two  dis- 
crete  frequencies  was  found to  improve efficiency and is 
also  discussed  in  the  next  section.  Curves of T and ID 
as functions of 121 are shown i n  Fig. 5 .  Therefore,  two 
methods of sampling-frequenc~-  control  have been in- 
vestigated  to  improve efficiencJ-. That  these  methods 
can be used to decrease the  amount of sampling needed 
t o  control  a  servomechanism will be  demonstrated  nest. 

I I I. SERVO  S\-STELI I\-ITH A l ~ . ~ ~ ~ ~ ~ ~  
SAMPLING FREQCENCT 

The  characteristics of two  sampled-data  syste~ns  with 
fixed-frequenq-  sampling were  discussed in Section I. 
This section  presents  the  characteristics of s>-stems  in- 
corporating  the  variable-frequency  sampling discussed 
in Section 11. Fig. 6 is a block  diagram of the  system 
with  the sampling-frequent!. controller.  The  principal 
method of analysis was an  analog  computer  simulation. 

In  Section I1 it was demonstrated  that  the  integral 
difference  between input  and  output of a sampler  and 
zero-order  hold  could  be  controlled b\r varying  the  sam- 

h 
T 

ID 

0 

( b l  
Fig.  5-Discrete-sampling-frequency  control. 

(a) Sample period T vs error  derivative E. 
(b) Integfal difference  per  sample  period I D  vs error  deriva- 

tive E. 

pling  period T. The  method used was to  make T a func- 
tion of the first derivative of the  input signal.  Since the 
input  to  the  sampler in  this  servo  system is the  error sig- 
nal E ,  

T = T ( l  E ? [  ). (1) 

Since the z-plane  transfer  function G(zj is a function 
of T ,  it becomes a function of 181 when a variable-fre- 
quencl-  sampler is used. The  servo  system is  then  non- 
linear.  Furthermore,  the  nonlinearity is an unusually 
complicated  one  since  the poles and zeros of the  trans- 
fer function  as well as  the gain are all functions of I & / .  

Because of the  nonlinearit>- of the  system  an  analog 
computer  simulation was undertaken as being  the  most 
direct  approach  to  the problem.  Ii'ith  the  simulation, 
all the  nonlinearities  are  accounted for by  actualll- 
using a variable-frequency  sampling  system.  Thus  the 
record of the  computer  output is a  direct  measure of sys- 
tem  performance. 

Since it was determined that the  sampling  frequency 
should  increase as  a function of the  absolute  value of 
the first  time-derivative of the  error  signal,  the  control- 
ler  consisted of a  differentiator,  an  absolute-value  de- 
tector,  shaping  circuits,  and a variable-frequency oscil- 
lator.  The  function  generated  for  control was: 
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SAUPLINC 
FREQUENCY 

I I 

Fig. 6--Block diagram of adaptive-sampling- 
frequency  sampled-data  control  system. 

Fig. 7-Elock diagram of sampled-data s>rstem 
with sample period  controlled by !E l .  

Fig. S-Rlock diagram of sampled-data system 
n-ith discrete  frequency control. 

Fig. i is a  block  diagram  showing  these  components 
in the  system.  Xnother  method of control  found  to  be 
satisfactory  was  to use two  discrete  frequencies  instead 
of continuously  variable  frequencies.  Fig. 8 is a  block 
diagram of the  system  with  a  discrete  frequencycon- 
troller  which  switches  frequencies a t  1 E /  = 18,;. 

The  two  systems anal>rzed  for  fixed-frequency sam- 
pling  in  Section I had  acceptable  response  character- 
istics as  continuous  systems.  For  each  system  a  pair  of 
sampling  frequency  limits were found  such  that,  above 
the  upper  limit no improvement in response  occurred 
and below the lower limit  the  system  was  unstable.  In 
the  analog  computer  study a fixed frequency  between 
these  limits  was  chosen  such that  sqrstem performance 
was  satisfactory  and  only  slightly  more  oscillatory  than 
the  comparable  continuous  system.  Its  performance  was 
then  used as a  standard  against which the  variable- 
frequency  and  multiple-frequency  systems were com- 
pared. If the  variable fs system  could  produce  similar 
response  with fewer samples  per  unit  time  then it  was 
said to  be more  efficient. 

Fig. 9 (pages 44, 45) is a  series of recordings  of  the 
response of the  Type I1 system  to a unit  step  input. 
Table I1 (page 46) is a  summary of the response  char- 
acteristics  determined  from  the  recordings.  For  each 
variable  period  run  Tmax = 0.1 sec,  T,i,=O.Oj  sec. Ex- 
amples  include  runs at  constant  Tmin  and T,,,, bi- 
frequency  runs  switching  from T,,,, to  Trlrin  at  [ 6,i , 

a  run  using  continuous  control  between T,i, and T,,,, 
and  three  high-frequency  runs ( i t  j ,  k) for comparison. 

Run (8) having T = Tmin was used as  the  standard of 
performance.  In  Section I i t  was  shown that  the re- 
sponse a t  T = 0.05  sec  closely approximates  the  response 
of the  continuous  system.  The  variable  and bi-fre- 
quency  systems all sample at half the  frequency of the 
standard  system when i = O ,  thus  sampling is  reduced 
br; 50 per  cent  under  quiescent  steady-state  conditions. 

The  settling  time for  response to a step  input is ap- 
proximately 0.5 sec  for each  t>;pe of control.  Over  the 
settling  time,  sampling  has  been  reduced 10 per  cent 
using  bi-frequency  sampling in run (f) and 20 per  cent 
using  variable  frequency in run  (h).  Both  these  runs 
demonstrate  a  reduction in sampling while maintaining 
essentially  the  same  response  characteristics as  the 
standard. By setting 1811 a t  higher  levels, the  number 
of samples o\:er the  settling period  is reduced a t   the  ex- 
pense of higher  peak  overshoots.  Specifications  and  sys- 
tem  requirements  would  dictate  which  type of control 
and  what  sensitivity  to use in a particular  case.  Results 
with  the Tqrpe I system mere similar  over  the  same  type 
of frequency  range. 

I t  can  be  seen that  the  variable-frequency  control  sys- 
tem  definitely  accomplishes  its  purpose of more efficient 
sampling.  In  general,  the  continuously-variable  control 
system was  more  efficient than  the  two-frequency  con- 
trol  but  even  the  latter was a distinct  improvement  over 
constant-frequency  sampling. 

IV. ~ D - ~ P T A B I L I T Y  

This section will discuss the  adaptive  qualities of the 
variable-sampling-frequency  system to  variations of 
plant  parameters, i e . ,  open-loop  system pole or  zero 
variations.  second  consideration will be  whether 
the  variable-sampling-frequency  system  can  be  pro- 
grammed  to be adaptive  to  plant  parameter  variations. 

Consider  first the  adaptivity of the  variable-sampling- 
frequency  system  to  plant  parameter  variations. It is 
seen that  this  system is inherently  adaptive  to  paramet- 
ric  variations in the sense that  thevariable-sampling  fre- 
quency will compensate for the  parametric  variations 
which increase or decrease  the  error  rate. 

The  sampling  frequency is controlled  by a function of 
the first  derivative of the  error.  In  the  sense  that  the 
varying  plant  parameter will cause  a  variation  of  the 
error  derivative  then,  the  sampling  frequency will be 
adaptive  to  this  parameter  variation.  That  is, if the  pa- 
rameter is  varying  or  varied in such a manner  as  to re- 
duce  the  error  derivative,  then  the  sampler will sample 
more  slowly, and if the  parameter  variation  increases 
the  error  derivative,  then  the  sampler will sample  more 
rapidly. 

Consider the  situation where i t  is possible to  measure 
the  changes of a  varying  system  parameter,  and as a 
result of this  information  correspondingly  change  the 
value of the open-loop  gain  or the  sampling  frequency. 
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(aj T=0.1 sec. 
(b) To=O.l sec: T1=0.05 sec; ! E 1 ,  =20 radjsec. 
(c) T ~ = O . t s e c :  TI=0 .05sec :  =lOrad/sec. 
(d! T0=0.1 sec: T1=0.05 sec; lEll =5.0 rad/ser. 
(e) T0=0.1 sec; T1=0.05 sec; =2.50rad,/sed. 
(f)  To=O.l sec; T1=0.05 sec; ]Ell =1 .25  rad/sec. 

Fig. 9-Type I1 system responses to a unit  step. 
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( g !  T=O.O5 sec. 
( h )  Tm,=O.l sec: Tmi.=0.05sec; A=0.005 [Eq. ( 2 ) ] .  
(i) T=O.O36 ser. 
Cj, T=0.016 sec. 
( k )  T<O.005 sec. 

Fig. 9.-(continued) 
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'I'.\BLE I1 
COMPARATI\-E RESPOSSES TO OSE RADIAS STEP ISPCT (FROM FIG. 9) 

I Samples  over 
Samplc Period T 

0.5 sec I 1.0 sec 
Overshoot LTndershoot 

a) T!= Tmx =0.1 sec ! 5 I 10 110  per cent 

8 9 11 40 f )  I = 1 .X  radjsec 
10 8 .5  13.5 40 e) !&,I = 2 . 5  rad/sec 
20 8 50 d)  !E1 I =5 . O  rad/sec 
12 7 12 50 c )  '$1 I = 10 radjsec 
20 6 11 75 b) 1 I = 20 rad/sec 
33 per cent 

g) Tl=Tmi,=0.05 sec 10 20 40 6 
h )  T=To-0 .005~ki : '  sec [Eq. (211 8 13 ! 40 I 8 

i 
~ 13 

I 

Specifically,  consider the  Type I1 system  with a fixed 
~ sampling  period T ,  where 

Let  the  s-plane open-loop  zero be changed  from a to cla 
where c1 is a  positive real constant. -4s a compensation 
investigation  let 2" be  changed  from T to  T .cl and K 
be  changed  from K to c1K. Therefore  the  products UT 
and K T  are  unchanged  and  the z transform G ( z )  is 
exactly  the  same expression as  before the  disturbance c1 
\vas introduced.  Hon-ever  the  real  time  output  response 
has been changed.  Since  the z transform is unchanged, i t  
is seen that  the  amplitude of the  ith  sample  (where 
i= 0, 1, 2,  . . . , . )  is unchanged,  however  the  ith  sample 
now occurs a t  real  time f =  (I'j (i)/cl instead of a t  
f = (Tj(i) as before. Therefore  this  method of compen- 
sation  preserves all relative  response  amplitudes  but 
changes  the  time of the  response,  increasing  the  speed 
of response as  the zero  (or  pole of the  TJ-pe I sJ-stem) 
becomes  larger in  value  and  decreases  the  speed of re- 
sponse  as  the zero  (or pole of the  T>-pe I s\-stem) be- 
comes  smaller in value. 

If i t  is  desired to  maintain  exactly  the  same  response 
characteristics while the open-loop  zero  value  changes, 
then T and K may be varied i n  some  programmed  man- 
ner to  achieve  the desired  response, but such a11 investi- 
gation is beL-ond the scope of this  paper. 

Fig.  10  (opposite)  illustrates  the effect of introducing 
a  change in the  value of the  Type I s!.stem open-loop 
pole.  Fig.  lO(a) shon-s a  desired  sJ-stem  response \{-here 
variable-frequent?. sampling 0.03 2 TSO.07 is emplo?-ed 
and  sl-stem  parameters  are fixed constants. Fig. 10(b) 
shows  system  response  degradation  as  a  result of per- 
lnanently  changing  the  open-loop pole value  fronl 40 to 
20, even  though  a  relativel>-  fast T =  0.024 fixed Sam- 
pling  frequency is employed. Figs.  lO(c) and  10(d) 
show  the  sJ'stem  response \\-hen the open-loop pole value 
changes  from b = 20 to b = 40 at  time f = 0.9 during  the 
step  input  response.  Fig.  1o(cj  shows  the  response of the 

fixed-frequency-sampling  system  and  Fig.  10(d)  shows 
the response of the  variable-frequency-sampling  s)-stem. 
Comparison  of Figs. 1O(c) and  10(d)  shows  that the 
variable-frequenc\--sampling  output  response  requires 
less sanlples and is more  desirable  than  the fixed-fre- 
quenc>--sampling  output  response  and  thus,  with  re- 
spect  to fixed-frequenc)--salllpling control,  the  variable- 
frequencJ.-saIllpling control is adaptive  to  plant  param- 
eter changes. Table 111 lists  pertinent  characteristics 
from  Figs.  lO(c) and  10(d)  for  comparison. 

The  variable-frequency  sampler is controlled  by  the 
error  derivative  with  the  sampling period T varying 
over  a  given  range. The  sampler is not  aware of the 
source of the  disturbance  causing  the  error  derivative 
value,  be i t  input  signal,  noise,  load  variation  or  sys- 
tem  parameter  variation;  the  sampling  frequency is de- 
termined  within  its  range  by  the  error  derivative  value 
and in this  sense  the  variable-frequency-sampling sys- 
tem is adaptive  to all error  producing  disturbances. 

CoscLL-sross 

This  paper  has described  a  method of adaptive-sam- 
pling-frequency  control for sampled-data  servomech- 
anisms. In  the  system described the  sampling  frequency 
could  be  reduced about 20 per  cent  during  the  settling 
time  and  reduced  to  about 50 per  cent  during  steady- 
state  conditions from the fixed frequency necessar!. for 
the desired  transient  response. ;i conservative  estimate 
for the over-all  reduction i n  number of samples  re- 
quired is 25 per  cent  achieving  the  desired  transient re- 
sponse  and  stead>.-state  stability for a s!-stem which is 
subject  to  disturbances  often  but  not  continuously. 

T h e  variable-frequeIlc?--sampling control  system, 
with  the  sanlpling  period  varied as  a linear  function of 
the  absolute  value of the first  derivative of the  error, 
allows the desired  sJ.sten1 output response of a fixed- 
frequellcy-sampling  sJ-stem u-hile sampling fewer total 
times,  and is adaptive  to  plant  parameter  variations  or 
other  sJ-stem  disturbances i n  that  response to  such dis- 
turbances will be  lessened  because of the  nature of the 
variable-irequenc~  control. 
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(b) b = 2 0 .  
(c) b=20,   b=4O.  Tfixed. 
(d) b=20, b =40. T variable. 

Fig. 1 G E f f e c t  of varying open-loop  pole in Type I system. K= 1200.  

TABLE 111 
COVPARISON OF OUTPUT RESPOSSE CHAK4CTERISTICS 

Frequency- 
Sampling 
Control 

Sample Period T Overshoot 

l'ariable 0 . 0 2 ~ r ~ 0 . 0 5  5 15 1 70 per cent 
Fixed T=0.025 4 17 80 per  cent 

Samples  Over 

0.09 sec 0.40 sec 
Undershoot 

15 per cent 
20 per cent I 
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