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Abstract

A dynamic model for lithium-ion battery (LIB) electrode
manufacturing and drying is developed in this paper. The
model is intended for analysis of different drying tech-
nologies, energy requirement calculations, and optimiza-
tion and control of the drying process. The model shows
that the infrared drying is faster than the convective dry-
ing when the heat source temperature is the same. The en-
ergy required to evaporate the solvent can be reduced by
gradually changing the hot air temperature. Drying is the
most energy-intensive process in cell manufacturing, and
the cell manufacturing process is the biggest contributor
to greenhouse gas emissions in the LIB industry. There-
fore, the presented model is useful for accurate estimation
of the environmental impact as well as for identifying the
appropriate measures to reduce energy requirements in the
rapidly growing LIB industry.

Keywords: lithium-ion battery, electric vehicle, electrode
drying, convection, infrared radiation, sustainable energy,
model, control

1 Introduction

Efforts to decarbonize the transport sector are currently
leading to a shift from fossil fuelled vehicles to electric
mobility. Although this development is still at an early
stage, the global market for electric mobility is expected
to grow rapidly in the future. Currently, the largest uptakes
of electric vehicles (EVs) are appearing in China and Eu-
rope. Within Europe, the Nordic countries have a leading
position. Norway has a high share of EVs, where 40%
of all new car sales in 2019 were battery electric vehicles
(BEVs) (International Energy Agency, 2019).

The demand for LIB is expected to increase rapidly
with the emerging technology for electric mobility. En-
suring that this development fulfills its potential for cli-
mate change mitigation is important. In that regard, life
cycle assessment studies provide good insights. They have
shown that the carbon footprint from LIB production may
contribute to a significant part of the overall greenhouse
gas emissions of BEVs (Kurland, 2020; Ellingsen et al.,
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2016). Especially, energy requirements in the cell manu-
facturing process are important drivers for these emissions
(Kurland, 2020).

A thorough understanding of the energy requirements
of the cell manufacturing process is crucial for an ac-
curate assessment of the current practices, the identifi-
cation of appropriate measures to reduce energy require-
ments, and the maximization of the potential for mitigat-
ing climate change. Thus, there is a need for research
driving towards sustainable, low cost, efficient, and high
energy density battery manufacturing practices. Conse-
quently, the use of sustainable materials, the adaption
of less energy-intensive technologies, and energy bench-
marking of process control practices are becoming impor-
tant (Susarla et al., 2018). An in-depth understanding of
the underlying principles of battery manufacturing would
give valuable insight into the fulfillment of these require-
ments.

The LIB consists of electrodes (cathode and an-
ode), separator, electrolyte, and a casing, for more de-
tails see Burheim (2017). Both the cathode and an-
ode are made of active materials, carbon black ad-
ditives, and a polymeric binder. Usually, the active
material for the cathode is lithium metal oxides such
as LiMny0Oy4, Li;NixMnyCo,0,. For either cathode
or anode, carbon black conductive additives are acety-
lene black, or graphite while the polymeric binder is
polyvinylidene difluoride (Kwade et al., 2018). These ma-
terials are dry-mixed together and combined with a sol-
vent to make a slurry. The solvent is either N-Methyl-2-
pyrrolidone (NMP), or water. Once the slurry is made, it
is coated onto a thin aluminium (cathode slurry) or cop-
per (anode slurry) foil, typically of 25-35 um in thick-
ness (Burheim, 2017). These coated thin films are then
dried to remove most of the solvent. The dried films are
then pressed to gain the predefined porosity and thickness,
which is known as calendaring. Then inside a dry room,
the electrodes are cut, stacked, and assembled into the cell,
with the rest of the parts. This cell is then activated by cell
conditioning processes.

Out of these, the most energy-intensive step is the elec-
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trode drying process (Yuan et al., 2017; Dai et al., 2019),
which also highly influences the cell performance by the
drying rate and method (Ahmed et al., 2016). A physics-
based model of this process would not only give a good in-
sight into dynamic drying behavior and energy optimiza-
tion, but also the potential of using new materials, dif-
ferent compositions, and different drying techniques. Al-
though modeling of thin-layer drying is a well-researched
topic in food, paper, paint, and pharmaceutical industries,
there is limited available literature dedicated to LIB manu-
facturing industry. The few existing models (Ahmed et al.,
2016; Susarla et al., 2018) are insufficient to fulfill the
above requirements. Therefore, we develop a dynamic
mathematical model of the electrode drying process. The
presented model is intended for analysis of different dry-
ing technologies, including calculation of energy require-
ment as well as optimization and control of the process.
In addition, a sensitivity analysis of process parameters is
presented to evaluate the model performance.

The paper is organized as follows. The system descrip-
tion including the model derivation, the used numerical
method and its’ stability are presented in Section 2. This
is followed by detailed results and discussions being pre-
sented in Section 3. Finally the conclusions that are drawn
from the study are summarized in Section 4.

2 Model Development

Drying processes are inherently complex due to simulta-
neous mass and heat transfer. The shrinkage of the thin
film further complicates the process due to the formation
of a porous structure as the solvent evaporates. The dry-
ing process has two stages; in the first stage evaporation
is only a surface phenomenon and the thin film shrinks.
In the second stage, the film does not shrink, evaporation
is capillary-driven, hence no longer limited to the surface
(Susarla et al., 2018). Further, during the first phase, the
active material particles and binder are dispersed in the
solvent. However, in the second phase, the particles are
drawn close to each other and the voids created by sol-
vent vaporization get replaced by air. Since the evapora-
tion is governed by different phenomena, the two distinct
stages require different mathematical descriptions. For
this study, the developed model will emphasize only on
the first stage.

2.1

To derive a simple, yet accurate model that describes the
drying process which later can be used in optimization and
control, the problem is simplified by well-established as-
sumptions and simplifications. Prior to the drying pro-
cess, the slurry is assumed to be uniformly mixed and
coated onto the current collectors. Thus, the tempera-
ture and slurry distribution in the x-direction (width of the
film) and in the y-direction (Ilength of the film) are uni-
form within the control volume. The electrode is assumed
to be moving in the y-direction with a constant velocity.
This leaves the control volume to only consider fluxes in

Model Derivation
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the z-direction (height of the film), which results in a one-
dimensional model. For further simplification, the thick-
ness of the film is assumed to be so small that the temper-
ature development in the z-direction is uniform.

The fluxes in the z-direction due to diffusion can be ex-
pressed by the one-dimensional diffusion equation:

ac_ e
ar 972

where, C represents the weight fraction of the solvent,
t is the time and D is the diffusion coefficient. The dif-
fusion coefficient is highly dependent on the temperature
and concentration. Mesbah et al. (2014) expresses the dif-
fusion coefficient as a function of polymer volume fraction
and temperature as follows,

Y
D=Dy- <1_¢p> -exp (_E> .
1+¢p RT

where Dy refers to the mutual diffusion coefficient and

varies with different compositions, ¢ is the polymer vol-

ume fraction, E is the activation energy, R is the universal

gas constant, ¥ is an empirical value and 7 is the film tem-

perature. The liner is assumed to be impenetrable, which

is equivalent to imposing a zero flux boundary condition
at the bottom of the film:

ey

2

ac _
dz
For the boundary at the top of the film, the boundary con-
dition is governed by the evaporation of the solvent. The
shrinkage of the film also has to be taken into considera-

tion. Mesbah et al. (2014) expressed the boundary condi-
tion as:

z=0: 0 3)

z=h(t):

oC _dh knMs (P, P,
D—+C—=— S22 4
8z+ dr psR (T Ta) @

where, & is the varying thickness of the film, k,, is the
mass transfer coefficient, M; is the molecular weight of
the solvent, p, is the density of the solvent, P is the par-
tial pressure of the solvent, P, is the vapor pressure in the
air and 7j, is the temperature of the heated air. The vapor
pressure and temperature of the heated air is considered
to be constant throughout the drying process. The vapor
pressure is approximated using the Antoine equation:

(7.54826— 1979.68 )

P, =¢-133.332:10 mrT-2B15)) (5)

where ¢ represents the relative humidity of the heated
air. In contrast to the vapor pressure, P; varies with both
solvent concentration and temperature. Khansary (2016)
expresses the solvent vapor pressure using Flory Huggin’s
theory for polymeric solutions as follows,

Py =Py -exp ¢§%+1n(¢s)+<l—vs>¢p ;6
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where, Py is the vapor pressure of the pure solvent, 2 is
the Flory Huggins interaction parameter, ¢ represents the
volume fraction of the solvent, and V5, V,, are the volumes
of solvent and solid, respectively.

An expression for the thickness of the film is obtained
by applying mass balance to the system. Since the thick-
ness is solely dependent on the evaporation of the solvent,
it can be described by the following formula:

dh _ kM (PP
d  pR \T T,)’

(7)

where, pr represents the density of the film. The densities
of the combined solids and solvent are assumed to be con-
stant throughout the drying process. However, the density
of the film is expressed as a linear function of the individ-
ual densities and solvent mass fraction:

pr=ps-C+(1-C)-pp, ®)
where, pj, is the bulk density of the solids.

Energy balance is applied to the system with the stated
assumptions. In addition, contributions from surface ten-
sion and shear stress gradients are assumed to be so small
that they can be neglected without affecting the accuracy
significantly. The energy balance for the film is as follows:

a7 dh  knMA (Ps_Pa>+

h— + T — -2
a piCoR \T T,

q'in

—_— 9
e ©

where, A is the latent heat of vaporization of the solvent
and can be approximated by a second degree polynomial
as follows:

A =6.991-T>—6193-T +1.848-10° : NMP (10)
A=-3.345-T>—-259.3-T +2.817-10° : water (11)

G, is the specific heat of the film. The variation of C,
within the temperature range is insignificant. Therefore, it
is set to a constant for simplicity. ¢, represents the heat
transferred into the film. The heat transportation is either
done by forced convection, radiation or a combination of
both depending on the configuration of the drying process.
Heat transportation done by convection is given by:

gin =ke - (T,—T) (12)
where, k. is the heat transfer coefficient. Susarla et al.
(2018) determines the heat transfer coefficient based on
the air velocity as follows:

—0.8
ke = 0.037 08 <“> pr'/3.702 (13)

a

where, v is the air velocity, t is the viscosity of the air,
Pa is the density of the air, Pr is the Prandtl number and
L is the characteristic length. Only the convective heat
transfer is considered during convective drying, and the
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temperature of the hot air is assumed to be unchanged by
the effects of the solvent evaporation.

However, for infrared radiative drying, the radiative
heat transfer from the source to the film, and the convec-
tive heat transfer from the source to the air stream above
the film are considered. This is because the airflow rate is
considered to be at ambient conditions, hence the temper-
ature of the air changes with heat transfer from the source,
and the solvent evaporation. Heat transportation from the
source to the film due to radiation can be written as fol-
lows,

g =ot- (1 -1*),

where, T; is the heat source temperature, o is the Stefan

Boltzman constant and € is the emissivity of the surface
of the film. The energy required for solvent evaporation
throughout the process is given by:

(14)

If

0= A Hileyap - Adt (15)
where, #; is the final time of the drying process and 7itey,p is
the evaporation rate. The total energy requirement for dry-
ing would include the energy needed for the heat source,
in addition to Q.

In addition, the air temperature during the infrared dry-
ing can be calculated by the energy balance to a unit vol-
ume of air stream as follows,

a7, ke(Ti +T —2T,,) + titeyapCp, (T — Ta)
dr PaCo,

;o (316)

where C,; and Cp, are specific heat capacities of the sol-
vent and air, respectively.
To complete the model, the initial conditions at 7(0) are
given by:
C(0,2) =Cy, T(0)=Tp,

h(0)=ho  (17)

2.2 Dimensionless Model

To simplify the numerical approach by immobilizing the
otherwise moving boundary conditions at the surface, di-
mensionless variables are introduced. The variables can
be expressed by the following dimensionless variables.

. t z ~ h

fi=— 7= — h:=— 18
o ¢ h ho (18)

- T ~ C - D

T:=— C:=— =— 19
Ty Co Dy (19)

where, Z, h, T, C, D represent the dimensionless vari-
ables which ranges from O to 1, while 7 =1, by setting 7y to
unity for simplicity. Substituting equations 18 and 19 into
the continuous model yields the following dimensionless

model: B
dh knMsto <PS Pa)

df piRhy \TTy T,

(20)
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?

a7 kaMsAty (B PR\ T dh
di — pCoRhhy \TT} T.To) h di
fo .
+ ———Gin, 21
ooy Gin 20
dC DDty 9*C
ot (hh0)2 07
with the boundary conditions:
aC
7=0: —=—=0 (23)
9z
_— DDyCy 0C  CCohy dh
Z = — - —_— =
hhg 07 o dr
My (BB (24)
psR TT) Ta
and the initial conditions at £(0):
C0,5)=1, TO)=1, L(0)=1. (25)

2.3 Numerical Approach and Stability

The system is solved in MATLAB® using the finite differ-
ence method (FDM). FDM approximates the derivatives
using the finite part of the Taylor Series expansion (Tan-
nehill et al., 1997). Before applying the FDM, the domain
of the system is discretized into a finite grid of nodes, with
the nodes representing the system properties at a finite
point in both space and time. The forward-time-central-
space (FTCS) differential scheme is used in approximat-
ing the derivatives as follows (Tannehill et al., 1997):

df _fH-AtN_fi

P (26)
O%f  firaz—2fi+ fi-az
FI2 AZ? @7)

Applying the FDM with FTCS-scheme yields the follow-
ing discrete equations:

A kM. P, P iy
RHA = AT [ S 2R ) 4 28
oA ok \ T, "1, )T Y

Ti+At~ ——i kmMsA . Py . P, +
ptCoRAiy \ T'T¢ T.Ty
toAT . Fifi+ar .

PiCphihoTy T r 29
~ionr  DiDotoAT Cla—2G+C LE (30

J - (;liho)z AR J

The upper boundary is found using a ghost cell.

There is a trade-off between the accuracy and the stabil-
ity of the numerical method. The dimensionless diffusion
equation is the limiting term for the stability of this sys-
tem. Thus, the stability criterion for the system can be

expressed by the general stability criterion for FDM (Tan-
nehill et al., 1997) on the diffusion equation as follows:
AF 1

AF? = DDyg
2max Tiho)?

€29

Therefore, the selection of the resolution is done to get a
stable and accurate enough solution.

3 Results and Discussion

The simulations for the composition of a 110 Wh (around
30Ah), NMC811-G battery is carried out for selected pro-
cess parameters. The film thickness, film temperature,
solvent fraction, and the drying rate with time is plotted
together in Figure 1. A hot air stream and a radiating
heat source of the same temperature are used to test both
the convective drying and infrared radiation drying. Only
cathode drying with NMP as solvent is presented here for
brevity, except otherwise stated.

As shown in Figure 1, The temperature of the film
rapidly reaches the hot air temperature during infrared
drying, and within 2 minutes for the convective drying,
while the solvent evaporation is continued for about 90
minutes for both drying processes. The film thickness
reached a constant value at the end of the drying pe-
riod, where approximately 90% and 99% of the solvent is
evaporated during convective and radiative drying, respec-
tively. This is because the radiative drying gives a higher
drying rate and shorter drying time than convective dry-
ing. However, it requires more energy for solvent removal
(Q) than the convective drying.

The general behavior of solvent removal and film thick-
ness reduction as shown in Mesbah et al. (2014), can be
seen here as well. Further, the film temperature transients
and the drying rate are of a similar pattern to the model
results given in Susarla et al. (2018). Moreover, Susarla
et al. (2018) have used the capillary pressure together with
the vapor pressure in the model, which gives high dry-
ing rates and low drying times. However, Ahmed et al.
(2016) suggest that the cathode drying can be limited by
the allowable NMP concentration in the dryer outlet air
(1000-2000 ppm), which means that the cathode drying
rate has an upper limit controlled by the dryer inlet air
conditions and the initial film conditions. Further, Rollag
et al. (2019) observed that increased electrode thickness
and elevated drying temperatures cause crack formation
in aqueous cathodes. These cracks were formed during
the second stage of drying, which is driven by capillary
forces. Therefore, improvements to the model to address
these issues need to be thoroughly investigated in the fu-
ture.

3.1 Effect of Initial and Process Parameters

The initial parameters such as the initial solvent mass frac-
tion Cy and the initial film thickness g are defined by the
type of battery that is being produced. However, the ini-
tial film temperature Ty, and the reference diffusion co-
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Figure 1. Film properties of the cathode during the convection and radiation drying processes.

efficient Dy mainly depend on the indoor environmental
conditions. The process parameters, which are the prop-
erties of the heat source (hot air or infrared heater) can be
changed selectively. For convective drying, these param-
eters are the relative humidity ¢, temperature 7, and the
velocity v of the hot air stream. For radiation, the temper-
ature T and emissivity € of the heater are the parameters
that can be changed.

To evaluate the effect of these parameters on the model
outputs (convective drying model), a sensitivity analysis
is conducted for all the parameters. The full range of in-
put parameter values that is suitable for the selected bat-
tery type is considered. The changes in the model output
values that happen due to the changes in these input pa-
rameter values are calculated, where only one parameter
changes at a time. The sensitivities are determined as a
percentage variation of the output for a percentage change
of each initial or input parameter. Energy required for sol-
vent evaporation (Q calculated by Equation 15) and the
drying rate are selected as outputs. The spider plot for
energy requirement is shown in Figure 2.

The most influential parameter on the energy consump-
tion is the hot air temperature (red dash dotted line) as it
rapidly changes the heat transfer. Having hotter air low-
ers the energy consumption. The energy requirement is
highly sensitive to the initial thickness of the film upon
entering the dryer (purple dash dotted line) along with the
initial solvent concentration of the film (blue dash dotted
line). The relative humidity (water) of the hot air is also
affecting the heat transfer rate due to the direct correlation
of humidity with the vapor pressure. Here, in this model,
the relative humidity of hot air is considered to be less
than 0.5, since it is bounded by the maximum allowable
limit of NMP in the outlet air of the dryer (Ahmed et al.,
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2016). The other parameters have a low impact on energy
consumption.

Further, the effect of the parameters on the rate of evap-
oration per area is calculated. All the parameters except
the initial film temperature are plotted in Figure 3 since
the initial film temperature has an insignificant impact on
the model outputs. Change of the initial solvent concentra-
tion, the initial thickness, and the reference diffusion coef-
ficient do not change the maximum drying rate that can be
achieved. The initial solvent concentration also has little
effect on the drying time. However, the initial thickness
has a significant effect on the drying time, where thicker
electrode coatings take a longer time to dry. Further, the
lowest reference diffusion coefficient tends to have a con-
siderably slower drying rate at the end of drying, which
leads to longer drying time.

On the other hand, change of the hot air temperature,
relative humidity, and air velocity change the maximum
drying rate that can be achieved as well as the drying time.
The direct effect of air temperature on the drying rate can
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-Gy —-Ty ==Ly ——Dy Ty p -V
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Energy (%)
o
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20+
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Figure 2. Effect of different initial and input parameters on the
energy requirement.
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also be seen here. The higher the hot air temperature, the
higher the heat transfer to the electrode, thus higher the
drying rate and shorter the drying time. On the contrary,
when the relative humidity is increased, the evaporation
of solvent to the air reduces, hence the drying rate is de-
creased which results in longer drying time. Energy de-
mand can be both reduced by increasing the humidity and
increasing the hot air temperature. However, since fast
drying is usually preferable in the industry, low humidity
is needed. The increase of air velocity tends to increase
the heat transfer similar to the behaviour of air tempera-
ture, thus increases the drying rate and reduces the drying
time.

Since the air properties (73, @, v) are controllable pa-
rameters, these can be used to obtain faster drying. How-
ever, these parameters would also directly contribute to
the energy requirements. Therefore, optimum control of
the air properties is needed for the drying process to be
both efficient and less energy-intensive.

3.2 Reduction of Energy Consumption

Generally in convective drying, the use of high-
temperature hot air would provide a high drying rate and
low drying time, which would indicate low energy require-
ment for the solvent evaporation. However, a large amount
of hot air is needed for this, and the heat requirement
for producing this high-temperature hot air is significantly
higher compared to the evaporation energy (Ahmed et al.,
2016). Therefore, a multi-stage drying process is tested
to utilize high-temperature hot air for a shorter time, such
that the heating load would be reduced.

The film properties for a three-stage drying process
where the hot air temperature is gradually increased in 2-

steps are shown in Figure 4. The total drying time is sig-
nificantly reduced compared to the previous results, and
99% of the solvent is removed. The energy required for
the solvent evaporation is lower than the single-stage use
of low-temperature hot air (see Figure 5). However, the
evaporation energy for the 3-stage process is higher than
for the single-stage use of high-temperature air.

The energy consumption for air heating is directly pro-
portional to the inlet and outlet temperature difference of
the air heater. Assuming a constant ambient air tempera-
ture and no re-circulation of hot air, this energy is calcu-
lated for different hot air temperatures. For single-stage
drying with hot air temperatures of 353 K, 368 K, and 388
K, the energy needed for air heating is 392 MJ/ m3, 326
MIJ/m?3, and 276 MJ /m?, respectively. The 3-stage drying
requires 198 MJ/m>, which is significantly less than the
use of single-stage drying.

3.3 Comparison with Reported Literature
Values

Considering the full range of all the parameters used in the
single-stage drying, the distribution of energy requirement
for convective air heating is calculated. Here, the drying of
both the cathode and anode is added together. The results
are compared with the reported values of energy for drying
of industrial LIB plants of different capacities as shown in
Figure 6.

The model values are closer to the values reported by
Pettinger and Dong (2017) and Schiinemann (2015), than
the other values. However, the distribution of the model
results has a high variation which resulted from the uncer-
tainty in the used parameters. The range of the reported
literature values is also high, due to various factors such
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Figure 3. Effect of different initial and input parameters on the drying rate. Cp: initial solvent mass fraction, /g: initial film
thickness, Dy: reference diffusion coefficient, 7,: hot air temperature, ¢: relative humidity of hot air, v: velocity of hot air
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as the annual production capacity of the plant, different
battery types, and various specific energies. Further, some
of the reported values are for the combined process of
both calendaring and drying, as well as 2 step drying pro-
cesses where the remaining solvent is vacuum dried at a
later stage after calendaring. The model results provide a
benchmark, however, the model does not include energy
for the NMP recovery unit. No details are given regarding
the literature values, whether the energy values include a
NMP recovery unit or not. Ahmed et al. (2016) shows
in their model, that the energy loads for solvent recovery
(1969 kW) are significant compared to the energy demand
for air heating (3752 kW) and solvent evaporation (130
kW).

Although the model needs improvements with the in-
clusion of porosity, and capillary-driven drying, the model
has the capability of representing important electrode dry-
ing behaviours. Further, the model shows a good potential
of being used in energy and process optimization, and pro-
cess control design. Moreover, the model can be used to

-3
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1.2 0
5
i
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Figure 5. Energy required for the solvent evaporation at various
hot air temperatures 7,. The total energy (area of each curve) for
each temperature is also stated.
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compare the energy demand or drying efficiency of differ-
ent drying technologies, battery chemistries, and battery
types. This would further provide the opportunity to mod-
ify the model and use it with life cycle assessment models
to provide updated information on electrode drying. Thus,
different process modifications can be tested and assessed
by the energy requirement as well as the greenhouse gas
emissions and cost. It would also contribute to bench-
marking the energy demand for the LIB industry.

4 Conclusions

A simple, dynamic mathematical model for electrode dry-
ing is developed for the analysis of different drying tech-
nologies and energy requirement calculations. The input
uncertainty through different parameters is decomposed to
determine the most influential parameters on the model
output. The heat source temperature, initial thickness, and
solvent concentration of the electrode are the most sen-
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Figure 6. Comparison of energy consumption from drying
model with reported studies of Schiinemann (2015); Pettinger
and Dong (2017); Yuan et al. (2017); Thomitzek et al. (2019).
The model value is given with +2¢ variation.
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sitive parameters to both the drying rate and the energy
consumption. Although the model is limited by the lack
of porosity and capillary pressure, the results indicate the
model sufficiently illustrates the general traits of an in-
dustrial electrode dryer. The results are compared with
reported literature values.

Further, the use of multi-stage hot air distribution is
shown to be less energy-intensive than the use of high tem-
perature, single-stage hot air drying. The model shows
a good potential of being used in energy optimization,
and control design for drying processes. A further mod-
ified model can be used with life cycle assessment mod-
els. This could provide information on drying that changes
with various drying technologies, energy recovery meth-
ods, and various LIB types in terms of energy requirement
as well as the greenhouse gas emissions and cost.
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