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Abstract

This thesis presents methods for autonomous guidance, stepwise path planning, and path-following con-
trol with anti-collision and COLREGs compliance. The system is validated through simulations.

Two waypoint generation methods are developed, i.e., the navigation function method and the stream
function method. These two methods are modified to achieve COLREGs compliance. The navigation
function method guarantees global convergence. While the stream function method gives shorter and
smoother path.

Each waypoint generation method can be integrated with a path generation algorithm. The path gen-
eration algorithm formulates a quadratic programming problem to minimize path length between two
waypoints. A controller is designed using backstepping and a thrust allocation algorithm is implemented
to perform path following.
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Chapter

Introduction

1.1 Motivation

The research on autonomy is gaining increasing attention in the robotics community. It is a promising
area because of its extensive application in practice. For example, unmanned aerial vehicles (UAVs) can
be used to monitor forest and agriculture, autonomous vehicles (AVs) can reduce crashes, congestion,
and emissions, and reducing crewing on autonomous ships. In autonomous robotics, a central problem
is path planning. For humans, it is trivial to plan a path. While for robots, such a task is challenging.

Guidance models are important for solving the problem of path planning. They should be able to char-
acterize the surrounding terrain to be used to find a path and guide the robot to its targets dynamically.
However, the path found by these guidance models might not be optimal. In addition, these guidance
models have their own limitations and, therefore, have their own application domains. For example,
for underactuated vehicles, such as marine surface vehicles, a path that has large heading change is not
preferred. In addition, a set of pre-set rules should be considered to guide collision avoidance. A popular
set of rules is “International Regulations for Preventing Collisions at Sea” (COLREGs).

The problem of path planning is to find an optimal or suboptimal path from the starting position to a
robot’s goal position. To achieve the task of path planing, an appropriate guidance model is necessary.
The guidance model must be able to accurately represent the robot’s workspace and embed information
that can safely and efficiently guide the robot according to its task requirement. Typical objectives of
path planning are either transit (to one or more target) or complete coverage. Transit means finding the
optimal path (shortest, minimum energy, minimum time, etc.) from the robot’s initial position to the
target position. Complete coverage is the typical objective of robot vacuum cleaners, lawn movers and
robots for search and rescue.

1.2 Objectives

The objective of this thesis is to study navigation function and other relevant guidance models in static
and dynamic environment as guidance model(s) for autonomous robot/vessel guidance and maneuvering
problems. The guidance model should frequently update as the workspace of autonomous robot/vessel
changes. Based on the guidance model, the robot/vessel performs path planning and path following using
a suitable control law, e.g. maneuvering, reaching the target position with collision avoidance.

This is achieved by:
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e Perform a background and literature review to provide information and relevant references on col-
lision avoidance methods, relevant COLREGs rules, path generation method, maneuvering control
methods, etc.

e Propose a simplified dynamics of an autonomous robot and workspace of the robot. Define a few
workspace environments, that include target(s) and static and moving obstacles. Use these setups
as simulation cases in your analysis. COLREGs compliance should be included.

e Study relevant guidance models. Present and show insight into the performance and properties of
each method studied.

e Implement the guidance models, path-planning, path-generation, and maneuvering control for each
proposed guidance model for proposed marine robot.

e For each guidance model method proposed and implemented, test on simulation cases, analyze the
results by comparing the resulting performance with evaluation of the key performance indicators.
Discuss specifically COLREGs behavior in each case.

1.3 Scope and delimitations

The scope of this thesis is to present insight on the theory and methods relative to autonomous guidance
and path planning methods and illustrate them through sufficient examples. Those methods include nav-
igation function, stream function, maneuvering theory, etc. Results of computer simulations are use to
evaluate those path planning algorithms. In addition, selected COLREGS rules are used to assess the
resulting performance.

In this work, we assume that the workspace is a two-dimensional (2D) horizontal plane. A simplified
dynamics of a marine robot is proposed, where only horizontal degree of freedoms (DOFs) are consid-
ered. It is also assumed that the information of the workspace is known, i.e., the positions and velocities
of target(s) and obstacles.

1.4 Contributions and thesis outline

The contribution of this thesis is the development of two guidance models, i.e., the navigation func-
tion method and the stream function method, for autonomous guidance and stepwise path planning with
COLREGs compliance. The proposed guidance models decide the discrete waypoints recursively that
guide a robot toward its target(s). A feasible path is then generated using a path-generation algorithm.
The marine control system is designed to perform path following. The whole system has been validated
through simulations.

The outline of the thesis is as follows:

e Chapter 2 presents relevant background information on autonomous system architecture, path-
planning methods, path-generation methods, control design methods, and relevant COLREGs
rules.

e Chapter 3 presents the system architecture and problem formulation.

e Chapter 4 presents the dynamic model for control design, thruster dynamics, and workspace rep-
resentation.




1.4 Contributions and thesis outline

Chapter 5 explains the algorithms for waypoint generation with COLREGs compliance, and path
generation. Two waypoint generation methods are modified to achieve COLREGs compliance.

Chapter 6 presents the controller design and thrust allocation.
Chapter 7 presents the simulation results.

Chapter 8 gives the final conclusions and suggestions for further work.
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Chapter

Background

2.1 Autonomous systems

2.1.1 Deliberation for autonomous robots

This section is primarily based on Ingrand and Ghallab (2017). Autonomous robots interact with their
working environment through their sensory systems and have to act deliberately in order to fulfill their
missions. The meaning of acting deliberately is that taking actions through sound and justifiable reason-
ing based on their objectives.

Autonomous robots perform various tasks involving a variety of interactions with various environments,
which cannot be programmed at the design stage to make them able to take all possible actions. There-
fore, for autonomous robots working in open environments and performing various tasks to successfully
complete their missions, deliberation is necessary. In summary, autonomy plus variety require delibera-
tion.

Acting deliberately requires several distinct functions. In Ingrand and Ghallab (2017), the requirement is
divided into six deliberation functions, i.e., planning, acting, observing, monitoring, goal reasoning and
learning as shown in Figure 2.1.

Their definitions are given below, see Ingrand and Ghallab (2017) for further elaboration. It should be
noticed that their borderlines are blurry and depend on specific applications.

e Planning: motivated by missions or purpose, combines prediction and search to find a feasible
trajectory in the working space based on predictive models of the environment and feasible actions.

e Acting: refines planned actions and outputs commands appropriate for the current situation and
reacts to changes of the robot and its working space; both refinement and reaction may rely on a
organized sequence of actions. Stimulus input from sensors are transformed to output to actuators
through an organized and appropriate sequence of actions, in order to achieve certain purpose.

e Observing: detects and recognizes characteristic features of the working space, as well as other
relevant information for the objective such as actions and plans. This function combines bottom-up
processes, from sensors to meaningful data, with top-down activities such as sensing actions and
planning for information gathering.

e Monitoring: compares predicted robots’ states and observed information of the working space. Its
function is to recognize and interpret discrepancies, perform diagnosis and trigger recovery actions
when they are necessary.
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e Goal reasoning is a type of monitoring but only at the mission level. It concerns about commit-
ments and goals. This function assess the relation between commitments and goals, based on
observed new information, such as new constraints, new opportunities and possible failures. Its
task is to assess if some commitments should be abandoned and if it is necessary to update the
current goals.

e Learning is the process of acquiring new knowledge, becoming adaptive and improving robots
themselves through past experience the models needed for deliberation.
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Figure 2.1: Overview of deliberation functions. Courtesy: Ingrand and Ghallab (2017).

2.1.2 Autonomous marine robots

The concept of autonomous or unmanned ships was introduced decades ago. Nicola Tesla’s demon-
stration of a radio-controlled model boat in New York’s Madison Square in 1898 may also fall into the
concept of autonomous ships. Autonomous vehicles have been researched by some transport modes
since the 1970s. From 1982 to 1988, Japan investigated remote control of ships in the Project Highly
Reliable Intelligent Ship (Rgdseth, 2019).

The EU-project MUNIN running from 2012 to 2015 is the first large scale study on unmanned and au-
tonomous merchant ships (Rodseth and Burmeister, 2012). The objective of the project MUNIN is to
investigate the possibility of transforming a Handymax dry bulk carrier into an unmanned autonomous
ship. The results showed that it was not feasible from a commercial standpoint. But it would be pos-
sible to build a fully autonomous ship for other operations. Since then, new researches and studies on
autonomous ships have been increasing steadily.

The general definition of the level of autonomy (LoA) of ships is given in Rgdseth et al. (2018). From
the perspective of collision avoidance, the specific definition of LoA is provided in Huang et al. (2020):

e [.oA 0: No machine is involved and human takes the responsibility for collision avoidance.
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e [LoA 1: Machines provide supports and certain service in conflict detection, while the human
operators directly control the ship.

e LoA 2: The human operators directly control the ship supported by machines in conflict detection
and conflict resolution.

e LoA 3: Machines control the ship with human monitor. Machines need to help the human un-
derstand conflict resolution. The human can indirectly control the ship via machines or directly
controls the ship via the on-board operators.

e [.oA 4: Machines control the ship independently. Under emergent circumstances, machines in-
forms and alarms the human who can take indirectly control via machines.

e LoA 5: The ship controlled by machines is fully autonomous and the human cannot control the
ship.

The interactions between the human and machines are increasing as the LoA increases (Huang et al.,
2020). From LoA 2 to LoA 4, machines are required to have more functions than conflict detection. To
be specific, machines need to find anti-collision solutions, validate these solutions, and help the human
in decision making.

In the process of collision avoidance, five components shown in Figure 2.2 are involved (Huang et al.,
2020):

e Observer: Sensory systems that offer data to support other components.

e Motion prediction module: A fundamental module in this process. It estimates the trajectories
of ships and surrounding obstacles. To predict the motion of own ships, holonomic model, kine-
matic model or dynamic model can be used. To predict the motion of target ships, physics-based
methods, maneuver-based methods, and interaction-aware methods are proposed.

e Conflict detection module: It assesses the risk of collision and send alarms if necessary.

e Conlflict resolution module: A core component in this process. It provides available solutions for
collision avoidance and validate chosen solutions.

e Actuator: A component that implements the solutions found by conflict resolution module.

With respect to collision avoidance, manned ships and autonomous unmanned ships have common frame-
work shown in Figure 2.2. On the contrary, the focuses of manned ships and autonomous unmanned ships
are different. For manned ships, the main focuses are conflict detection, i.e., how to assess potential risks
and remind the human if necessary. For autonomous unmanned ships, conflict detection is less of the
focus. The main concentration is conflict resolution, i.e., how to find an collision-free trajectory. The
different decision process of manned ships and autonomous unmanned ships are shown in Figure 2.3 and
24.
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Figure 2.2: The information flow of collision prevention. Courtesy: Huang et al. (2020).
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2.2 Collision avoidance methods

2.2.1 Map representation

Map representation that provides accurate information of a robot’s workspace is important for solving the
problem of path planning. The methods of map representation can be divided into two groups (Campbell
etal., 2012):

e Qualitative or topological mapping: uses nodes, arcs, and vertices to represent features. Numerical
date is not referred, and therefore the features are not geometrically accurate.

¢ Quantitative mapping or metric mapping: represents features with numerical data. Its applications
are waypoints-based path planning.

Since in this thesis it is assumed that the information of the workspace, such as positions and velocities
of target(s) and obstacles, is known, we do not focus on the methods of map representation. But the
importance of accurate map representation should be clearly specified. One popular and basic method of
map representation is the occupancy grid mapping, shown in Figure 2.5.

Rob

Figure 2.5: Occupancy grid mapping. Courtesy: Nam et al. (2017).

=

Occupancy grid mapping

The occupancy grid mapping employs a multidimensional (typically two or three-dimensional) tessela-
tion of space into grids. Each grid stores a probabilistic estimate of its state (Elfes, 1989). The possible
state might be unknown, empty or occupied by a obstacle.

To construct the occupancy grid, the robot needs to use sensors to obtain information. Hence, recovery
of the workspace from sensor data is best modeled as an estimation theory problem. Here the Bayesian
update rule is applied. The algorithm of the occupancy grid mapping is presented below (Thrun et al.,
2005).
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Algorithm 1: The occupancy grid algorithm

Algorithm occupancy_grid_mapping ( {li—1,:}, z¢, 2¢ ):
for all girds m; do
if m; in perceptual field of z; then
‘ {li} = {li—1,i }+inverse_sensor_model(m;, z¢, 2;) — lo;
else
| {li} = {le—1}s
end
end
return {l;;}

Here 7 indicates the grid index, x; is the pose of the robot at time ¢, z; is the measurement at time ¢, {l;; }
is log-odds representation of occupancy defined in Equation (2.2) and the inverse_sensor_model function
is the inverse measurement model log-odds form given in Equation (2.3).

p(m; =1)
lo =log————— 2.1
lt,i —1 P(mz’|$1:t7 Zl:t) 2.2)

og .
1- P(mz‘\xlzt, Zl:t)

Here, p(m;|z1.t, 21.¢) is the probability of grid m; being occupied given measurements and pose from
time 1 to ¢. The inverse sensor model is

inverse_sensor_model(m;, xy, z;) = p(milze, z¢). (2.3)

The measurement distance and directions should be considered in the sensor model.

Related works

The occupancy grid mapping can be applied to a three-dimensional workspace. Dryanovski et al.
(2010) proposes a Multi-Volume Occupancy Grid, which is a novel way to represent three-dimensional
workspace for micro aerial vehicle mapping and navigation. The proposed method stores positive and
negative sensor readings and groups the data into volume lists attached to a two-dimensional grid. The
advantage of this method is incremental addition of obstacles and free space.

In order to deal with a dynamic environment, in Meyer-Delius et al. (2012), a Hidden Markov Model
is used to represent the occupancy grid and model how it changes over time. Their method is tested in
simulation and using real-world data. The model is suitable in dynamic environment and help to improve
the mobile robots’ path planning performance.

In occupancy grid method, sensors are important. Moghadam et al. (2008) points out the limitations
of using either LIDAR or stereo vision for indoor mobile robot. Range sensors are able to provide 2D
information while stereo vision provides 3D information. The occupancy grid is created by fusing the
data from range sensors and a stereo vision system. The methods for sensor fusion need to be considered
here.

10
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2.2.2 Collision avoidance
There are abundant methods for path planning and collision avoidance, and these techniques can be

classified into six categories (Huang et al., 2020):

e Rule-based method: incorporates rules in finding collision-free solutions such that the solutions
are rule-compliance.

e Virtual vector method: generates a virtual vector field for collision avoidance process.

e Discretization of solutions with collision check method: finds a solution in the discrete solution-
space.

e Continuous solutions with collision constraints method: finds the optimal solution in continuous
solution-space where collision is considered as constraints.

e Re-planning method: finds collision-free solution in free configuration space.

e Hybrid method: takes advantage of and combines several methods for collision avoidance process.

In the following, several methods for path planning and collision avoidance are introduced. Other rele-
vant methods can be found in Quan et al. (2020), Huang et al. (2019), Patle et al. (2019), and Mac et al.
(2016).

A star

The A star (A*) (Cormen et al., 2009) is a widely used search method in path planning. It evaluate a grid
point by using a cost function

f(n) = g(n) + h(n), (2.4)

where g(n) is the path cost from the starting point to the grid point n, and h(n) is the estimated cost from
grid point n to the target point. If h(n) is admissible, which means it never overestimates the acutal cost
from grid point n to the target point, then A* is guaranteed to find a optimal path. An admissible h(n)
can be chosen as the Euclidean distance between grid point n and the target point, since the straight-line
path is shortest between two points.

Artificial potential field method

The artificial potential field (APF) method is a classical approach for robot navigation, and it is widely
applied for real-time collision-free path planning. In this method, the workspace of the robot is repre-
sented by an artificial potential field where the target attracts the robot and the obstacles repulse the robot
away.

11
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Figure 2.6: Concept illustration of the APF method. Courtesy: Lee et al. (2004).

The APF method is mathematically simple and easy to implement. The classical way to define potential
function is using the positions of the robot, the target(s), and the obstacles. This can be easily modified
to include more information, and the modified APF method is able to provide good result in non-static
environment. In addition, this method has the advantage of combining easily with optimal control and
other heuristics methods.

The problem is that the path found by the APF method is not guaranteed to be optimal, and it suffers
from local minima. These problems can result in increasing energy cost and time to reach the target(s).

The APF that fills the workspace is divided into two components: attractive potential U, (p) and repul-
sive potential Uy..,(p), where p is the position of the robot. The total potential energy Uy, (p) is defined
as

Utot(p) = Uatt(p) + Urep(p)y (25)

where the repulsive potential is defined within a range of obstacles. The repulsive potential increases
as the robot becomes closer to the obstacles. The traditional definition of the attractive potential is a
function of relative position between the robot and its targets. The attractive potential usually decreases
as the robot gets closer to its target. See Figure 2.7.

Based on the definition of potential, the force acting on the robot results from the potential field is given
by

Ftot = Fatt + Frepy (26)
Fot = —VUiu(p), (2.7)
Frep = _VUrep(p)a (28)

where the F 4 is an attractive force the robot to its targets, and F';..;, is a repulsive force making the robot
move away from the obstacles. Hence, the trajectory generated by this method is giving gradient vector
of the potential field.

12



2.2 Collision avoidance methods

This method is particularly attractive because of its elegant mathematical analysis and simplicity (Mac
et al., 2016). But it has a problem of local minima, shown in Figure 2.8. The robot, the obstacle and the
target are located in a straight line. The obstacle generates a repulsive force that prevent the robot mov-
ing near to the obstacle, while the attractive force generated by the target make the robot move forwards.

Con

sequently, the robot is trapped in the local minima and cannot reach its target position. This is due to

the balance between the attractive force and the repulsive force.
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Figure 2.7: Illustration of the potential field given a robot’s workspace.

farges Robot Target

)

Attractive
Force

Attractive
Force

Attractive
Force

Target
Repulsive

Force

Repulsive
Force

Repulsive
Force

Robot

Figure 2.8: Local minima. Courtesy: Li et al. (2012).
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Related works

The concept of APF is first introduced in Khatib (1986), where this method is applied to solve the prob-
lem of real-time manipulator control.

Traditional APF method can also be used for mobile robot navigation, presented in Tan et al. (2010).
Using a 2D laser range finder, the robot obtains the information of its workspace. Then the robot uses
a hybrid localization method and a weight average method to find optimal pose according to an error
model. The APF method is used for path planning that satisfies certain optimization criteria.

In Huang (2009), the conventional potential function is used, while it is extended for direction and speed
planning for a mobile robot to track a moving target among obstacles. The direction and the speed of
the robot are derived as functions of the velocities and positions of the robot, the target, and the obstacles.

The traditional definition of potential field can be easily modified in order to embed more information,
which is an advantage of the APF method. In Ge and Cui (2002), the attractive potential is a function of
the relative position and velocity between the target and the robot. Similarly, the repulsive potential is
also defined as a function of relative position and velocity of the robot with respect to the obstacles. To
construct the potential method, these definitions require that the information of targets and obstacles is
either known or can be measured online by sensors. The simulation studies and hardware experiments
using omnidirectional mobile robots demonstrates the effectiveness of this method in dynamic environ-
ments.

The potential function is further extended in Yin and Yin (2008), where acceleration is also included.
The attractive potential function therefore is a function of relative position, velocity, and acceleration be-
tween the robot and its target. The repulsive potential function is a function of relative position, velocity,
and acceleration between the robot and obstacles.

In Lyu and Yin (2017), the potential function is modified to solve path planning problem with collision
avoidance. The proposed APF method can meet requirements of COLREGs rules and the ship is able
to track a dynamic target. The modified APF method finds a safe path for the own ship in restricted
waters where there are several static and dynamic obstacles. And the simulations take into account the
manoeuvre capability of ships, which results in a smooth path.

Another advantages of the APF method is that it can be easily combined with other methods, such as
optimal control. In Chen et al. (2016), to achieve motion control of UAV, the control force is combined
with potential force generated by the APF method for the UAV path planning problem. The optimization
problem is formed in order to minimize the control force, i.e., the cost of energy. Using optimal control,
the length of the path is shorter and smoother than that using traditional method. The APF method can
be also combined with different heuristics methods, e.g. ant colony optimization algorithm in Zhao and
Yi (2006).

In Chiang et al. (2015), an integrated method named path-guided Artificial Potential Field with Stochas-
tic Reachable Sets (Path-Guided APF-SR) including sampling-based technique and APF is proposed.
The sampling-based technique is used to find a path to avoid static obstacles, while APF is implemented
to avoid moving obstacles. This method has low computation cost and works flexible in crowded envi-
ronments with various moving obstacles.

The problem of artificial potential field method is that the path might not be optimal and there may ex-
ist local minima. Possible ways to address these problems are presented in Li et al. (2012), where the
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2.2 Collision avoidance methods

Regression Search Method is applied to optimize the trajectory. The problem of local minima is solved
by changing the direction of repulsive force, shown in Figure 2.9. Other method such as Wall Following
(Yun and Tan, 1997) can also be used to solve the problem of local minima.
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Figure 2.9: Repulsive field of circle obstacle. Left: original direction. Right: changed direction. Courtesy: Li
etal. (2012).

Navigation function method

As mentioned before, the problem of the APF method is local minima. The navigation function ap-
proach, which is a potential field based method introduced in Koditschek and Rimon (1990) and Rimon
and Koditschek (1992), is a solution to the local minima. In the navigation function approach, these
undesired local minima can be transformed into saddle points that have regions of attraction of measure
zero.

The information of the robot’s, target’s and obstacles’ positions are used to construct the vector field,
while the target is usually the origin of the planar workspace. The method has almost global convergence
with good convergence rate and collision avoidance.

In the navigation function method, the workspace is usually ball-shaped and the robot is located inside
the ball-shaped workspace. The ball-shaped workspace is not a special case since any star-shaped region
can be diffeomorphically transformed into a sphere (Rimon and Koditschek, 1992). Therefore, each
obstacle are considered to be described by a sphere, and they are all assumend isolated. The boundary
of the robot’s workspace is also considered as an obstacle. An example of the potential generated by a
navigation function is shown in Figure 2.10.

By following the negated direction of the vector field, this will converge to the origin of the workspace
described by a closed ball from almost all initial conditions. Strictly global navigation is not possible
(Koditschek and Rimon, 1990). There is at least one saddle point for each obstacle in the generated vec-
tor field. And paths starting from some initial positions will end up in these saddle points. In practice,
however, this is not an important issue since these initial conditions have zero measure and they are rare
(Roussos et al., 2010). Hence, in the navigation function based approaches it is common to assume that
there are not saddle points that can be reached.
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Figure 2.10: An example of a potential field generated by a navigation function in a 2D workspace with two obsta-
cles O; and O,. The target is at [7 0] orientation ¢4 = 0. The desired orientation is achieved by a nonholonomic
obstacle H, which is the line x = 7. Courtesy: Roussos et al. (2010).

Related works

The navigation function method can be applied to single-agent systems and multi-agent systems in a
2D or 3D environment. Related works are Valbuena and Tanner (2012), Kallem et al. (2011), Tanner
and Kyriakopoulos (2000), Tanner et al. (2001), Tanner et al. (2003), Urakubo et al. (2004), Loizu et al.
(2004), Rahmani et al. (2008), Roussos et al. (2010), Roelofsen et al. (2015), and Dimarogonas et al.
(2006). These works specifically explore the area of control design and motion planning for systems
with nonholonomic constraints.

In Tanner and Kyriakopoulos (2000), a discontinuous feedback control and a navigation function are
applied to mobile manipulators. The proposed method not only gives obstacle avoidance but also the
avoidance of the manipulator singular configurations.

Based on Tanner and Kyriakopoulos (2000), Tanner et al. (2001) redesign the control law to improve
convergence rates and modify the admissible workspace by taking the robot volume into account. This
is the first complete methodology for real-time nonholonomic navigation amongst obstacles.

In Valbuena and Tanner (2012), the navigation function is combined with motion planning with nonholo-
nomic control for nonholonomic mobile robots moving on the planar workspace. Their approach allows
the mobile robot to reach its goal position. Also, the orientation of the robot is well controlled. The
problems in their method are nonuniform convergence rate and sensitivity to implementation limitations
such that the robot overshoots its goal position.

In Tanner et al. (2003), the navigation function is applied to multiple nonholonomic mobile manipulators
for handling of deformable material. The method yeilds asymptotic convengence rate, collision avoid-
ance and nonholonomic navigation, motion coordination for the multi-robot system, boundedness of
object deformations, and singularity avoidance for the manipulator mechanisms. Navigation for a multi-
robot system using the navigation function method which has guaranteed convergence rate and collision
avoidance is also present in Loizu et al. (2004). In Rahmani et al. (2008), a deconfliction algorithm for
the multi-vehicle system based on an appropriate navigation function is proposed. In Dimarogonas et al.
(2006), the navigation function method is used to solve the problem of decentralized navigation.

The aforementioned research results are applied in two-dimensional workspace, such as ground vehi-
cles or aircraft flying at constant attitude. The navigation function applied to three-dimension problem
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is present in Roussos et al. (2010), shown in Figure 2.11. Similar to the methods in Tanner and Kyr-
iakopoulos (2000) and Tanner et al. (2001), the method offers an advantage: the integral lines of the
resulting potential field are all tangent to the desired orientation at the destination. This means that in-
place rotation is not needed. In the single agent case, the agent is navigated to its target following a
collision-free path. In the multi-agent case, the distributed control scheme steers the agents towards their
targets and away from collisions with each other. In Roelofsen et al. (2015), the navigation function
method is applied to a multi-agent UAV system in a real-time environment.

(a) Navigation for single agent (b) Navigation for four agents

Figure 2.11: The navigation function for three-dimension problem. Courtesy: Roussos et al. (2010).

Stream function method

Stream function, also called potential flow, is derived from hydrodynamics. It is a subset of the APF
method, since it generates a vector field. The stream function is inspired by the fluid flowing around
any obstacles in its way. Streamlines, which are the trajectory of fluid particles, are collision-free paths.
Hence, to model the flow based on potential flow theory enables us to find safe path for the robot.

The stream function is fast and efficient. It is able to generate smoother path compared to the APF
method, since it models the flow of fluid. The stream function do not suffer from local minima. Instead,
it has the problem of stagnation points, which can be addressed by adding a time-varying complex po-
tential of the vortex, using Particle Swarm Optimization or using other effective techniques. In addition,
it is not guaranteed to find optimal path.

Based on the observation that fluid flows around a circular cylinder, the stream function is obtained from
the closed form velocity equations for incompressible fluid flow. For detailed information, please refer
to Milne-Thomson (1996), Currie (2016) and Axler et al. (2013).

In a 2D workspace, the stream function for a circular obstacle in a uniform flow is shown in Figure 2.12a.
An example of feasible path is the green path.

The target is usually represented by a sink flow, at which the fluid particles end. The circular obstacle in
a sink flow is shown in Figure 2.12b.
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In order to model a circular obstacle, the object, called doublet in potential theory is created. The effect
of doublet depends on the position of the robot and its target. Therefore, compared to the APF method, a
stream function is able to generate smoother paths. The boundary condition, i.e., the fluid cannot trans-
verse walls and obstacles, also help to generate smooth path, which is suitable to aircraft-like vehicles
(Waydo and Murray, 2003).

If there are multiple obstacles, Laplace’s equation (V2¢p ¢ = 0, where ¢, ¢ is the velocity potential) with
multiple boundary conditions must be solved. This is analytically impossible. Instead, a method called
addition and thresholding can be used (Waydo and Murray, 2003; Sullivan et al., 2003). This will be
explained in Chapter 5.
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(a) Circular obstacle in a uniform flow. Courtesy: Pedersen (b) Circular obstacle in a sink flow. Courtesy: Ye et al.
and Fossen (2012). (2005).

Figure 2.12: Circular obstacle in different flows.

Figure 2.13: Comparison between paths generated by the APF method (left) and stream function (right). Courtesy:
Waydo and Murray (2003).

Related works

In Waydo and Murray (2003), a path planner based on a stream function is used for the robot to perform
complex behavior, including formation flying, target tracking, and interception. They conclude that the
stream function is fast, efficient and adapt to changing condition, which can be used in real-time path
planning.

Stream functions do not have the problem of local minima. However, the problem of stream function is
that it has stagnation points, where the velocity of fluid is zero. In Figure 2.12b, there are two stagnation
points. The stagnation points are located at the places where the streamline first reaches or starts to leave
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the obstacle.

One technique to solve this problem is present in Ye et al. (2005). According on fluid dynamics, adding
the complex potential of vortex to a circular obstacle in certain types of flow, it will change the positions
of stagnation points. An example is showed in Figure 2.14. If the strength of vortex is time-varying, the
positions of stagnation points will change with time. Therefore once a robot gets onto a stagnation point,
at next time step when the stagnation point updates its position, the robot will be out of the stagnation
point. The problem is successfully solved, and a stream function is implemented for coordinated control
of swarms navigating through multiple obstacles. In Hu et al. (2007), the Particle Swarm Optimization
is used to tackle the stagnation problem.

Another problem is that correct solutions are not guaranteed in the case of multiple obstacles (Sullivan
et al., 2003). An example is presented in Figure 2.15. In addition, Figure 2.15 points out that the path

length is not guaranteed to be optimal, i.e., it can be arbitrarily long.

Other related works are Kim et al. (2011), Wang and Ju (2015), etc.

stagnation points—AC

g/o QOO O

1000 7
7 ;
/ /

/ /

A S f

L L o L L
o 1000 2000 3000 4000 5000 6000 7000 2000 9000 10000

Figure 2.15: Trajectory generated by stream function in the case of multiple obstacles.The red blocks indicate
collision. Courtesy: Pedersen and Fossen (2012).
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2.3 Path generation

One way to generate a path is to use the Bézier curves. A Bézier curve is a parametric curve, which is
named after Pierre Bézier, who used it in the 1960s for designing curves for the bodywork of Renault cars.

There are various works using Bézier curves for path generation and optimization. In Gao et al. (2018a),
the trajectory of a UAV is represented as piecewise Bézier curve. The trajectory is further optimized by
formulating a quadratic programming problem. Based on Gao et al. (2018a), Gao et al. (2018b) improve
the method by minimizing total trajectory time.

Another method is to utilize the B-spline. A B-spline is a generalization of the Bézier curves. A B-spline
can be obtained by writing spline curves in terms of certain basis functions.

In Usenko et al. (2017), the problem of local trajectory replanning is solved by formulating a B-spline op-
timization problem. Similarly, Zhou et al. (2019) improve the smoothness and clearance of the trajectory
by a B-spline optimization.

2.4 The maneuvering problem

The maneuvering problem is introduced in Skjetne (2005). For a system with output y € R™, we
consider a desired path defined by a set

P:={yeR":JsecRs.t.y=uyq(s)} (2.9)

where 14 is continuously parametrized by a path variable s.

Given the desired path (2.9), the maneuvering problem has two tasks, i.e., the geometric task and the
dynamic task:

e Geometric Task: Force the output of the given system y to converge to the desired path y4(s).

e Dynamic Task: Satisfy one of the following tasks:

— Time Assignment: Force the path variable 6 to converge to a desired time signal v;(t).
— Speed Assignment: Force the path speed s to converge to a desired speed vs(s, t).

— Acceleration Assignment: Force the path acceleration 5 to converge to a desired acceleration
va (8, 8, t).

The maneuvering problem defined above only highlights the goal of convergence to the path and the
chosen dynamic assignment. For the control design, additional conditions should be considered, such as
feasibility of the geometric and dynamic tasks and boundedness of the system states.

The maneuvering problem is a convenient problem statement that can be used to solve many problems.
Many nonlinear control design methods, including backstepping, sliding mode control, etc., can be used
to solve the maneuvering problem. In the control design, the geometric task will be solved first, then an
suitable update law, which bridges the geometric task with the dynamic task, will be chosen to complete
the control design. Examples of such update laws are gradient update laws, unit-tangent gradient update
law, etc.
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2.5 COLREGS rules

The International Regulations for Preventing Collisions at Sea 1972 (COLREGs) were published by the
International Maritime Organization (IMO). Human operators should follow COLREGs rules when op-
erating all kinds of vessels or watercraft. For autonomous ships without on-board human operators to
be lawfully operated at sea, these rules must still be followed. This is to avoid unexpected and incorrect
actions that may cause confusion and potential collision among other vessels.

The COLREGsS include 41 rules that are divided into six sections(Commandant, 1999; IMO, 2020):

e Part A - General (Rules 1-3): Outlining the application, responsibility and general definitions of
the regulations.

e Part B- Steering and Sailing (Rules 4-19): Part B consists of three sections, i.e., the conduct of
vessels in any condition of visibility, the conduct of vessels in sight of one another and the conduct
of vessels in restricted visibility.

e Part C - Lights and Shapes (Rules 20-31): Covers light requirements for various vessels.

e Part D - Sound and Light Signals (Rules 32-37): Covers definitions of sound and light signals and
protocols for the use of these signals.

e Part E - Exemptions (Rule 38): States that ships which comply with the 1960 Collision Regulations
and were built or already under construction when the 1972 Collision Regulations entered into
force may be exempted from some requirements for light and sound signals for specified periods.

e Part F - Verification of compliance with the provisions of the Convention (Rules 39-41).

The part of the Steering and Sailing Rules is probably the most relevant section for fully autonomous
ships (Campbell et al., 2012). Some of these main rules are listed below.

e Rule 13 — Overtaking: Any vessel overtaking any other shall keep out of the way of the vessel being
overtaken.

e Rule 14 — Head-on Situation: When two power-driven vessels are meeting on reciprocal or nearly
reciprocal courses so as to involve risk of collision, each shall alter her course to starboard so that
each shall pass on the port side of the other. See Figure 2.16.

e Rule 15 — Crossing Situation: When two power-driven vessels are crossing so as to involve risk of
collision, the vessel which has the other on her own starboard side shall keep out of the way and
shall, if the circumstances of the case admit, avoid crossing ahead of the other vessel. See Figure
2.17.

e Rule 16 — Action by give-way vessel: Every vessel which is directed to keep clear of another vessel
shall, so far as possible, take early and substantial action to keep well clear.

e Rule 17 — Action by stand-on vessel: Where one of two vessels is to keep out of the way, the other
shall keep her course and speed. The latter vessel may however take action to avoid collision by
her manoeuvre alone, as soon as it becomes apparent to her that the vessel required to keep out of
the way is not taking appropriate action in compliance with these rules.

Rule 18 specifies the responsibilities between vessels. An example of Rule 18 is that a power-driven
vessel underway shall keep out of the way of a vessel not under command.
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Figure 2.16: Head-on situation on COLREGs. Both of the ships start from point A and end at point C. Courtesy:
Campbell et al. (2012).
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Figure 2.17: Crossing situation on COLREGs. Both of the ships start from point A and end at point C. Courtesy:
Campbell et al. (2012).

In recent years, part of COLREGs rules has been incorporated in finding a rule-compliant collision-free
solution. Relevant researches are Perera et al. (2012), Praczyk (2015), Kuwata et al. (2013), Johansen
et al. (2016), Lyu and Yin (2017) and Lyu and Yin (2019). Some rules are frequently used, such as Rule
13-19. Despite the development of rule-compliant collision-free methods, incorporating all regulation
rules still need more effort in the future (He et al., 2017; Woerner et al., 2019).
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Problem formulation

In this thesis, we consider a fully actuated marine surface vehicle moving at low speed. The marine
vehicle is working in a 2D plane, and only three DOFs are considered, i.e., surge, sway, and yaw. There
are several dynamic obstacles in the workspace. The environmental loads caused by waves, currents and
wind are ignored. It is also assumed that the information of the workspace is known, i.e., the positions
and the velocities of target(s) and obstacles, and therefore, sensors are not included. The problem to
solve is to find a collision-free path with COLREGs compliance that guides the marine vehicle reach its
target(s) from its initial position.

3.1 System description

The guidance, navigation, and control (GNC) system for marine robots is composed of three subsystems
(Fossen, 2011), illustrated in Figure 3.1.

e The guidance system: continuously calculates the desired position, velocity and attitude of a ma-
rine craft to be used by the control system.

e The navigation system: determines a marine craft’s position, course, and distance traveled. In
some cases velocity and acceleration are determined as well.

e The control system: continuously calculates the desired forces and moments applied to a marine
craft motivated by a certain control objective.

Marine Control System

Controller ]“P[ Allocation

A

Vehicle

Dynamics

Navigation System

Estimated States

Geometric Task and

Dynamic Task

A

Guidance System Path Plnner

y

Waypoints

Figure 3.1: The GNC system for a marine craft.
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Chapter 3. Problem formulation

In this thesis, the functions of each subsystem and module are:

e Path Planner: determines discrete waypoints to be used by the Guidance System to generate desired
position, heading and path speed.

e Navigation System is not considered as we assume that the workspace is known.

e Guidance System: given waypoints from Path Planner module, find the desired position, heading
and path speed, i.e., the Geometric Task and the Dynamic Task.

e Controller: calculates the desired forces and moments to satisfy the geometric task and the dy-
namic task.

e Allocation: distributes the desired forces and moments to each thrusters.

e Vehicle Dynamics: models the dynamics of a marine robot using a control design model.

3.2 Problem statement

3.2.1 Stepwise path planning

Given the positions of target(s) and obstacles, the problem of path planning is to find a set of discrete
waypoints to guide a marine robot reach its target position from its starting position with collision avoid-
ance.

Suitable path planning methods should be chosen as a guidance model among the relevant methods stud-
ied. Generally, the information incorporated in a guidance model is the position information of target(s)
and obstacles. This inspires a possible way to obtain better performance of those guidance models: to
incorporate other relevant information, such as the velocity of the obstacles. It is assumed that the posi-
tions and velocities of the obstacles are known.

Consider the number of obstacles in the workspace is [N, and only one target. The workspcae information
includes the the positions of the marine robot [z y] ", the target [z; y;] ' and the obstacles [x; 3;] T where
i € {1,2,...,N,}. Given the workspace information, the task of path planner module is to find a next
waypoint [Zpext ynemt]T. Since the obstacles or the target can move, the path planner module needs to
update the workspace information and finds a next waypoint using latest information. Once the marine
robot reaches the next waypoint, the path planner module will update the workspace information and
determine a new waypoint. This procedure will be done recursively until the marine robot gets to its
target.

Workspace

Information

A

Waypoints ( W
L Path Plnner J<

Figure 3.2: Path planner module.
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3.2 Problem statement

3.2.2 Path generation

The problem of path generation is to generate a feasible path through given waypoints, which are deter-
mined by a chosen guidance model. A path can be a straight line or a curve, but the smooth path with
continuous path derivatives at waypoints is preferred.

In the guidance system, the position of the marine robot [z 4] from workspace information and the
next waypoint [Z,,czt Ynest] | are used. The task of the guidance system is to find a path, represented by
Equation (3.1), from the position of the marine robot [z y] " to the next waypoint [Zpeet Ynest] | > based
on the geometric task and the dynamic task.
A path in 2D plane with path variable s can be represented by

pa(s) = [za(s), ya(s)] ", 3s € R. (3.1)

For the marine robot, the desired heading is defined as

Ya(s) = atan(iégg ). (3.2)
d

Besides, desired path speed vs(s, t) should be specified. For simplicity, vs(s, t) can be a constant.

Workspace
Geometric Task and Information
Dynamic Task ( <
< Guidance System
L _/  Waypoints

Figure 3.3: Guidance system module.

3.2.3 Control objective

The control objective is constructed as a maneuvering problem, as introduced in Skjetne (2005). This
means the control objective is to satisfy the geometric task and the dynamic task. The dynamic task is
chosen as the speed assignment. The control objectives then are:

e Geometric Task: Force the output of the given system 7)(t) to converge to the desired pose

na(s(t)),

Jim [n(t) = na(s(t))] = 0. (3.3)

e Speed Assignment: Force the path speed $ to converge to a desired speed vs(s, t),

lim |$(¢) — vs(s(t),t)] = 0. (3.4)

t—o00
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Chapter 3. Problem formulation

The output of a marine robot working in horizontal plane is its North-East position and heading:

X
n=1vy |- (3.5
(0

The desired path n,4(s(t)), calculated by the guidance system, is given as

=1 wils) |, seR (3.6)

4(s)
] Ya(s)

_ | pa(s)
nd(s) - |: wd(s)

The maneuvering control objective is to find a control input 7 = [X Y N]T using suitable control design
method such that

n(t) = nq(s(t)), ast — oc.

5(t) = vs(s(t),t), ast — oo. 3.7

Given a commanded control input T, the task of allocation is to assigns a normalized force vector u =
[ug us .. u,]" to each individual thruster, where r is the number of thrusters.

Geometric Task and ( Marine Control System Thruster
Dynamic Task Forces
»  Controller
Commanded
L Forces
Workspace
Information

Figure 3.4: Marine control system module.

3.24 COLREGSs compliance

To assess the effectiveness of the guidance models, three rules from COLERGs are selected:

e Rule 13 — Overtaking: Any vessel overtaking any other shall keep out of the way of the vessel being
overtaken.

e Rule 14 — Head-on Situation: When two power-driven vessels are meeting on reciprocal or nearly
reciprocal courses so as to involve risk of collision, each shall alter her course to starboard so that
each shall pass on the port side of the other.

e Rule 15 — Crossing Situation: When two power-driven vessels are crossing so as to involve risk of
collision, the vessel which has the other on her own starboard side shall keep out of the way and
shall, if the circumstances of the case admit, avoid crossing ahead of the other vessel.
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3.2 Problem statement

3.2.5 Assumptions

In this thesis, some simplifications and assumptions are made:

e Only computer simulations are performed.

e It is assumed that the workspace of the marine robot is a 2D plane.

It is assumed that the dynamics of the marine robot is simplified.

The volume of the marine robot is ignored.

It is assumed that the information of the robot’s workspace is known, i.e., the positions and veloc-
ities of the target(s) and the obstacles.

Only selected COLREGs rules are used to assess the resulting performance.
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Chapter

Modeling

4.1 Notation

According to SNAME (1950), a marine robot can be described by six motion variables in 6 DOFs. Those
variables are defined in Table 4.1 and illustrated in Figure 4.1.

Table 4.1: The notation of SNAME (1950) for marine vessels.

DOF Definition Forces and moments ~ Linear and angular velocities ~ Positions and Euler angle
1 motions in the z-direction (surge) X u x
2 motions in the y-direction (sway) Y v Y
3 motions in the z-direction (heave) Z w z
4 rotation about the z-axis (roll) K P 10}
5 rotation about the y-axis (pitch) M q 0
6 rotation about the z-axis (yaw) N r P

v (sway)

u (surge)

X w (heave)

Figure 4.1: Illustration of motion variables for marine vehicles. Courtesy: Fossen (2011).

29



Chapter 4. Modeling

4.2 Reference frame

Two reference frames are used in this thesis, namely the North-East-Down (NED) frame and the body-
fixed reference (BODY) frame, see Fossen (2011) for further explanation:

e The NED frame is denoted {n} = (x, y, z), where x is the axis pointing towards ture North, y is
the axis pointing towards ture East, z is the axis pointing dpwnwards normal to Earth’s surface.
The origin of the NED frame is defined relative to the Earth’s reference ellipsoid (Mularie, 2000).
This is the coordinate system we refer to in our everyday life and it is used for local navigation.

e The BODY frame is denoted {b} = (xp, ys, 23), Where xy, is the longitudinal axis (directed from aft
to fore), 1 is the transversal axis (directed to starboard), and z is the normal axis (directed from
top to bottom). This is a moving frame where the origin is fixed to the marine robot. For marine
robots, the body axes are chosen to coincide with the principal axes of inertia.

4.3 Simulation model

The simulation model is the most accurate description of a system. This model includes features that
affect model accuracy, even though these features are not used for control and observer design.

A 6-DOF high-fidelity simulation model for a marine robot can be given as (Fossen, 2011)

n=Je(n)v

. ; 4.1)
MVT + C(VT)VT + D(VT)VT + g(n) + g80=T + Twind + Twave

where 7 is position and Euler angle in NED frame, Jg(n) is rotation matrix from BODY to NED frame,
v is linear and angular velocities in BODY frame, v, = v — v, is relative velocity vector between the
marine robot velocity vector v and the current velocity vector v., M is the system mass matrix, C(v.)
is the coriolis and centripetal matrices, D(v,.) is the damping matrix, g(n) and gy are the restoring force
vectors, T, Twind> and Tyaeve are the propulsion, wind, and wave forces and moments.

4.4 Control design model

The control design model is used for the design of motion control system. Compared to the simulation
model, the control design model is simplified. For marine surface vehicles, it is traditional that only
horizontal motion, i.e., surge, sway, and yaw motion are considered.

The control design model chosen in this thesis is CSE1 in the Marine Cybernetics Laboratory (MCLab),
Department of Marine Technology, NTNU. The model is valid for low-speed scenario. The proposed
control design model is given as

1=R()v
. n=R(y) ’ 42)
My +Cv)v+Dw)v =1
where
e 77 and v are the ship pose and velocity vector, given as

x U
n=\{y |, vV=1{wv | 4.3)

Y r
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4.5 Thruster dynamics

T is the thrust forces and moment vector, given as

X
T=|Y (4.4)
N
e R(v) is the 3-DOF rotation matrix, given as
cos(¢) —sin(yp) 0 0 -1 0
R(¥) = | sin(¢) cos(¥) 0|, R@®) =rR@)S=rRx)| 1 0 0 4.5)
0 0 1 0 0 0
e M is the inertia matrix, given as
m — X@ 0 0
M = 0 m—Y, mxg—Y: |- (4.6)
0 mxg — Yy I, — Ny
e C(v) is the coriolis and centripetal matrix, given as
0 0 (—mxg + Yi)r + (—m +Yy)v
C(v) = 0 0 (m — Xy)u
(mzg —Yi)r+(m—Yy)v (—m+ Xy)u 0
“.7

e D(v) is the damping matrix, for simplicity the damping matrix is considered linear, given as

D(v)= 0o -Y, -Y. |- (4.8)

4.5 Thruster dynamics

For a marine vehicle equipped with r in 3 DOFs, the relation between commanded forces and moments
and thruster forces is given as

7 = B(a)Ku, (4.9)

where 7 = [X Y N|T, @ = [a1 a2 .. ap] T € R is a vector of azimuth angles, B(a) € R3*" is con-
figuration matrix which describes the geometry and location of the thrusters, K € R"*" is the diagonal
force coefficient matrix, and u = [u; ug .. ur]T € R" is the thruster forces vector. To calculate the
thruster forces vector, numerous methods can be found in Johansen and Fossen (2013).

For a azimuth thruster, the i*" coloum of B(«a) is
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cos(a;)
t; = sin(oy) 5 (4.10)
lpisin(o;) — lyicos(ay)

where [l,; l,;] is the position of the thruster.

For a main propeller, the i*" coloum of B(a) is

=1 o |. @.11)

ti=11 | (4.12)

4.6 Workspace representation

The workspace of the marine robot is represented by discrete grid points. An example is shown in Figure
4.2. The number of grid pints in the simulations will be larger than that shown in Figure 4.2, in order to
represent the workspace accurately. The size of the workspace is L,(m) x L,(m). We place N, and
N, equidistant points in z-axis and y-axis respectively, with d, = ]%,—Z, and d, = ﬁ;; , which results in
N = N, x N, grid points.

The obstacles are represented by circles. The center of each obstacle is located at a grid point with radius
r;. An example is shown in Figure 4.2.

+ Obstacle
Grid points

o

Ly

Figure 4.2: Illustration of workspace representation.
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Waypoint generation and path generation

In this chapter, the methods for stepwise waypoint generation and path generation will be introduced.
There are two different methods to generate a next waypoint: the navigation function method (Section
5.1) and the stream function method (Section 5.2) . After a next waypoint is decided, path generation
using Bézier curves (Section 5.3) will be performed, which gives a soomth path segment from the current
waypoint to the chosen next waypoint.

5.1 Waypoint generation using navigation function method

5.1.1 Generating the potential field

To generate the potential field in the workspace, the following equation is used.

Y
U(p) = (5.1)
N, 1>
(v + 1 Bi(p)) =
where v = ||p — p¢ HZ, p is the horizontal position of the marine robot, p¢ is the position of the taret,

N, is the number of obstacles, 53;(p) = ||p — p; 2 where i € {1,2,...N,}, for obstacles that are not
the boundary of the workspace, 8y(p) = 2 — ||p||* for the boundary of the workspace, 7 is radius of
the workspace, p; is position of the center of ith obstacle, and « is a positive parameter which should be
sufficiently large.

From Equation (5.1), it is easy to see that the potential is zero when v = ||p — pg||* = 0, which implies
P = pt. Also, §;(p) is zero when p is on the boundary of the obstacles, then the potential at these points
is 1. Except the boundary of the workspace, 3;(p), where i € {1,2,...N,}, is negative when p is inside
the obstacles, which may give a negative or complex value of potential. In order to avoid this problem,
inside the obstacles 3;(p) should be 0, where the potential becomes 1.

Therefore, for 5;(p) except the boundary of the workspace, where i € {1,2,...N,}, we have
Ip—pill*  llp—pill®>7r?

Bi(p) = , L (5:2)
0 e —pill” <7

where r; is the radius of ith obstacle.
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Similarly, for ¢ = 0, we have

2 2
g —lpl” 1§ > lpl

0 . o < llpll”

Bo(p) = (5.3)

An example of the potential field generated by a navigation function is shown in Figure 5.1, with three
obstacles and one target. As we expect, the largest potential value is 1 on the boundary of obstacles, and
it decreases to 0 at target position.

Potential

Figure 5.1: Potential field generated by the navigation function method.

5.1.2 The influence of obstacle velocity

To understand the influence of obstacle velocity on the potential field, we consider only one obstacle for
simplicity. From Equation (5.1), it is clear that the potential value becomes smaller as 3;(p) increases.
In other words, the potential value drops as the distance to an obstacle increases. Consider a fixed point
at position p and a moving obstacle in the workspace. The potential increases at p if the obstacle moves
closer to the fixed point, while the potential drops if the obstacle becomes further away from the fixed
point. This logic can be extended to the whole workspace.

If the velocity of the obstacle is known, we can calculate the difference of potential of the workspace
between current and next sample time, i.e.

SU(P) = Unext(P) — Ucurrent(P), 5.4

where Ueyrrent (P) is the potential field at current sample time, and Uy, (p) is the potential field at next
sample time. Then this information can play a role in choosing a next waypoint, e.g. choosing a next
waypoint with 6U (p) < 0, and preventing the robot from getting closer to an obstacle. An example is
illustrated in Figure 5.2. This simple strategy can also be applied to multiple obstacles, since 60U (p) has
a strong local effect.
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+ Obstacle at current sample time
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Figure 5.2: Influence of obstacle velocity on the potential field.

5.1.3 Choosing the next waypoint
Decision-making module
Under the head-on situation, the original navigation function does not force the robot to past on from the

port side of a obstacle. Hence, in order to enforce CLOREGs compliance, a decision-making module
should be built up to change strategy of choosing waypoint in head-on situation.

Consider we have current waypoint p. = [z, y.] ', target position p; = [z; y;]', and the position
pi = [z; y;] " and velocity v; = [vy; vy,] " of a obstacle, where i € {1,2,...N,}. The head-on situation
is simplified in this thesis, shown in Figure 5.3a. We consider:

e An obstacle moving in the x direction, which implies v,, = 0;

e The robot is close to an obstacle in the y direction, which implies |y; — y.| < npdy, where ny, is a
positive parameter;

e An obstacle is located in between the robot and the target in x direction, and the marine robot is
moving from the upper part of the workspace to the lower part, which implies z. > z; > xy;

These conditions are summarized as

Vy; =0

|yi - yc| < nhdy , 1€ {1727 '--No} (5.5

(i —xe) (i —ar) <0

If Equation (5.5) is satisfied, then the strategy for choosing waypoint should force the robot to past on

35



Chapter 5. Waypoint generation and path generation

from the port side of a obstacle. The algorithm for decision making is given in Algorithm 2.

Algorithm 2: The decision-making module
Algorithm navigation_function_decision (p. ,p; ,P¢ »7h):
head_on_flag<+ 1;
foralli € {1,2,...,N,} do
if Equation (5.5) satisfied then
head_on_flag+ 0;

break;
end

end
return head_on_flag

Waypoint strategy

When there is no head-on situation, where head_on_flag = 1, the next waypoint is the solution of an
optimization problem:

Pnext ‘= Igin Uecurrent (pw) + 7 ||p’w - Pt||

st. pw € Py )

{p | {max{lel emtly <} 0 (3U(py) < 6U(p)}, if o —pill <R, i€ {1,2,..., No}

Py =
{p]| mam{%, %} <n,}, otherwise
(5.6)

where n,, %, and y; are tuning parameters.

First we explain how to choose the set of the next possible waypoints P,,. The set P,, includes those grid
points within a small range of the current waypoint, which satisfies: ma:n{%, %} < n,. This is
shown in Figure 5.3b. If there is a obstacle close to the current waypoint, which means ||p — p;|| < R,
the collision avoidance with COLREGs compliance should be adopted. This is achieved by satisfying
0U(pw) < 6U(p). By adding this condition, the robot will be further apart from the obstacle at next
sample time; therefore, the robot moves behind the obstacle and avoids collision.

The original navigation function chooses the waypoint with lowest potential Ueyyrent(Pw). However,
this always leads to a conservative and long path. Instead, we use A* to decide the next waypoint by
minimizing f(py):

f(pw) = g(pw) + h(pw)

(5.7
- Ucurrent(l)w) + 71 pr - ptH .

When head_on_flag = 0, the overall strategy for head_on_flag = 1 still holds. The difference is that
those possible next waypoints on the port side of the robot are eliminated from the set P,,. A comparison
is given in Figure 5.3. In Figure 5.3b, when head_on_flag = 1, the marine robot can move either port
side or starboard side. While in Figure 5.3a, the robot is not allowed to choose the grid points on port
side.
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(a) Head-on situation. (b) Other situations.

Figure 5.3: Illustration of choosing next waypoint with n,, = 2.

5.1.4 Parameter tuning

The parameters need to be tuned are x, n,, R, and ;. Small n, means the robot will update the
workspace information more frequently. 2 can be considered as the range of conflict detection. These
two parameters should be reasonable and reflect real-world conditions. ~y; is the weight between Ucyyrent (Pw)
and ||pw — p¢/|- It should be small enough, since ||p., — p¢|| is much larger than Ueyyrent (Pw)-

Next, we discuss the influence of x. In order to simplify parameter tuning, n,., R, and ~; are fixed for all
simulation cases, and the performance of the navigation function method is determined by the tuning of .

The level step of contour lines in figures 5.4 - 5.7 is 0.02. In Figure 5.5, where « is larger than NV,, most
of grid points have potential value of 1. The potential starts to decrease within a range of the target. On
the other hand, in Figure 5.6, where x is smaller than N,, only within a small range of the obstacles is
the potential close to 1. The problem of these potential fields in figures 5.5 - 5.6 is that Ueyrrent (Pw) S
almost the same over the whole workspace. Then, for a given 71, ||pw — P¢|| is more important when
choosing a next waypoint, which means the shortest path is preferred.

In figures 5.4 and 5.7, where & is pretty close to the number of the obstacle(s) NV, both 3D and 2D plots
give good visualization of the potential fields. We can see clearly how the potential changes within the
workspace. The potential varies within a neighborhood of a given point. With ~; fixed, these potential
fields benefits the process of choosing a next waypoint by considering the effect of both Ueyrrent (Pw)
and ||p,, — pt||, even the number of obstacles are different.

A good choice of k gives better visualization and help find a good next waypoint. It is recommended to
choose k = N, as a starting point.
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Figure 5.6: Potential field generated by the navigation function method with 3 obstacle and x = 1.5.
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Figure 5.7: Potential field generated by the navigation function method with 3 obstacle and x = 3.

5.2 'Waypoint generation using stream function method

5.2.1 Potential flows and complex potential

In this section, some important concepts from hydrodynamics are introduced. Detailed information can
be found in Milne-Thomson (1996), Currie (2016) and Axler et al. (2013).

Potential flows and velocity potential

Consider the flow in a 2D plane. The flow is irrotational if the vorticity vector w; € C is zero everywhere
in the fluid, which is defined as

wyr = V x vy = 0, (5.8)

where vy = v, + iy is the velocity of the flow, and i is the imaginary unit.

For any scalar function ¢ ¢, Equation (5.9) holds, given below:

V x Vo =0. (5.9
The condition of irrotationality can then be satisfied by combining equations (5.8) and (5.9):

vy =Voy,

5.10
Vvy =0, ( )

where ¢y is called velocity potential. The irrotational flow fields are called potential flows, represented
by vy = Voy.

The velocity of the flow can be calculated from a velocity potential,

_ 9%, _ 9

Uy = B vy = By (5.11)

The velocity potential also satisfies Laplace’s equation V2¢ ¢ = 0, since an idea flow must satisfy the
condition of continuity Vv = 0.
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Stream function

In cartesian coordinates, the condition of continuity Vvy = 0 can be expressed as

Ovgy Oy
—= = 0. 12
O + 3y 0 (5.12)

Now introducing a stream function ¢y which is defined as

_9% 0%

T = ) = . 1
v By vy Ep (5.13)

Then the stream function also satisfies the Laplace’s equation by its definition, i.e., V2 ¢y =0. We also
introduce the concept of streamlines. A streamline is the line along which 1)y = constant.

Complex potential

With the velocity potential and the stream function, we can now define an irrotational and inviscid 2D
flow wy(2)

wf(z) = ¢+ iy, (5.14)

where z = x + iy. We can see that the real part of w(2) is the velocity potential, and the imaginary part
the stream function.

By equating the velocity components, the velocity potential and the stream function satisfy Cauchy-
Riemann equation

8¢f B 8¢f 8d)f _ a¢f

= =— . 5.15
Ox oy Oy Ox (5-15)
Basic flow types
The uniform flow, sink, source and vortex are the most important flow types.
e For the uniform flow, the complex potential is defined as
we(z) =vyz. (5.16)
e The complex potential for sink and source are
wf(z) = Clin(z), (5.17)

where C' > 0 denotes sources and C' < 0 denotes sinks. The sink flow can be used to represent a
target

e The complex potential for vortex is
wy(z) = Ciln(z), (5.18)

where C > 0.
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5.2 Waypoint generation using stream function method

5.2.2 Obstacle representation
Circle theorem

The circle theorem is important to represent a circular obstacle. The theorem is given in the following
and it is valid for a obstacle at an arbitrary position.

Theorem 5.1 (Circle theorem (Milne-Thomson, 1996) ). Let there be irrotational two-dimensional flow
of incompressible inviscid fluid in the z-plane. Let there be no rigid boundaries and let the complex
potential of the flow be f(z), where the singularities of f(z) are all at a distance greater than a from the
point b. Let f(z) and b be the conjugate function of f(z) and b respectively. If a circular cylinder; typified
by its cross-section the circle |z — b| = a, is introduced into the flow, the complex potential becomes

a? -

w(z)f = g5 +ivs = f(z)+ f(z — + b). (5.19)

By applying the circular theorem, the stream function for a circular obstacle in a uniform flow is given
as

2

Y =Cy(l - ) (5.20)

x2 + y?

where (x,y) is the position of the robot, a is the radius of the obstacle. An example is shown in Figure
2.12a.

The circular obstacle in a sink flow is given as

a2(y2_y0b8) 7 1 Yobs
V= —C’atcm(g) + Catan | {5=obs) T4 bobs) , (5.21)
x

a?(z—xops)
- xr
(x_xobs)2+(y_yobs)2 + obs

where (Zops, Yobs) 18 the position of the obstacle. An example of obstacle in a sink flow is shown in
Figure 2.12b.

When using circle theorem for obstacle avoidance, the parameter a in Equation (5.19) is usually larger
than the radius of the obstacle to ensure a safety distance, so that if the robot stops moving at a stagnation
point on the surface of the obstacle, it will not cause collision.

Multiple obstacles

If in the flow field there are multiple circular obstacles, the Laplace’s equation with multiple boundary
conditions must be solved to obtain the stream function. However, this is analytically impossible. In the
case of multiple obstacles, a method called addition and thresholding, presented in Waydo and Murray
(2003) and Sullivan et al. (2003).

The basic idea of addition and thresholding is that each obstacle has its influence area. This method
removes the influence of those obstacles that should not have a direct impact on the streamlines, while
the influences of the other obstacles are added together to create the vector field. An example is shown
in Figure 5.8.
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initial positions
L i "

| =L
\

Figure 5.8: Avoidance of multiple obstacles. Courtesy: Ye et al. (2005).

To apply this method in a scenario with N, obstacles, assume ); is the stream function generated by
the ith obstacle, and i € {1,2,..., N, }. For each obstacle, there is a range /;, within which the stream
function is only influenced by the ith obstacle. Otherwise, the stream function is influenced by all the
obstacles. The stream function for the whole workspace is given as

N, .
2 17 Zf Hp - p’LH S lz

Yr(p) =D chi(p), = . . (5.22)
i—1 0, iflp—pill >l

Avoidance of a moving obstacle

If the robot needs to avoid moving obstacles, using a stream function calculated at each sample time is
insufficient. Instead, a dynamic component should be added to the original stream function. This method
is developed in Waydo and Murray (2003).

Theorem 5.2 (Stream function for a moving obstacle). Consider a circular obstacle in an arbitrary
irrotational two-dimensional flow of incompressible inviscid fluid with complex potential f(z) as in the
Circle Theorem above. Let the obstacle be moving at constant velocity v, = v; + iv,. The complex
potential for the flow about the obstacle is given by

wy(z) = ws(2) + wa(2)
2 - 2 - (5.23)

m + b) — I’L)y(ﬁ + b),

= ws(2) — va(
where w4(z) is the static stream function that would be derived if the obstacle were not moving, and
wq(z) is the dynamic component in order to avoid a moving obstacle.

However, this method might not work for multiple moving obstacles. Consider two obstacles moving in
opposite directions, the dynamic components will cancel out each other. Also, the boundary condition
for multiple obstacles becomes a problem.
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A
) Oy
( /‘/r\
o

L )
a oY
E\ Lo
(a) Collision due to no dynamic component. (b) Collision avoidance With dynamic component.

Figure 5.9: Avoidance of a moving obstacle. The Vehicle is the white circle and the obstacle is the black one.
Courtesy: Waydo and Murray (2003).

Avoidance of multiple moving obstacles

For the avoidance of multiple moving obstacles, the vortex flows with centers at p; are added to the
original stream function.

The stream function of a vortex flow is

Yoi(p) = Cy,In(llp — pil?), i€ {1,2,..,N,}, (5.24)

where (), is a tuning parameter.

18 o° 1
16 f
14 ® 0.3
Q
12
E1o
x
sl =
6 o,
al
2 % 1
N:
%, ‘
2 4 6 8 10 12 14 16 18
y(m)

Figure 5.10: The streamlines of a vortex flow.

Now the stream function for the whole workspace becomes

. Lo ifllp—pil <l
Dolp) = . cilti(p) + 0 (p), i = e el =t (525)
i=1 0, ifllp—pil >

By adding vortex flows with well tuned C,,, the streamlines close to the obstacles will be moved behind
the obstacles, or in other words, towards the opposite direction of obstacles’ velocities. A robot following
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a constant streamline then will also move behind the obstacles. This is presented in Figure 5.11. In this
way, using a stream function calculated at each sample time gives collision avoidance in dynamic envi-
ronments, since it incorporates the information of obstacles’ velocity by vortex flows. The streamlines
far away from the obstacles are only slightly influenced. This means a robot following a streamline only
performs collision avoidance when it gets close to an obstacle, otherwise it will move directly towards
its target.

| / *  Target ( y e *  Target |/
18 | | + Obstacle | ] 18 [ / /| +* Obstacle |
| o\ / y / / 7
16 (..)‘ y /] 161 ( ‘ yan
141 [ g 14 \ ‘ /
|
12 ‘ [ 12
| \
Eo L) Eo
x v x
8 | 8t
6 6
4t 4t
2 2
2 4 6 8 2 4 6
(a) The flow without vortex. (b) The flow with vortex.

Figure 5.11: Avoidance of multiple moving obstacles by adding vortex flows. The red arrows indicate the direc-
tions of obstacles’ velocities.

5.2.3 Choosing the next waypoint

In the stream function method, a robot follows a constant streamline ¢ will eventually reach its target,
which is modelled as a sink flow. However, since the workspace is discretized by a set of grid points, it
is impossible to choose a next waypoint py.,+ with the same 1) as the current waypoint p.. Instead, we
choose a next waypoint with the closest 1) s. Similar to the navigation function method, the possible next
waypoints p,, should be in a small range of current waypoint.

]T

When the current waypoint p. = [z, y.] ' and the target p; = [z; ;] " are far apart, illustrated in Figure

5.12a, the next waypoint is also chosen as the solution of an optimization problem:

Prest ‘= nr}in [V (Pw) — Yo(Pe)| + 72 [|Pw — Pt
st. pu € Pu (5.26)

Pu = A [mar{l Mot} =n,)

where 75 is a tuning parameter which should be sufficiently small.

Similarly, the set of the next possible waypoints P,, should satisfy: maaz{%, chdi—y\} = n,. The
robot will move toward the target and following a streamline, by minimizing the defined cost function.
The reason to penalize the term 75 ||p,, — p¢|| is that the streamlines do not give any information about
the direction of moving. If we only consider minimizing |¢,(Pw) — ¥ (Pc)|, the robot might be guided
away from the target. An example is shown in Figure 5.13.

When the current waypoint is close to the target, the waypoint chosen by Equation (5.26) may past the
target. In this situation, if Equation (5.27) is satisfied, the next waypoint should be the target position.
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5.2 Waypoint generation using stream function method

. LTe — T —
Pnext := Pt if ma:n{’ Cd ‘, |ycd y’} < Ny (5.27)
€z Y

The algorithm is summarized as follow:

Algorithm 3: The stream function method

Algorithm stream_function_waypoint (¢ ¢(p),Pe,nr):
if Equation (5.27) satisfied then
| Pnext = Pt
else
| Find ppest by Equation (5.26)
end
Pc < Preaxt
return Ppeqt

10 T T 0
® Target . . . ® Target
gl o Curre.n! waypoint ) 4l O Current waypoint
. . . O  Possible next waypoint O  Possible next waypoint
6 . 1 2
4+ . 1 ] ] (] (] ]
[} ] ] ] [} 3t
2r ° : ° q (] . . . [}
« (o] ] ° x -4
or ° . e 7
o] (] ] ] o] ° ° e
. S5r
2 ! -] ° (-]
-6
s ]
] o] (] (] ]
6 ° 1 T
8 : 8
3 2 1 0 1 2 3 2 1 0 1 2
y y
(a) (b)

Figure 5.12: Illustration of choosing next waypoint with n, = 2.
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Figure 5.13: Waypoints that guide the robot away from the target.
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5.3 Path generation using Bézier curves

The method of path generation is based on Kneadal (2019). Before introducing the quadratic program-
ming approach used in this thesis, the basic concept of Bézier curves and a pramatic approach will be
introduced.

A Bézier curve of n degree is defined by n + 1 control points P;, where ¢ € [0, 1, ..., n]. The first and the
last control points are the end points of a curve. Let a Bézier curve parameterized by s € [0, 1] denoted
B(s) = [z(s),y(s)]T. Then B(s) can be expressed as a linear combination of the control points:

B(s) = b5(s)Po + 07 (s)P1 + .00 (s) Py,

- P, -
= [bg(s) by (s) ... by ()]
P,
- S T - (5.28)
boo O 0 0 Py
6170 1)171 0 0 P1
= [1 S 82 Sn] bQ’O bQ’l b2’2 0 P2 )
L bn,O bn,l bn,2 bn,n 1L P, |
where bl (s) is the Bernstein basis polynomial of degree n,
bi(s) = Lsi(l — 5", i€ 0,1,...,n] (5.29)
! ~dl(n —i)! ’ R ’
and b; ; are given by (Joy, 2000b):
o | 1l
bij = (—1)1 77— : (5.30)

illn— ) g6 — 5)!
The derivative of a nth order Bézier curve is still a Bézier curves but of n — 1 order. Since the control

points are independent of variable s, the derivative of a Bézier curve can be obtained by calculating the
derivative of the Bernstein basis function b} (s), given in Joy (2000a)

d
L0 () = n( () = B (s))- (5.31)

Then the derivative of a Bézier curve is

d n—1

—B(s) =nY b (s)(Pir1 — Py). (5.32)
By using equations (5.31) and (5.32), one can find higher-order derivatives of a Bézier curve.

5.3.1 Pragmatic approach

The goal of stepwise path generation in this thesis is to generate a path of C3-continuity from the current
waypoint to the next waypoint using a pragmatic approach. For detailed definition and explanation, see

46



5.3 Path generation using Bézier curves

Knzdal (2019).

To satisfy the requirement of C3-continuity, the degree of a Bézier curve should be n = 7 (Knazdal,
2019). This means for each path segment, there are 8 control points. Assuming that we have waypoints
WPy, = [z yx] > WPry1 = [Trs1 Yri1] > and WPy 5 = [2342 Yrio] | in NED frame. The path
segment from WPy, to WP, ; is generated by a set of control points P; ;, where i € [0,1,...,7].
Now we need to find the control points P; ;. 1, where i € [0, 1, ..., 7] to generate the path segment from
WP to WPy, 5. This is achieved by solving equations (5.33) and (5.34). If k¥ = 1, then the path
segment is a straight line from WP, to WPs.

1 0 0 P i1 2P7k — Po

2 1 0 || Popur | = —9Pg ), + P : (5.33)

3 =31 P31 2P7, —3Pgx +3P5, — Payg
Por+1 = WP
Prrr1 = WPy
Pyit1 = WPy —6[cos(Vpqr), sin(ry1)] o (5.34)
Psipr = WP — Zcos(vpin), sin(Pp)]

( Porrt = WP — 52-[cos(vpia), sin(vpia)]

where ¢ and yi are tuning parameters, and

Yp1 = atan2(Ye1 — Yk, The1 — Tk)- (5.35)

Once the control points are found, the desired path 14(s) in Equation (3.1) can be calculated by using
equations (5.28) and (3.2).

5.3.2 Optimal control points

As presented in Knzdal (2020), the pragmatic approach can be improved by formulating a quadratic
programming problem which minimizes the length of each path segment.

From Equation (5.33), we can see that Py 1, P 41, and P3 ;. are uniquely decided by Py, Pg 1,
P5 i, and P4 ;.. In Equation (5.34), Py 111 and P7 ;.1 are end points of a path segment. Therefore, only
P4it1, Ps 41, and Pg ;11 need to be optimized.

The decision variables can be reduced by expressing Py j 11, P51, and Pg ;1 in a path-fixed refer-
ence frame, shown in Fiugre 5.14. The path-fixed reference frame is rotated by a path angle oy with
respect to the NED frame, where

o = atan2(Trp1 — Tk, Yotr1 — Y- (5.36)

In the path-fixed reference frame, the decision variables are only the y-coordinates of the control points,
X3x1 = (Y4 k+1 Y5 k+1 y67k_1]—r = [x1 X2 X3]T. Then the objective function is

1
J:min/
X Jo

2

—B(s)|| ds. (5.37)

S
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Chapter 5. Waypoint generation and path generation

Next, the constraints on this optimization problem is briefly introduced. First, in Figure 5.14, we can see
Pyi, Psi, Per, WP 1, Piry1, Py, and P3 . are arranged in order. Similarly, the constraint

on x is
0<x1<x2=<Xx3<¥Yrk+t1 <Y1 kt+2 < Y2k+2 < Y3 kt2-

Besides, we want the path segment inside a corridor, presented in Figure 5.15. This gives

Yik+2 < Ykt 55

Y2k+2 < Ykt 55

Ysk+2 < Yrk+l o,

where ( is the corridor width.

Writing Equation (5.39) in terms of x gives

—x3 < Yrge1+

57

¢
—3Y7.k+1 +

—4 < 2
X2 X3 > 9

—X1+6x2—12x3 < —Tyrp+1 + %,
In addition, we also want to keep the curvature low. The constraint is (Knadal, 2020):

X3 < Yrk+1 — €

—x2+4x3 < —3Yrk+1 — €
X1 — 6x2 +12x3 < —Ty7 k416,

where € is a tuning parameter.

The quadratic optimization problem now can be summarized as follow,

J=min [} [[&B(s)];ds

st. Ax < b
X > 0
Xi < yrks1, 1 €1, 2, 3]

where

i1 0o O O -1 0 0 1 0 1
-1 1 0 1 6 0 -5 |5

-12 1 4 12 3 8

-1 -6 -1

0 -1 -1 -4

.
b = [() 0 yrrri+5 —3yrksi+5 —Tyrat1+5 Yrrt1—€ —3Yrki1 —€  —TYrit1€

(5.38)

(5.39a)

(5.39b)

(5.39¢)

(5.40a)

(5.40b)

(5.40c)

(5.41a)

(5.41b)
(5.41c)

(5.42)

(5.43)

4y7 k41
(5.44)

2Y7,k+1
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North Pgii1 -
P2,5+1'.'°
Piiy1 O

WPiy1 O WP2

]T

Figure 5.14: A path-fixed reference frame with origin in WPy, = [z} ys
the NED-frame. Courtesy: Knadal (2020).

rotated by a an angle «y, relative to

Figure 5.15: The constraint of corridor on path segment. Courtesy: Knadal (2020).
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Chapter

Control system design

In this chapter, maneuvering control design and thrust allocation algorithm will be introduced. The
control system is designed to follow the path segment generated by path generation method using Bézier
curves.

6.1 Backstepping maneuvering control design

The following design is based on Skjetne (2005). Using the control design model in Equation (4.2), we
choose the LgV backstepping design and define:

21:=R(®) " (0 —na(s))

20 =V — . (6.1)

w = §—ws(t, )

6.1.1 Path parametrization

In the maneuvering control design, the desired parametrized pose 74(s) = [xq yq ¥4] T is now available
by using the path generation method. For a path of C3-continuity, the relevant derivatives of desired pose
14 with respect to s are

xy mi‘*
mi=1 v |, n°=1 42 | (6.2)
v v
where ) )
_ Ta¥a — Ya¥d
g2o — Tae —virs  (@iya = vind) rard + 29is) 6.4)
() + (y3)? ((z3)? + (y3)?)?
6.1.2 Backstepping — step 1
In the step 1, we define the first control Lyapunov function (CLF)
1 T
V1 = <21 % (65)

2
The design in the step 1 follows these steps:
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4 =R®) (9 -n5()3$) +R®) " (n—na)

T (6.6)
= —rSz + 22 + a1 — R(¥) mj(w + vs),
The derivative of V; with respect to time is
Vl = le,él
= —2{78z1 + 2{ 22 + 2] (1 — R(¥) 'mi(w + vy)) ©6.7)
= —2 Kiz1 + 2] 22+ R(¢) 'miw '
= —2 Ki21 + 2| 22 + p1w,
by choosing
a1 = —Kiz1 + R(¥) ', (6.8)

where Kj is positive definite, and p; = R(v) " i3 is the first tuning function.

We postpone dealing with 2o until next step. However, we will deal with w now.

6.1.3 Update laws acting in output space

We now need to decide the update law in order for it to only act in the output space of n. After step 1,
we have

"/1 = —leKlzl + ZIZQ + prw (6 9)
p1=R(¥) n; '
Unit-tangent gradient update law
We choose
sT
w-ﬁ%me
d o (6.10)
= s=ut,s) +u L R(Y)z
!nd!
This gives pyw < 0. Concluding step 1, we have
21 = —7Sz] + 20 + 1 — R(Q[))Tné(w + vs)
ny'
$=ws(t,s)+ p R(v)z
o(5:) |3 @) . 6.11)

< —zIKlzl + ZirZQ

a1 = —Ki2z1 + R() 'nus

After choosing the update law, ¢;; need to be calculated since it must be cancled in the next step. We get

o] = Kl(Kl + TS)Zl —Kjizg — TSRTﬁd + RTﬁd. (6.12)
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6.2 Thrust allocation

6.1.4 Backstepping — step 2
In the step 2, the second CLF is defined as
1
Vo =Vi+ 5;;;1\/12,2. (6.13)
The design in step 2 follows these steps:
Mzy = My — My

= Mv + MK %, + rMSR "1, — MR "#jy

= —(C+D)V+T—Md1

= —(C + D)(Zg + 041) + 7 — Ma;.
Then differentiate V5:

Vo = —2 K121 + 29 (—(C 4+ D) (22 4+ a1) + 7 — Md;)

T T ) T (6.13)
=—2Kiz1 + 29 (-(C+D)ag + 7 —Mdy + 21) — 25 (C+ D)zs.
Now we need to purpose a control law for 7 that renders Vs negative definite. We choose
T=—21+ (C + D)Ozl 4+ Mday — Kazo, (6.13)
where K is positive definite. This gives
VQ = —leKlzl — Z;—(KQ +C+ D)ZQ 6.13)
< —leKlzl — zQTngg. .
The final control law and closed-loop system becomes
2 = 1Sz + 2+ a1 — R(WY) "n3(w + vs)
Mziy = —2z — (KQ +C+ D)ZQ
) sT . (6.13)
s =ws(t,s) + ,unds R(¢Y)z
3]
V2 § —zIKlzl — Z;(KQ)ZQ.

6.2 Thrust allocation

Given a set of commanded forces and moments from the controller, the thrust allocation algorithm as-
signs a normalized force vector to each individual thruster.

CESI1 has two Voith-Schneider propellers (VSPs) and a bow tunnel thruster.The thruster location and

data are given in Figure 6.1 and Table 6.1. Note that the angles are defined as 0 pointing towards the bow
with a clockwise rotation giving a positive angle.

Table 6.1: Thruster data.

Thruster [; , [m] [;, [m] «[rad] Frae [Nl nin [rad]  qgpeq [rad]

1 -0.4574  -0.055 oy 1.03 -Tr m
2 -0.4574  0.055 o2 1.03 - s
3 03875 0 5 2.629 - -

53



Chapter 6. Control system design

lxl ]'X2 ]-}(3

Figure 6.1: CSE1 with positive directions and thruster locations.
The generalized commanded forces and moments 7 are related to the thruster setpoints by
3
T = Z“‘ = Bf = BKu, (6.13)
i=1

where f is thrust vector, B is the thrust configuration matrix, K is a scaling gain matrix, and u is the
(normalized) thruster forces. For the VSPs, The normalized thrust vector must satisfy u; € [0,1], i =
1, 2. For the bow thruster u3 € [—1, 1]. Assuming the linear mapping F; = k;u; for the thrust produced
by thruster ¢, it follows from these w; and the tabulated max thruster forces that k; = k2 = 1.03/N N and
ks = 2.629N.

6.2.1 Thruster allocation in rectangular coordinates

For the thrust mapping in rectangular coordinates, we can instead choose to decompose each thruster
into its z- and y- components and work in rectangular cooordinates. This gives us the thrust vector

-
f=1fe fiy foo foy f3] - 6.13)

For the VSPs, we can then calculate the corresponding angle a; as
o; = tan™? ﬂ (6.13)

Z7y
while the thrust input u; € [0, 1] becomes

V0o + 1y
w = |2 (6.13)

F, i,max

For the bow tunnel thruster, u is simply calculated as

I3

F3,max

us (6.13)
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By decomposing the thrust vector of a VSP and regarding it as two independent thrusters, we can extend
the thrust configuration matrix into a 3 X 5 matrix that is not dependent on . This gives us

1 0 1 0 0
B=|0o 1 o 1 1], (6.13)

_ll,y ll,x _l2,y l2,x l3,x

so we can write the thrust mapping as

7 = Bf = BKu, (6.13)
where u and K are given as:
(5, 0 0 0 0] w14
0 k& 0 0 O Uly
K=10 0 k 0 0|, u=|uy,]|- (6.13)
0 0 0 k2 O Uy
(0 0 0 0 ks | us |

6.2.2 Moore-Penrose pseudo inverse

Here, the CSEl is overactuated and the inverse matrix can not be found using basic linear transformation.
In order to find the (normalized) thruster forces, Moore-Penrose pseudo inverse is used. The pseudo
inverse of B matrix is defined as

B =B"(BB") .. (6.13)

Then the (normalized) thruster forces is given by

u=K 'Bfr. (6.13)
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Chapter

Results

7.1 Simulation overview

Eight simulation cases are designed to test the proposed methods, including overtaking, head-on, cross-
ing, and complex situations. The path length and COLREGs compliance are considered for assessment.
The parameters for the control design model and the workspace are given in tables 7.1 and 7.2. Tuning
parameters for the navigation function method and the stream function method are given in tables 7.3
and 7.4. All obstacles in the simulation have constant speeds following straight-line trajectories.

Table 7.1: CSE1 parameters.

Parameter Value Parameter Value Parameter

Value

m 14.11 X4 -2 Xu
I, 1.76 Y; -10 Yy
Ty 0.0375 Y; 0 Yr
Yg 0.0 N; -1 N,

Ny

-0.6555
-1.33
-1.25

0.0
-1.9

Table 7.2: Workspace representation.

Parameter Value Parameter Value Parameter

Value

L, 20m N, 100 d,
L, 20m N, 100 d

0.02m
0.02m
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Table 7.3: Parameters for the navigation function method.

Parameter

Scenario

il
np,

zs

i

1.6

1.6 22 22 38 38 48 54

0.05
5
5
2
1.5

Table 7.4: Parameters for the stream function method.

Scenario

2 3 4 5 6 7 8
Parameter
fo1] [oa
0.05 0.1 -0.1 —0.1 —0.1
Cy, [0.1] [0.1] [—0.1] 0.2 0.1 0.15 —0.1 —0.1
0.1 0.1 —-0.2 0.15 —0.1
| 0.2 | 0.2
V2 0.2
np, 5
Ty 5
R 2
g 1.5
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7.2 Scenario 1 - Overtaking

7.2 Scenario 1 - Overtaking
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Figure 7.2: Results of scenario 1 using stream function method.
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7.3 Scenario 2 - Head-on situation
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Figure 7.4: Results of scenario 2 using stream function method.
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7.4 Scenario 3 - Crossing situation
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Figure 7.6: Results of scenario 3 using stream function method.
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7.5 Scenario 4 - Head-on situation
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Figure 7.7: Results of scenario 4 using navigation function method.
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Figure 7.8: Results of scenario 4 using stream function method.
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7.6 Scenario 5 - Crossing situation
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Figure 7.10: Results of scenario 5 using stream function method.
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7.7 Scenario 6 - Crossing situation
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Figure 7.11: Results of scenario 6 using navigation function method.
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7.7 Scenario 6 - Crossing situation
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Figure 7.12: Results of scenario 6 using stream function method.
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7.8 Scenario 7 - Complex situation
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Figure 7.13: Results of scenario 7 using navigation function method.
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7.8 Scenario 7 - Complex situation
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7.9 Scenario 8 - Complex situation
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Figure 7.15: Results of scenario 8 using navigation function method.
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7.10 Discussion
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Figure 7.16: Results of scenario 8 using stream function method.

7.10 Discussion

Simulation results are summarized in Table 7.5, which compares two methods in terms of path length and
COLREGs compliance. Additional results using original navigation function and original stream func-
tion methods are given in figures 8.5 to 8.14. The original navigation function method means choosing
waypoints without using the decision-making module and U (p). The original stream function method
means choosing waypoints without adding vortex flows.

Both of the original methods determine waypoints that violate COLREGS rules, see e.g. figures 8.7 and
8.12. Even worse, using the original stream function method in some cases leads to collision, see figures
8.8 and 8.12. Compared to the original methods, the proposed waypoint generation methods are able to
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guide a marine robot to its target with both collision avoidance and COLREGs compliance.

In Table 7.5, the path length using the navigation function method is longer in all simulation cases. The
reason is that, using Equation (5.1), an obstacle affects the potential field globally (means the whole
workspace), i.e., an obstacle influences the potential of the whole workspace. Based on such potential
field, a robot starts to avoid collision from its initial position. Therefore, waypoint generation is conser-
vative, and gives a longer path. On the contrary, an obstacle only affects the flow field locally, i.e., an
obstacle curves the streamlines within a small range, e.g. see Figure 5.11a. A robot following a constant
streamline then only avoid collision when it gets close to an obstacle. Hence, the stream function method
leads to a shorter path. But this can make the robot get too close to an obstacle.

The stream function method also gives a smoother path, since it models a potential flow. While the nav-
igation function method can give a sudden change in heading, and it is not desired for an underactuated
robot, see figures 7.7, 7.9, and 7.13. In addition, based on experience in tuning, it is easier and more
convenient to tune C',, to obtain a desired path using the stream function method.

The advantage of the navigation function method is the guarantee of global convergence. For the stream
function method, after adding vortex flows, not all streamlines end at target position, see figures 7.12,
7.14, and 7.16. The global convergence could not be guaranteed.

Table 7.5: Simulation results.

Scenario Path length (m) COLREGs compliance

Navigation function Stream function Navigation function Stream function

1 15.1459 12.7948 Yes Yes
2 15.1153 12.9042 Yes Yes
3 13.8484 12.4396 Yes Yes
4 16.7435 14.4477 Yes Yes
5 15.2661 13.5094 Yes Yes
6 14.2345 13.2100 Yes Yes
7 15.9217 13.6886 Yes Yes
8 15.3928 13.2343 Yes Yes
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Conclusion

This thesis has presented methods for autonomous guidance, stepwise path planning, and path-following
control with anti-collision and COLREGs compliance. The system has been validated through simula-
tions.

In the simulation studies, eight scenarios were presented, including overtaking, head-on, crossing, and
complex situations. Two waypoint generation methods, i.e., the navigation function method and the
stream function method were compared. The results showed that the navigation function method guar-
antees global convergence, while the stream function method gives shorter and smoother path.

Each waypoint generation method was integrated with a path generation algorithm, which formulates a
quadratic programming problem to minimize the path length between two waypoints. The marine con-
trol system was designed to perform path following.

In the future work, more COLREGs rules or other regulations can be used to assess proposed methods.
In this thesis, only three rules were considered. By incorporating more rules, more complex situations
can be studied.

Also, the decision-making module in the navigation function method was simplified, with only the rel-
ative position between the robot and obstacles being considered. Therefore, it only works for limited
situations. For more general applications, the relative position between the robot and obstacles, the ve-
locity of the robot, the velocities of obstacles, and other information can be included when making a
decision.

Another direction is to test the system under uncertainties and environmental disturbances. In the thesis,
the trajectories of the obstacles were known and the environmental loads caused by wind, waves, and
currents were ignored. It would be interesting to add a motion prediction module to estimate obstacles’
trajectories, and assess the robustness of proposed methods.

Besides, the collision avoidance problem can be treated as a cooperative control problem of a multi-robot
system, where inter-robots information exchange is available. Each robot should cooperate together and
avoid collision with COLREGs compliance.
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Appendix

Simulink diagrams
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Additional results
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Figure 8.6: Scenario 1: waypoint generation using original stream function method.
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Figure 8.7: Scenario 2: waypoint generation using original navigation function method.
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Figure 8.10: Scenario 3: waypoint generation using original stream function method.
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Figure 8.11: Scenario 6: waypoint generation using original navigation function method.
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Figure 8.12: Scenario 6: waypoint generation using original stream function method.
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Figure 8.13: Scenario 7: waypoint generation using original navigation function method.
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Figure 8.14: Scenario 7: waypoint generation using original stream function method.
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