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This article presents a simple progressive damage model for quasi-brittle materials, combining orthotro-
pic elasticity with a scalar damage model including spatial variation of the damage initiation strain and
the crack band method for softening regularization. The model’s performance is first analyzed from a
numerical point of view and then demonstrated for tensile tests (0�, 45� and 90�), open-hole tensile tests
(0�) and three-point bending (0� and 90�) tests of short fibre-reinforced polypropylene with 15 wt.% and
30 wt.% glass fibres. Despite its simplicity, the model captures the anisotropic elastic and inelastic beha-
viour observed in experiments. The model is applicable for orthotropic brittle or quasi-brittle materials,
where the variability in elastic properties is negligible and the orientation dependency of the fracture
strain is small or not relevant for the application.

� 2021 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Development of phenomenological models for progressive fail-
ure of anisotropic materials has been an active area of research for
several decades. Applications are found in e.g. the automotive,
aeronautical, aerospace and wind energy industry and include brit-
tle and quasi-brittle materials, such as polymer matrix composites
(PMCs), metal matrix composites (MMCs), ceramic matrix compos-
ites (CMCs) and concrete. The finite element (FE) method is the pri-
mary design tool for structural applications involving such
materials, but the approach is limited by the predictive capability
of available material models. It is therefore of great importance
that the industry has access to computationally efficient, robust
and sufficiently accurate material models with parameters which
are easy to identify from standard tests.

Progressive failure models for quasi-brittle materials are often
formulated within the framework of continuum damage mechan-
ics (CDM) and may combine isotropic, transverse isotropic or
orthotropic elasticity with a failure initiation criterion and a dam-
age evolution rule. Some frequently applied criteria for describing
the onset of material degradation are the maximum stress, maxi-
mum strain, Tsai and Wu (1971), Hashin (1980), Puck and
Shürmann (1998) and LaRC04 (Pinho et al., 2005) criteria. The
damage evolution rule is typically formulated such that linear or
exponential strain softening is achieved, where the softening
may be controlled by one or several variables depending on the
number of modelled failure modes. Examples of studies developing
anisotropic progressive damage models include Matzenmiller et al.
(1995), who formulated a model combining orthotropic elasticity
and the Hashin criterion where damage was related to effective
elastic properties, Maimí et al. (2007), who used orthotropic elas-
ticity, a simplified version of the LaRC04 criterion and linear-
exponential softening to predict intralaminar failure mechanism
in FRP laminates under plane stress, and Lapczyk and Hurtado
(2007), who combined orthotropic elasticity with the Hashin crite-
rion and linear softening to predict failure of fibre-reinforced mate-
rials. More recent contributions typically present combinations or
modifications of previously established ideas, evaluations of exist-
ing models or applications to new materials (Simon et al., 2017;
Reinoso et al., 2017; Shen et al., 2019; Zhou et al., 2019; Yoon
et al., 2019; Gu et al., 2019; Zheng et al., 2020; Wei et al., 2019;
Kumar et al., 2019). Most of the models mentioned so far apply
the so-called crack band model presented by Bažant and Oh
(1983) to deal with the pathological mesh dependency caused by
damage-induced strain softening.

Although a material is known to have a heterogeneous structure
with stochastic properties, the classical approach is to consider it
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as a homogeneous solid with deterministic properties. To illustrate
why this may be inadequate and simultaneously lead to unneces-
sary modelling complexity, an example from the current study is
presented in Fig. 1. The figure shows images of a tensile test spec-
imen of a short fibre-reinforced polymer, where the left part
reveals the heterogeneous material structure of fibres and matrix
(near the specimen surface), whereas the right part presents the
strain field under tensile loading, measured at the surface of the
very same sample. The results demonstrate that the strain hetero-
geneities, which in reality are cracks in the specimen surface
(Nouri et al., 2017), evolve on a length scale which is larger than
the length scale of the single fibres and comparable to structures
in the material such as fibre clusters and regions with low fibre
content. An attractive way to represent the observed hetero-
geneities in a numerical model could be to introduce spatially
heterogeneous material properties.

The two main approaches for modelling material hetero-
geneities in FE simulations are the direct approach, where the
material phases are modelled explicitly, and the indirect approach,
where the material heterogeneity is obtained by assigning spatially
heterogeneous material properties over the structure (Yang et al.,
2009). For industrial applications, the indirect approach is particu-
larly appealing due to its simplicity and potential for high compu-
tational efficiency. Although spatially heterogeneous material
properties have been applied for elastic (Ly et al., 2019), hyperelas-
tic (Mihai et al., 2018; Staber et al., 2019) and micromechanical
models (Desrumaux et al., 2001; Jendli et al., 2009; Despringre
et al., 2016), it is surprisingly seldom accounted for in FE simula-
tions. However, Yang et al. (2009) simulated two-dimensional
crack propagation using cohesive elements with linear softening,
where the tensile strength was governed by a spatially varying
Weibull field. The method was extended to three dimensions by
Su et al. (2010). Monte Carlo simulations were run for a concrete
tensile specimen and both the 2D and 3D versions were able to
predict rather realistic crack propagation and load-carrying capac-
ity. Naderi and Khonsari (2013) studied progressive intra- and
inter-laminar fracture of laminates by combining transverse iso-
tropy with three different damage models and spatially heteroge-
neous values for the stiffness and strength, assigned from a
narrow Gauss distribution. Also here, the fracture paths and
load–displacement curves from the simulations were in close
agreement with the experiments. Le and Eliáš (2016) showed
how probability distributions of the strength of quasi-brittle struc-
tures may be achieved by using isotropic elasticity and a scalar
damage model with stochastic values of the strength and fracture
energy, when the crack band widths are smaller than the finite ele-
ment size. The studies presented above demonstrate that nonlin-
earity and fracture may be predicted with relatively high
accuracy by introduction of spatially heterogeneous material prop-
erties, even without complex model formulations.
Fig. 1. X-CT image from one of the shell layers of a (90�) tensile test specimen of
polypropylene reinforced with 30 wt.% glass fibres (left), and strain field at
maximum force for the very same specimen (right), see Nouri et al. (2017) for
similar results. The nominal geometry of the specimen is presented in Fig. 4.
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The objective of the paper is to present a simple, computation-
ally efficient anisotropic elastic damage model tailored for quasi-
brittle materials and industrial applications. To this end, orthotro-
pic elasticity is combined with a scalar damage model where the
damage initiation is introduced as a stochastic variable and the
softening is linear. Bažant and Oh (1983) regularization procedure
is applied to reduce the mesh sensitivity. The proposed model has
spatially heterogeneous material properties, and should be
regarded as an alternative to complex models with homogeneous
material properties. The model’s performance is demonstrated
for short fibre-reinforced polypropylene, but the modelling
approach may be just as relevant for other heterogeneous materi-
als or materials with stochastic properties.

The paper is organized as follows. First, the model is presented
in detail and it is outlined how the model may be calibrated for the
materials applied in this work. Second, the model is validated
against 0�;45� and 90� tensile tests and, third, a numerical evalua-
tion of the model is presented. Fourth, the model is validated
against open-hole tensile tests and three-point bending tests,
before the paper is rounded off with perspectives and conclusions.
Results are discussed consecutively.

2. Material model

The model is developed for brittle or quasi-brittle materials,
where the strains remain small while the rotations can be finite.
A corotational stress approach is adopted to obtain an invariant
formulation for anisotropic materials, and the corotational stress
tensor r̂ reads

r̂ ¼ RT � r � R ð1Þ
where r is the Cauchy stress tensor, and R is the rotation tensor
obtained from polar decomposition of the deformation gradient
tensor F. Correspondingly, the corotational rate-of-deformation

tensor D̂ is defined as

D̂ ¼ RT � D � R ð2Þ
where D is the rate-of-deformation tensor.

Orthotropic elasticity is used to describe the anisotropic elastic
behaviour. Since the variation in elastic properties is small for most
materials and to keep the model as simple as possible, spatially
heterogeneous properties are not considered for the elastic part.
The orthotropic hypoelastic relation in the corotational framework
reads

_̂r ¼ Ĉ : D̂ ð3Þ

where Ĉ is the orthotropic elasticity tensor. Using Voigt notation,
the matrix form of the anisotropic hypoelastic relation is given by
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where the elastic coefficients Ei, Gij and mij are the Young’s moduli,
shear moduli and Poisson’s ratios, respectively. Due to the orthotro-
pic symmetry (Irgens, 2008), we have the relations

m12
E1

¼ m21
E2

;
m13
E1

¼ m31
E3

;
m23
E2

¼ m32
E3

ð5Þ

and only nine of the twelve elastic coefficients in Ĉ are independent.
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Damage coupling is obtained by substituting the corotational
stress tensor r̂ with an effective corotational stress tensor r̂eff in
all constitutive equations according to

r̂eff ¼ r̂
1� D

ð6Þ
where 0 6 D < 1 is the scalar damage variable. A critical damage
value Dc ¼ 0:98 is introduced to define failure of the material, here
realized by element erosion. An equivalent deformation measure,
which we need for the damage evolution law, is defined as
(Mazars, 1986)

�eD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX3
i¼1

êiiaf
�af

vuut ð7Þ

where af is a model parameter (typically set to 2), êi are the princi-
pal values of the corotational deformation tensor ê and �h i is the
Macaulay bracket, setting negative arguments to zero. As the equiv-
alent deformation measure in Eq. (7) only accounts for the positive
principal values of ê, damage evolution is limited to strain states
with tensile strain in at least one of the principal directions. The
corotational deformation tensor ê is obtained from time integration

of the corotational rate-of-deformation tensor D̂ (Stören and Rice,
1975), viz.

ê tð Þ ¼
Z t

0
D̂dt ð8Þ

The internal history variable governing damage evolution is
denoted j and is defined in terms of �eD by loading–unloading con-
ditions in Kuhn-Tucker form

f D ¼ �eD � j � 0; _j P 0; _jf D ¼ 0 ð9Þ
where f D is the damage loading function (de Borst and Verhoosel,
2017) and j is the largest observed value of the equivalent defor-
mation measure �eD throughout the loading history. Hence, the
material remembers the most critical state, and the damage only
Fig. 2. (a) Stress–strain curve with unloading for the material model in uniaxial tension,
for two different tensile directions, where E0 (red) is the reference direction of the ortho
specimen with assigned values of the damage initiation parameter j0.
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grows when this state is exceeded. A positive threshold value j0

is introduced for j, defined such that damage growth is limited to
jP j0. We will refer to j0 as the damage initiation parameter
and, later, we will define j0 as a stochastic variable. The selected
damage evolution law is among others used by Song et al. (2008),
and reads

D jð Þ ¼ 0 for j < j0

1� j0
j1�j0

j1
j � 1

� �
otherwise

(
ð10Þ

where j1 is a model constant (j1 > j0), which defines the slope of
the descending branch of the stress–strain curve. The damage
model is visualized in Fig. 2a for the special case of uniaxial tension,
where the history variable j equals the tensile strain e. Note that
the damage evolution law is formulated such that the material
experiences linear softening for j P j0. Another feature associated
with Eq. (9) is that no damage is accumulated during unloading.

The regularization procedure presented by Bažant and Oh
(1983), often referred to as the crack band model, is applied to
reduce the mesh sensitivity of the model. In this approach, the
energy dissipated by the material in an element, calculated as
the area under the stress–strain curve multiplied with the volume
of the element Vel, is related to the energy dissipated to generate
new surfaces in the material, calculated as the fracture energy Gf

[N/mm] multiplied with the area of the fractured surface Ael. This
implies that

1
2
Ej0j1Vel ¼ GfAel ð11Þ

where E is the relevant Young’s modulus for the actual loading. In
the model presented here, we have chosen a pragmatic approach
where the fracture energy Gf is considered as a direction-
independent parameter rather than a material property. By assum-
ing cube-shaped finite elements with characteristic element length

hel (Ael ¼ h2
el and Vel ¼ h3

el), we obtain an expression for j1 as
where E is Young’s modulus in the applied tensile direction. (b) Stress–strain curves
tropic material and E (green) is some other direction. (c) FE model of a tensile test
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j1 ¼ 2Gf

Ej0hel
ð12Þ

To simplify the regularization procedure further, the variable E is
replaced with a fixed model parameter E0 such that Eq. (12) takes
the form

j1 ¼ 2Gf

E0j0hel
ð13Þ

The value of the parameter E0 is typically set equal to Young’s mod-
ulus E1 along the first principal axis of the orthotropic material. It is
further noted that if j0 is fixed, Eq. (13) provides an explicit expres-
sion for j1 as function of known parameters. The characteristic ele-
ment length hel applied in this work is a default value provided by
the finite element software (Abaqus 6.14, 2014) and the value com-
puted in the first time step is used throughout the simulation. Since
the model is intended to be used for quasi-brittle materials, only
experiencing small strains, the shape of the elements and hence
hel will not change much during the simulation. It is also empha-
sized that cubical elements should be used in the critical parts of
the structure where failure is expected to occur, while non-
cubical elements may be used elsewhere to save computational
time.

Fig. 2b illustrates the model behaviour in uniaxial tension for
two different material orientations. Because the values of j0 and
j1 are independent of material orientation, the softening modulus
is lower for the softer material orientations compared to the stiffer.
The presented damage model is therefore well-suited for quasi-
brittle materials which show similar fracture strains for all load
directions or for applications where the anisotropy of the fracture
behaviour is of minor importance.

The stochastic nature of composite materials is particularly evi-
dent when considering the fracture process. We will now introduce
randomness to the model, but only one variable will be made
stochastic to keep the model as simple as possible. The natural
choice is the damage initiation parameter j0, which is an indirect
measure of the material strength. As illustrated in Fig. 2c, spatially
heterogeneous j0 values are assigned to the FE model to mimic a
heterogeneous material. The length scale over which we assign
the j0 values is not arbitrary and should be adjusted to the mate-
rial at hand, a topic which is further addressed in Section 5.2. For
the materials applied in this work, this characteristic length scale
could be the length scale over which the strain heterogeneities
evolve in Fig. 1. A left-truncated normal distribution function
gLTN j0ð Þ is applied for the damage initiation parameter j0, which
both ensures a well-defined transition from purely elastic to dam-
aged material and avoids negative j0 values. A normally-
distributed parameter j0 is adopted with probability density func-
tion g j0ð Þ defined by

g j0ð Þ ¼ 1
j0;std

ffiffiffiffiffiffiffi
2p

p exp �1
2

j0 � j0;mean

j0;std

� �2
" #

ð14Þ

The probability density function of the left-truncated normal distri-
bution is then given by

gLTN j0ð Þ ¼
0 j0 < j0;min

g j0ð ÞR1
j0;min

g j0ð Þdj0
j0 P j0;min

8<: ð15Þ

where j0;mean, j0;std and j0;min are the mean value, standard devia-
tion and left-truncation value, respectively.

The material model is implemented as a user-defined material
model (VUMAT) in Abaqus/Explicit, where the explicit solver was
applied for its robustness in handling element erosion to simulate
fracture. The anisotropic elastic part of the material model was ver-
4

ified against the material model for orthotropic elasticity available
in Abaqus.
3. Materials and model calibration

Three materials are investigated in this work: an unreinforced
polypropylene (PP), a polypropylene with 15 wt.% E-glass fibres
(PP15) and a polypropylene with 30 wt.% E-glass fibres (PP30),
where the PP15 is a blend of the PP and PP30 materials. All mate-
rials were delivered as injection-moulded plates with nominal
thickness 2.7 mm. According to the producer, the materials are
specially developed for use in thin-walled injection-moulded parts.
Results from fibre weight fraction measurements (performed by
SINTEF Industry, Oslo, Norway) were close to the nominal values
both for PP15 and PP30. For both materials, X-ray computed
tomography scans were used to estimate the fibre diameter and
mean length to, respectively, 20 lm and around 900 lm
(Holmström, 2019).

The orthotropic elastic part of the model is calibrated for the
fibre-reinforced materials by following the procedure explained in
Holmström et al. (2020). This procedure requires tensile tests in
the 0�;45� and 90� directions of the composite material, see Fig. 3a
for angledefinition, in addition toone tensile test of theunreinforced
polymer. Table 1 presents the values of the calibrated engineering
constants, obtained from the experimental results presented in the
forthcoming Section 4.2. The calibrated (analytical) orthotropic
model is compared with the experimental results in Figs. 3b-d,
where the equations for plotting the engineering constants as func-
tion of angle are given in e.g. (Holmström et al., 2020). Orthotropic
elasticity is, evidently, an excellent approximation for the fibre-
reinforced materials investigated in this work. Equivalent results
have been reported for similar materials (De Monte et al., 2010;
Mortazavian and Fatemi, 2015; Ayadi et al., 2016).

One single tensile test is sufficient to calibrate the damage part
of the model, as long as the scatter between replicate tests is small.
The parameters E0, af and j0;min are straightforward to determine.
The value of E0 is set equal to E1 of the orthotropic material and the
natural choice of the parameter af is 2 (see Eq. (7)). The left-
truncation j0;min of the damage initiation distribution defines the
end of the purely elastic regime, and the value of this parameter
may be set to the strain corresponding to the onset of the nonlinear
response observed in the experiments. A reverse engineering
approach must, however, be applied for the parameters Gf ,
j0;mean and j0;std, typically by comparing results from FE simula-
tions of the tensile test with one or more experiments. For each
of the two fibre-reinforced materials investigated herein, the dam-
age part of the model was calibrated to one representative tensile
test in the reference direction (h ¼ 0�). The resulting calibrated
parameters of the damage part of the model are given in Table 2.

Application of reverse engineering implies that the finite ele-
ment formulation affects the calibration process. As will be dis-
cussed in Section 5.2, the number of integration points and the
element size are also model parameters since they determine the
physical length scale over which we assign the values of the dam-
age initiation parameter (j0). An appropriate finite element size
was determined by running tensile test simulations with a roughly
calibrated material model and reduced-integration elements (only
one integration point). By using a finite element size corresponding
to six elements through the thickness, see Section 4.1 and Fig. 4,
the heterogeneity of the strain fields in the simulations was similar
to those observed in the experiments. Henceforth, reduced-
integration elements and an element size corresponding to six ele-
ments through the thickness are applied unless otherwise stated.
Note that after the finite element type and size are set, fine-
calibration of the model may be performed.



Fig. 3. (a) Definition of specimen orientation angle h. Calibrated (analytical) orthotropic model demonstrated for: (b) Young’s modulus and (c) in-plane and (d) out-of-plane
Poisson’s ratios.

Table 1
Calibrated engineering coefficients of the orthotropic elastic part of the model.

Material
E1 E2 E3 m12 m23 m31 G12 G23 G31

MPa½ � MPa½ � MPa½ � �½ � �½ � �½ � MPa½ � MPa½ � MPa½ �
PP15 3531 2210 2871 0.47 0.42 0.28 915 734 734
PP30 6287 3090 4689 0.44 0.53 0.25 1175 865 865

Table 2
Calibrated parameters for the damage part of the model.

Material
E0 af Gf j0;mean j0;std j0;min

MPa½ � �½ � N=mm½ � �½ � �½ � �½ �
PP15 3531 2 7.5 0.0210 0.0190 0.0040
PP30 6287 2 7.5 0.0160 0.0170 0.0040

Fig. 4. (a) Geometry of tensile test specimen (dimensions given in mm) and the
local coordinate system of a test. The yellow vectors defined by the red nodes form
the basis for the applied strain measure in the (b) x1-, (c) x2- and (d) x3-direction.
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4. Validation against tensile tests

4.1. Setup, methods and numerical model

Quasi-static tensile tests of PP, PP15 and PP30 were performed
at room temperature in a Zwick/Roell Z030 test machine (30 kN
load cell) using specimens with the nominal geometry shown in
Fig. 4a. The locations of the specimens in the injection-moulded
plates are found in the supplementary material. Three replicate
tests were carried out for each combination of material and angle.
All tensile tests were performed at a crosshead velocity of 0.9 mm/
min, which corresponds to measured strain rates around 1 � 10�4

s�1. Mechanical wedge grips were used to support the specimens
and digital image correlation (DIC) measurements were obtained
from two cameras with perpendicular view, one positioned
directly in front of the specimen and one monitoring the
through-thickness side (acquisition frequency 3 Hz). The DIC soft-
ware eCorr (Fagerholt, 2019; Fagerholt et al., 2013) was applied to
calculate the deformations, using a DIC mesh with element size of
25� 25 pixels2 (around 0:27� 0:27 mm2). The local coordinate
system of a test, defined in Fig. 4a, is selected such that the
x1-axis is parallel to the force, the x2-axis is along the in-plane
5

transverse direction of the specimen, while the x3-axis is in the
out-of-plane direction.

Representative normal strain measures e11, e22 and e33 in the
three coordinate directions are computed as the mean logarithmic
strain from five parallel vectors along the respective directions, as
illustrated in Figs. 4b-d. The length of the longitudinal vectors is
2/3 of the gauge section length. True stress is calculated as
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r ¼ F
A
¼ F

A0 exp e22 þ e33ð Þ ð16Þ
where F is the force, A is the current area and A0 is the initial area.
Young’s modulus, in-plane and out-of-plane Poisson’s ratios and
strain rate are calculated by linear regression of the relevant
response curves in the interval between 10% and 30% of maximum
force. The end of the experiments is defined by manually selecting
the last data point on the global force–displacement curve before
the final, uncontrolled load-drop.
Fig. 5. Stress–strain curves from tensile test simulations and experiments: (a) 0� of PP15
PP30, (g) 90� of PP30 and (h) all simulations of PP30.

6

The finite element model of the tensile test, shown in Fig. 2c, is
based on the nominal specimen geometry (Fig. 4a), using thickness
2.73 mm (mean value of measured plate-thickness) and length
80.0 mm (accounts for the application points of the mechanical
grips). The model is discretized with six elements through the
thickness using eight-node linear brick elements with reduced
integration and default hourglass control (C3D8R). To account for
the stochastic effect of the drawn damage initiation (j0) values,
five replicate simulations are run for each combination of material
and orientation. Representative logarithmic strain measures and
true stress are calculated exactly the same way as for the experi-
, (b) 45� of PP15, (c) 90� of PP15, (d) all simulations of PP15, (e) 0� of PP30, (f) 45� of



Table 3
Mean values of Young’s modulus E, stress at maximum force rFmax , ultimate strain eult, in-plane Poisson’s ratio min�plane and out-of-plane Poisson’s ratio mout�of�plane from the tensile
tests of PP, PP15 and PP30.

Material
h E rFmax eult min�plane mout�of�plane

deg½ � MPa½ � MPa½ � �½ � �½ � �½ �
PP 0 1562 35.5 0.41

45 1516 35.1 0.40
90 1559 35.5 0.39

PP15 0 3531 63.0 0.032 0.47 0.34
45 2518 48.1 0.035 0.38 0.39
90 2210 43.3 0.040 0.30 0.42

PP30 0 6287 89.6 0.025 0.47 0.34
45 3258 54.7 0.033 0.39 0.39
90 3090 47.5 0.030 0.19 0.53

Fig. 6. Comparison of (a) Young’s modulus and (b) in-plane and (c) out-of-plane Poisson’s ratios from simulations and experiments.
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ments, see Fig. 4 and Eq. (16). The end of the simulations is defined
the same way as for the experiments, as explained above.
4.2. Results

The stress–strain curves from experiments and simulations are
presented in Fig. 5. We observe a relatively short linear region fol-
lowed by a gradual reduction of the secant modulus before a brittle
fracture occurs. The strength and fracture strain for the 45�- and
90�-simulations are generally in good agreement with the experi-
ments. This is indeed noticeable, since the damage part of the
model was calibrated for the 0�-direction. For the 90� simulations
of PP15, the model is able to predict the correct maximum stress
level, but not the increased ductility observed in the 90� tests com-
pared to 0� tests. While the tests were carried out in three direc-
tions (0�, 45� and 90�), simulations were performed in seven
directions, also incorporating the 15�, 30�, 60� and 75� directions.
The stress–strain curves from all numerical simulations on PP15
and PP30 are compiled in Fig. 5d and Fig. 5h, respectively.

Table 3 lists Young’s modulus, stress at maximum force, ulti-
mate strain and in-plane and out-of-plane Poisson’s ratios from
the experiments. Fig. 6 compares the elastic properties from the
tests and simulations, using the very same procedure described
in Section 4.1 to calculate the coefficients. Since the analytical
orthotropic model was in close agreement with the experimental
results in Fig. 3, it was expected that similar results can be
extracted from simulations of the tensile tests.

As discussed in relation to Eq. (13), the regularization procedure
is formulated such that the softening modulus decreases for mate-
rial orientations with decreasing values of Young’s modulus. A con-
sequence of this is seen for PP30 in Fig. 5h, where the fracture
strain is slightly larger for the specimen orientations with lowest
stiffness (h ¼ 45� to h ¼ 90�) than for the other directions. The
7

results demonstrate also that the magnitude of this effect is small
unless the difference in Young’s modulus in the 0�- and 90�-
direction is large.

5. Discussion of model behaviour

In the following, the performance of the material model is
demonstrated for some numerical test cases, using the tensile test
in the 0� direction of PP30 as basis. The FE model presented in Sec-
tion 4.1 is applied in the simulations and combined with material
model parameters close to the calibrated parameters fromSection 3.

5.1. Damage evolution

First, we will investigate how damage evolves for an FE model
of a tensile test. Based on the probability density distribution in
Fig. 7a, a j0-value is drawn for each element of the FE model.
Fig. 7b plots the stress–strain curve from the tensile test simulation
and Figs. 7c–h present contour plots of the damage parameter D at
different deformation levels. Although not shown here, the early
damaged elements in Fig. 7c correspond to the elements which
have the lowest assigned j0-values. As the deformation level
increases, two sources to new elements with non-zero damage
are observed; elements with, relatively speaking, low j0-values
and elements located in the proximity of already damaged ele-
ments. Step-by-step, the damaged regions coalesce, while some
regions remain virtually undamaged. Note that the regions of high
damage are spread over the gauge section, and there is no clear
sign of where the final fracture will occur.

Fig. 8 presents the stress–strain curves from ten realizations of
assigned j0-values, where the FE model draws j0 from exactly the
same distribution for each simulation. The results show that the
tangent modulus and the strength are very similar between the



Fig. 7. (a) Applied distribution of the damage initiation parameter j0, (b) stress–strain curve of a tensile test simulation where (c), (d), (e), (f), (g) and (h) show values of the
damage variable D 2 0;1½ Þ at the deformation levels indicated in (b).
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ten numerical replicates, whereas the fracture strain is clearly
affected by the actual realization of assigned j0-values.

5.2. Length scale effects and mesh sensitivity

The presented model has an intrinsic length scale defined by the
length over which we assign the j0-values, where the most prag-
Fig. 8. Stress–strain curves for ten tensile test simulations, where the realization of
the values of the damage initiation parameter j0 is unique for each simulation.

8

matic approach is simply to draw j0-values independently at each
integration point of the finite elements. This requires no specific
assignment procedure, which, conveniently, seems to be sufficient
for practical usage of the model. For a numerical evaluation of the
model, however, we need improved control, both to facilitate
assignment of values over a different length scale than the size of
the finite elements and to enable for assigning the exactly the same
realization of values to different FE models. Inspired by Knoll
(2015), the following procedure was established to control the
assignment of j0-values:

1. An assignment mesh is generated as a rectangular cuboid with a
structured grid. For each element in the assignment mesh, a
unique j0-value is drawn from the truncated distribution in
Eq. (15).

2. The finite element model is then completely submerged into
the assignment mesh, as illustrated in Fig. 9. For each finite ele-
ment, all integration points inherit the j0-value of the assign-
ment mesh at the location of the centroid of the finite element.

The assignment procedure defines the length scale of the hetero-
geneities by the element size of the assignment mesh instead of
the FE mesh. This opens for mesh sensitivity studies of the material
model. To do this, three otherwise identical FE models of the



Fig. 9. Illustration of the procedure used to assign values of the damage initiation
parameter j0 to the elements in the FE model. The here partly submerged FE model
(beige) is completely submerged in the assignment mesh (green) in applications of
the procedure.

Petter Henrik Holmström, Arild Holm Clausen, T. Berstad et al. International Journal of Solids and Structures 230–231 (2021) 111142
tensile test specimen are established and discretized with element
sizes corresponding to 6, 12 and 24 elements through the thick-
ness. Next, j0-values are assigned to the three FE models from
the very same realization of an assignment mesh with element size
corresponding to 6 elements through the thickness, as
Fig. 10. Damage initiation (j0) values for FE models of the tensile test, with (a) 6, (c) 12
the same realization of an assignment mesh with 6 elements through the thickness. Cont
the FE models with (b) 6, (d) 12 and (f) 24 elements through the thickness at the deformat
bound of (f) is caused by compressive strains in elements adjacent to already eroded el

9

demonstrated in Figs. 10a, c and e. Hence, except for the finite ele-
ment size, the three FE models are identical. Fig. 10g plots the
stress–strain curves from the simulations. It appears that the ulti-
mate stress and fracture strain are slightly reduced with the ele-
ment size, but the effect is small if one considers the large
difference in element size. Figs. 10b, d and f show contour plots
of the logarithmic normal strain e11 in the longitudinal direction
at approximately the same global deformation level, indicated by
markers in Fig. 10g. We observe remarkable similarities between
the three displayed strain fields and it is clear that the initially
assigned j0-values are crucial for the evolution of the deformation
fields. As expected, the peak strain in the local regions increases for
decreasing finite element size because larger elements smooth the
local variations. To conclude, the presented results demonstrate
that the applied regularization procedure (see Eq. (13)) works
as intended and the mesh sensitivity of the material model is
rather low.

To investigate what happens if we change the length scale of
the heterogeneities while keeping the finite element size fixed,
j0-values are assigned to the FE model with 12 elements through
the thickness from assignment meshes with 6 and 12 elements
and (e) 24 elements through the thickness. The j0-values are assigned from exactly
our plots of logarithmic normal strain e11 in the longitudinal direction are shown for
ion levels indicated in the stress–strain curves in (g). The negative value in the lower
ements.
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through the thickness, as demonstrated in Fig. 10c and Fig. 11a,
respectively. The two FE models are identical, except for the length
scale over which we assign the j0-values and obviously the real-
ization of the j0-values. Fig. 11c plots the stress–strain curves from
the two simulations, and we observe that both the strength and
fracture strain are lower when we distribute the j0-values over a
larger length scale. A similar observation was reported by Su
et al. (2010). Fig. 10d and Fig. 11b show the strain fields at approx-
imately the same level of global deformation, indicated by markers
in Fig. 11c. The strain fields become more heterogeneous when we
assign j0-vales over a larger length scale, the local regions of large
strains are both physically larger and have higher peak values. This
probably also explains the reduced strength and ductility seen in
Fig. 11c. The results demonstrate that the length scale of the
heterogeneities is not arbitrary and should be taken into
consideration.

5.3. Sensitivity of model parameters

We will now consider the sensitivity of some of the model
parameters. Assuming that the material stiffness (E ¼ E0), the dam-
age initiation parameter (j0) and the finite element size (hel) are
Fig. 11. (a) Damage initiation (j0) values for an FE model of the tensile test with 12 ele
through the thickness. (b) Contour plot of logarithmic strain in the longitudinal direction
elements through the thickness and two different assignment mesh sizes.

Fig. 12. (a) Model behaviour in a given material direction for different values of the fractu
material direction and different values of the fracture energy parameter Gf .
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already determined, the fracture energy parameter Gf governs
the softening slope and thereby the area under the stress–strain
curve according to Eq. (13). The effect of Gf is demonstrated by
running tensile test simulations for the six different Gf -values
presented in Fig. 12. A slightly modified j0-distribution com-
pared to Fig. 7a is applied in the simulations (j0;min ¼ 0:004,
j0;mean ¼ 0:020 and j0;std ¼ 0:0075). The assignment procedure is
used to assign exactly the same realization of j0-values, such that
the starting points for the simulations indeed are identical. Fig. 12
presents the stress–strain curves from the simulations. One inter-
pretation of the results is that a master stress–strain curve exists
for a large Gf -value, and reducing the Gf -value leads to prediction
of fracture for a lower strain along that master curve. Hence, Gf

is an effective variable for controlling the ductility of the material.
Next, the effect of the mean value of the j0-distribution, j0;mean,

is demonstrated by running tensile test simulations where all other
material model parameters are fixed. Fig. 13a plots the applied dis-
tributions together with the stress–strain curves from the tensile
tests in the 0�-direction of PP30 (Fig. 5e). As a digression, the reader
may note that the lower bound j0;min is set to a value which corre-
sponds to the end of the linear part of the experimental stress–
strain curve. Fig. 13b presents the results from the simulations,
ments through the thickness, assigned from an assignment mesh with 12 elements
for the same FE model. (c) Stress–strain curves from tensile test simulations with 12

re energy parameter Gf . (b) Stress–strain curves from tensile test simulations in one



Fig. 13. (a) Distribution for the damage initiation parameter j0 (left vertical axis) and stress–strain curves from tensile tests of PP30 (right vertical axis). (b) Stress–strain
curves from tensile test simulations for different values of j0;mean.
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and we observe, as expected, that the maximum stress increases
for increasing values of j0;mean. The tangent modulus depends
strongly on the shape of the j0-distribution, particularly in the
region near the lower bound j0;min. Unless the value of the proba-
bility density function is rather large in this region, the tangent
modulus tends to be overestimated. This is demonstrated in
Fig. 13b, where the largest tangent modulus is observed for the
simulation with the lowest value of the probability density at the
left-truncation j0;min, and vice versa. A general observation from
these and additional simulations not included for brevity is that
the effect of j0;mean on the ultimate strain is small.
6. Validation against other tests

Section 4.2 demonstrated that the model captures the stress–
strain curves from the tensile tests. Recall that data from all three
tensile directions 0�, 45� and 90� were applied to calibrate the
orthotropic elastic part of the model, while the damage part of
the model is solely based on information from the 0� tests. As a fur-
ther validation of the model, numerical predictions will now be
Fig. 14. Open-hole tensile test setup. (a) Geometry of the test specimen (dimensions giv
measure (in orange) and selected elements used for strain analysis (highlighted in whit
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compared with experimental results from open-hole tensile tests
and three-point bending tests. By this, the model is challenged to
deal with other stress states than uniaxial tension. The open-hole
tensile tests and three-point bending tests were carried out in
the same test machine and monitored by the same camera as the
tensile tests, see Section 4.1.
6.1. Open-hole tensile tests

Quasi-static open-hole tensile tests were performed for 0�-
specimens of PP15 and PP30, using the specimen geometry illus-
trated in Fig. 14a. Mechanical wedge grips were used to support
the specimens and DIC measurements were obtained from one
camera placed directly in front of the specimens. The deformation
measure used in the open-hole tensile tests is the nominal strain of
a 25.0 mm long vector, illustrated in Fig. 14b, which is defined by
the nodes at the edges of the DIC mesh. It is, however, not straight-
forward to generate a DIC-mesh of exact dimensions defined in
millimeters. The following procedure was applied to ensure high
accuracy:
en in mm). (b) Applied DIC mesh (in red) with 25.0 mm long vector used as strain
e). (c) FE model of the test.
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1. A first mesh (similar to Fig. 14b) was generated in Abaqus CAE,
with longitudinal dimension 25.0 mm and otherwise nominal
values (30.0 mm in the transverse direction and 15.0 mm hole
diameter).

2. A second mesh with longitudinal dimension 25.0 mm was gen-
erated, now with 0.2 mm gap to each specimen edge.

3. The first mesh was imported to the DIC software and scaled
such that the mesh fitted perfectly to the undeformed
specimen.

4. The second mesh was also imported to the DIC software and
scaled such that the longitudinal dimension (25.0 mm) was
exactly the same as the already scaled first mesh.

By this procedure, the second mesh is correctly scaled and has suf-
ficient gaps to the specimen edges to avoid instabilities in the cor-
relation process. The approximate element size of the mesh is
44� 68 pixels2 near the hole (around 0:71� 1:10 mm2). The cross-
head velocity was 0.18 mm/min for two replicates and 1.80 mm/
min for the third one. A representative strain rate value was com-
puted as the mean elastic strain rate of the elements highlighted in
Fig. 14b and the results showed that the test at 1.80 mm/min
induced a comparable, but slightly higher, strain rate than the rate
observed in the tensile tests.

Fig. 14c presents the finite element model of the open-hole ten-
sile test, which is based on the nominal geometry from Fig. 14a and
the measured mean plate thickness of 2.73 mm. By setting the
length of the FE model to 63 mm, the boundary conditions are
enforced at approximately the same locations as the mechanical
grips in the experiments. The FE model applies the same element
formulation and approximately the same element size, six ele-
ments through the thickness, as used in the FE model of the tensile
test. The representative deformation measure, illustrated by the
yellow vector in Fig. 14c, is extracted exactly the same way as
explained for the experiments (see Fig. 14b).

Fig. 15 plots the force-strain curves from the experiments and
simulations of the open-hole tensile test. For both materials, the
results from the simulations correspond well to the experimental
result for crosshead velocity 1.80 mm/min, having a strain rate
close to that of the tensile tests used for calibration of the model.
It is noticeable that not only the stiffness and tangent modulus is
well predicted, but also the maximum force and the fracture strain.
Another observation from the test results reported in Fig. 15 is that
the stiffness and strength increase with strain rate. The material
model does not include any viscous effects, and it is therefore
not able to capture the response in the tests carried out at the slow
rate of 0.18 mm/s. Modelling of viscoelasticity is outside the scope
of this work, but could be incorporated in an augmentation of the
model. Nevertheless, Fig. 15 illustrates the magnitude of the strain-
rate effect for the fibre-reinforced PP material at hand, and the pos-
Fig. 15. Open-hole tensile tests: force-strain curves from si
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sible corresponding error associated with the pragmatic modelling
approach presented herein.

The local response in the part of the model experiencing the lar-
gest strains is addressed in Fig. 16, again comparing experimental
and numerical results. Fig. 16b shows the strains of a row of ele-
ments near the hole, highlighted in Fig. 14b and Fig. 14c, for the
simulations and a PP15 test for the strain levels A, B and C indi-
cated in Fig. 16a. The normalized coordinate system defined in
Fig. 16b, where 0.0 corresponds to the upper specimen edge and
1.0 corresponds to the edge of the hole, is applied for the initial
x2-coordinate of the element centres. The corresponding values
of the element strain e11 are extracted from the simulations, where
the mean value from the five replicate simulations is used at each
element location and deformation level. The experimental results
demonstrate, as expected, that the element strains increase drasti-
cally as the distance to the hole decreases, a tendency which is pro-
nounced with the global deformation level. The simulations
coincide with the experiments far from the hole, but the simula-
tions predict significantly larger local strains near the hole than
observed in the experiments, despite that the global force-strain
curves are well captured. One possible explanation for this is that
smaller elements are applied near the hole in the numerical simu-
lations than in the DIC mesh used to determine the strain field in
the experiments.

6.2. Three-point bending tests

Quasi-static three-point bending tests at a crosshead velocity of
9.0 mm/min were performed for 0�- and 90�-specimens of PP15
and PP30, using the specimen geometry illustrated in Fig. 17a. As
a reference, experiments were also performed for the unreinforced
polypropylene material. The dimensions of the specimen were
selected such that the width was approximately ten times the
thickness, which is supposed to ensure nearly plane strain condi-
tions (Yu and Shang, 1996). Fig. 17b illustrates the test setup and
Fig. 17c shows an image of the test rig with an assembled speci-
men. DIC was applied to measure strains on the through-
thickness side of the specimens using a mesh of seven elements
through the thickness, as demonstrated in Fig. 17d. The DIC ele-
ment size is 69 � 69 pixels2 (around 0.37 � 0.37 mm2). The applied
representative displacement measure is the mean vertical dis-
placement of the nodes highlighted in Fig. 17d, a measure which
coincides with the crosshead displacement from the test machine.
The elastic strain rate on the tensile side of the experiments was
around 9� 10�4s�1, obtained by computing the mean strain rate
of the eight centred elements of the bottom row of the mesh in
Fig. 17d. Hence, the elastic strain rates observed in the bending
tests range from zero (at the neutral axis) to one decade higher
than the measured strain rate from the tensile tests.
mulations and experiments for (a) PP15 and (b) PP30.



Fig. 16. Open-hole tensile tests: (a) Stress–strain curves from simulations and a representative PP15 test. (b) Element strain components e11 shown at the deformation levels
indicated in (a). The considered elements from the FE model and the experiment are highlighted in Fig. 14b and Fig. 14c, respectively.

Fig. 17. Three-point bending test setup. (a) Top and (b) side view of the test setup (dimensions given in mm). (c) Image of the test setup. (d) Camera view, the DIC-mesh (red)
and the nodes used as displacement measure (green). (e) FE model of the test.
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An FE model of the three-point bending test is presented in
Fig. 17e. The nominal geometry combined with the measured
mean plate thickness of 2.73 mm is used for the deformable spec-
13
imen (green), whereas analytical rigid parts are applied for the
bending punch (blue) and supports (beige and red). Surface-to-
surface contact with finite sliding is applied, using a penalty for-
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mulation for the tangential behaviour and ”hard” contact for the
normal behaviour. Rather small differences were seen in simula-
tion results for friction coefficients of 0.1 and 0.5, and henceforth,
the value of 0.1 is applied in all presented simulations. To facilitate
comparison of results, the same discretization as used in the DIC
analysis of the experiments, i.e. seven elements through the thick-
ness, is applied in the FE model. The displacement measure in the
simulations is the vertical displacement of the rigid bending
punch.

Figs. 18a and b present the force–displacement curves from the
three-point bending experiments and simulations. The stiffness,
strength and fracture are generally well captured for PP15, except
for a slight underestimation of the fracture strain in the 90�-
direction. For the 0�-direction of PP30, we observe that the pre-
dicted stiffness corresponds to the experiments, while the strength
and fracture strain are slightly overestimated. For the 90�-direction
of PP30, the stiffness and strength are overestimated while the
fracture strain is underestimated. Two possible explanations for
the discrepancies in the results for the 90�-direction of PP30 are
outlined in the following. Firstly, for a 90� bending specimen, the
Fig. 18. Three-point bending tests: force–displacement curves from simulations and e
D 2 0;1½ Þ from a PP30 simulation at the deformation level indicated in (b).

Fig. 19. Through-thickness strain analysis of a representative 0�-direction three-point
element rows from the simulations and the experiment.
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majority of fibres oriented in the stress direction are located in
the central region (the core) in the through-thickness direction
(Bernasconi et al., 2007; Rolland et al., 2016; Hessman et al.,
2019; Holmström et al., 2020). Here, the strain and thereby the
fibre stress is negligible. This makes the 90� bending stiffness lower
than the corresponding 90� tensile stiffness, which is used in the
elastic part of the material model. Zhu et al. (2020) report a similar
result. The reinforcing effect of the fibres is indeed limited in this
deformation mode, and from the figures we may observe that the
90� bending stiffness of PP15 and PP30 is just slightly above the
corresponding value for the unreinforced PP. Secondly, for 90�

bending specimens, the majority of the fibres in the highly loaded
shell layers is oriented transverse to the load, which promotes the
debonding failure mechanism on the tensile side of the plate
(Rolland et al., 2016; Rolland et al., 2017; Nouri et al., 2017). This
is different from the calibration experiment for the damage model,
namely the 0� tensile test, where fibre pullout and fibre fracture
are the primary failure mechanisms (Rolland et al., 2016; Rolland
et al., 2017; Nouri et al., 2017). PP15 has a much less pronounced
variation of fibre orientations through the thickness compared to
xperiments for (a) PP15 and (b) PP30. (c) Element values of the damage variable

bending tests of PP30. (a) Numbering of element rows and (b) mean strain of the
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PP30, which explains why the discussed features are less relevant
for this material. Finally, Fig. 18c demonstrates how damage
evolves in a three-point bending simulation of PP30. We observe
that the values of the damage parameter D 2 0;1½ Þ approach 1 for
a large number of elements at the given deformation level, indi-
cated in Fig. 18b.

The through-thickness variation of longitudinal strain in the
elements close to the punch from the simulations is now compared
to one representative 0� three-point bending test of PP30. For each
element row in Fig. 19a, Fig. 19b plots the mean strain of the eight
highlighted elements, where an average measure is used to com-
bine the results from the five replicate simulations. The correspon-
dence between the simulation results and the experiment is
excellent. Slightly larger strains are, however, seen on the tensile
side of the plate (Row 7) in the simulations compared to in the
experiments, similar to observations from the open-hole tensile
tests (see Fig. 16). Note also that tensile strains develop in Row 4
(in the centre of the specimen), which is caused by damage evolu-
tion on the tensile side and a corresponding shift of the position of
the neutral axis towards the compression side of the specimen.
7. Perspectives

Reducing costs and development time while simultaneously
preserving, or even increasing, the flexibility, accuracy and reliabil-
ity in the design process is an ambitious, but yet approachable
objective for engineers today. In this regard, appropriate use of
micromechanical material models and RVE (representative volume
element) simulations may efficiently support calibration of macro-
scopic anisotropic material models and reduce the number of
required experiments significantly. For fibre-reinforced polymers,
one such example is the micromechanical material model pro-
posed by Notta-Cuvier et al. (2013), which may be applied to
replace the physical tensile tests in the 0�, 45� and 90� direction
by virtual tests (FE simulations). This micromechanical model
defines the composite material behaviour by the matrix response,
which may be determined in advance, the fibre volume content,
usually known, and the fibre orientation distribution, which may
be measured or possibly estimated from mould flow simulations.
Similar computational approaches may reduce the number of
physical experiments and speed up the calibration process signifi-
cantly also for other materials. For instance, the macroscopic mate-
rial model presented in this paper could possibly be calibrated
from the computational approach for prepreg platelet molded
composites (PPMCs) presented by Sommer et al. (2020). The model
presented herein could also be used in combination with results
from mould flow simulations (similar to e.g. Amiri-Rad et al.,
2020). Assuming that a representative material behaviour exists,
the material model could first be calibrated to this representative
behaviour and then, to mimic the spatial variation of fibre orienta-
tions, the principal axes of the orthotropic material could be
related to results from mould flow simulations throughout the
part.
8. Conclusions

We have presented a computationally efficient progressive
damage model, where an orthotropic elastic model is combined
with linear softening, stochastic values of the damage initiation
strain, and scalar damage variable. The model’s performance is
investigated both from a numerical point of view and validated
against tensile tests (0�;45� and 90�), open-hole tensile tests (0�)
and three-point bending (0� and 90�) tests of fibre-reinforced
polypropylene with 15 wt.% (PP15) and 30 wt.% (PP30) glass fibres.

The main findings include:
15
� Although the material stress–strain curve is bi-linear for each
integration point, the global stress–strain curve becomes highly
non-linear due to the spatially heterogeneous damage initiation
strains. Damage is first initiated in integration points with low
damage initiation strain and tends to grow in the proximity of
already damaged integration points such that a strongly hetero-
geneous strain field develops, as observed in experiments. The
unique realization of the spatially heterogeneous material prop-
erties primarily affects the fracture strain, whereas little scatter
is seen for the tangent modulus and strength. Fracture occurs
shortly after the maximum force is reached and the model pre-
dicts a similar fracture strain for all material orientations. A reg-
ularization procedure ensures that the mesh sensitivity of the
model is low.

� The model captures the anisotropic elastic behaviour, the tan-
gent modulus and the fracture strain observed in the experi-
ments. Correspondence between simulations and experiments
is also obtained for the strength in the tensile tests, while the
maximum force is slightly overestimated for open-hole and
three-point bending tests for the PP30 material. Local strains
near the hole in open-hole tests and on the tensile side of the
three-point bending tests are larger in the simulations than in
experiments.

The model is computationally efficient and easy to calibrate. By
taking advantage of micromechanical models or representative
volume element simulations, an efficient calibration procedure
may be established for the presented macroscopic material model.
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