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Project Description

This study aims to model and evaluate the performance potential of exploiting porous rock
cavities in lattice Boltzmann simulations, using a proxy application.
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Summary

With compute resources being limited, there is a constant need to extract performance improve-
ments from both new and existing applications. In this thesis we utilize performance modeling
techniques and a proxy application to explore potential optimizations in a lattice Boltzmann
fluid simulation.

The method and application is an iterative method, and we develop a model that is able to
predict the iteration time with an average error of 20%. The model captures computational costs
as well as synchronization costs during communication between ranks.

We develop an analytical model which is able to identify performance potential, though
we are only able to extract this potential using characteristics extracted from the implemented
application.

Further, we identify characteristics of porous media and techniques from pore space model-
ing which can be used to improve performance in future works.
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Chapter 1
Introduction

The lattice Boltzmann method (LBM) is an important method used in computational fluid dy-
namics. What sets LBM apart from other computational fluid dynamic methods is its inherent
parallelism and support for complex boundaries. It also admits multiple fluids or phases natu-
rally. It is used in the the oil and gas industry to determine properties of porous media such as
permeability. It can also be used to determine the potential for CO2 deposition in porous rocks.

In this thesis, we investigate properties of porous media to improve performance of the
lattice Boltzmann method through modeling of a proxy application. Common reservoir rocks
have a porosity of 5-40%, meaning the space in which we need to simulate fluid is small. This
can be especially true if the computation is split across multiple machines as is common in high
performance computing (HPC), and the porosity is not evenly distributed in the geometry. In
this thesis, we use modeling to determine the potential of optimizations based on porosity to
balance the computation when spread across multiple nodes. We consider the problem to be
a partitioning and scheduling problem, and determine models which describe the performance
potential of the application.

Our goal is to explore the approach of using modeling to expose and extract performance
potential, and validating this approach on a proxy application. The proxy application computes
fluid flow in a 2D geometry using the lattice Boltzmann method. It maintains the computational
characteristics of a LBM solver while being simpler to develop and experiment on.

We investigate and utilize methods from the field of performance modeling to predict the
iteration time. We also introduce methods from characterization of porous rocks, such as pore
network modeling, laying the foundations for optimizations both in this and future works.

In Chapter 2 we review relevant background on proxy applications, high performance com-
puting, programming and performance models and simulation. Chapter 3 reviews porous media
and the lattice Boltzmann method. Chapter 4 describes the developed and modeled application.
Chapter 5 describes the model of the application. In Chapter 6 we propose performance op-
timizations. Chapter 7 describes the platforms used and experimental setup. In Chapter 8 we
discuss the results, and in Chapter 9 we conclude.
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Chapter 2
Background

In this chapter we introduce the relevant background for this thesis. Section 2.1 describes proxy
applications. In Section 2.2 we review relevant characteristics of system architecture for high
performance computation. Section 2.3 introduces programming models for parallel computing.
Section 2.4 describes performance modelling of computation and communication. Section 2.5
introduces the use of simulation in performance prediction.

2.1 Proxy Applications
A proxy application is an application that exhibits the same computational patterns as a larger
application or class of applications, while being simpler in design. It often has a more lim-
ited input parameter space and lacks features expected from a complete application, such as
error handling. The goal of a proxy application is to enable rapid prototyping and testing of
modifications on a simpler code base.

2.1.1 Proxy characterization

Dosanjh et al. [12] classify different types of proxy applications based on characteristics, refac-
toring and performance modeling scope and code size. The types and their characteristics are
presented in Table 2.1.

Proxy Type Characteristics
Kernels Small, self contained code fragments that represent key hot spots

in an application
Benchmarks Typically meant to be static code with precise input and usage re-

strictions.
Compact App Simplified, but complete physics simulation.
Skeleton app Accurate interprocessor communication model with synthetic

computation.
Miniapp Focused on one or a few performance-impacting aspects of the ap-

plication.

Table 2.1: Proxy types and characteristics. Reproduced from [12]

3



Some proxy applications are developed to mirror a specific “full” application. In this case it
is interesting to characterize how well a proxy application relates to the application it represents.
Aaziz et al. [2] and Aaziz et al. [1] explore a methodology for characterizing this relationship.

2.2 High Performance Computing
In this section we review some basics of High Performance Computing (HPC).

2.2.1 Nodes

Modern HPC systems consist of hundreds or thousands of interconnected nodes. Each node
contains one or more processors and dedicated memory. Each processor is a superscalar many
core processor. Processors utilize speculative execution in terms of branch prediction to improve
performance due to pipelining. This affects the performance of loops with irregular branching
patterns. The proxy application exhibits this effect when it comes to irregular porosity.

Each node can also be equipped with accelerators which optimize specific workloads or
computations. Many of the worlds largest systems today rely heavily on graphical processing
units to increase the raw compute performance[37]. We review GPUs in Section 2.3.4.

2.2.2 Network

In this section, we review HPC network technologies. HPC networking distinguishes itself from
traditional networking by having smaller stacks focused on low latency and high bandwidth.
Section 2.2.2 review important characteristics of the network technology or fabric. Section
2.2.2 introduces network topologies.

Technology

While the network is often abstracted away by the programming model, its design and capa-
bilities affect which models are applicable. The interconnect technology used in this thesis
is Mellanox Infiniband. Remote Direct Memory Access (RDMA) is an important feature of
Infiniband, and impacts communication performance and modeling.

Remote Direct Memory Access Remote Direct Memory Access (RDMA) is a feature of
many modern interconnect technologies. RDMA can enable both read and write operations
from remote memory. RDMA is supported by many data center interconnects. Examples are
Infiniband, iWARP (RDMA over TCP and SCTP) and RoCE (RMA over Converged Ethernet).
Correctly using RDMA without introducing memory corruption is handled by a communica-
tions library such as MPI, which allocates space that other processes can write into. When the
recipient is ready, the data is then copied from this buffer into the actual receive buffer.

Infiniband Infiniband is a packet based interconnect specifically targeted at high performance
computing(HPC) [24]. It is connected directly to the memory bus, and supports both read and
write remote memory access. It also supports multiple transmission types similar to TCP/UDL,
called reliable channel and unreliable datagram.

4



Figure 2.1: Interconnect topologies

The Infiniband standard does not have a definite interface specification. Rather it specifies a
series of verbs which should be implemented, but the exact implementation is up to the provider.
One such implementation is provided by the open framework alliance. Infiniband also supports
another higher level API called the Direct Access Programming Library (DAPL), which wraps
the low-level verbs API.

Topology

The interconnect topology can have a high impact on communication performance. An inter-
connect topology can be more suitable for specific communication patterns. The platform used
in this work has a fat-tree topology. We also describe the hypercube due to its extended use in
HPC. Figure 2.1 shows an illustration of the topologies discussed.

Fat-tree In an ideal fat-tree, nodes are organized in a tree. At each level, the switch has an
upstream link equal to the sum of its downstream links. This balances the number of switches
while maintaining full bisection bandwidth.

Star In a star network, all nodes are connected to a shared switch. We briefly review this, as
the nodes used on Idun are connected to the same switch, and becomes a star.

Hypercube A hypercube is a highly connected topology, focusing on keeping easy address-
ing, and low hop count. It is used in many of the larges compute clusters in the world as per the
supercomputer ranking[37]. One reason for this is that many algorithms naturally have com-
munication patterns that are hypercubes. These algorithms are called hypercube algorithms or
d-cube algorithms[16]. Examples of these algorithms include fast fourier transforms (FFT).
These algorithms have the property that at any point a node will only need to communicate with
its direct neighbors.

2.3 Programming models
The programming model impacts the achieved performance. We consider selecting a program-
ming model to be a problem of finding a balance between programmer productivity, ease of
developing a correct program, and utilizing the hardware.

Here we introduce four programming models. The Bulk Synchronous Parallel (BSP) model
serves as an example of a model which shares characteristics with the LBM application, but has
not been utilized directly. Shared Memory and Message Passing are both models utilized in the

5



(a) Bulk Synchronous
Parallel

(b) Shared Memory (c) Message Passing (d) GPGPU

Figure 2.2: An illustration of the programming models described.

proxy application. General Programming Graphical Processing Unit (GPGPU) is included for
reference as the LBM method is often computed using GPUs, though this is not used in this
project. An illustration of the different models is shown in Figure 2.2

2.3.1 Shared Memory
In the Shared Memory model all compute resources share access to the same memory space.
Modern multi-core or multi-processor machines are examples of systems which are suited for
such a model. All processes on the machine share the same memory, and synchronization is
realized through different mechanisms, such as support or atomic operations.

OpenMP

OpenMP is a compiler extension supported by most modern compilers for generating shared-
memory parallel code[29]. OpenMP directives are included in source code, and the compiler
generates parallel code. For example, #pragma omp parallel for can be used to par-
allelize a for-loop construct.

OpenMP originally targeted work-sharing constructs, where multiple threads cooperate to
compute a known amount of work. Both static sharing, as well as dynamic sharing is supported.
Starting with version 3, task-sharing constructs are also supported. In task-sharing the work is
produced within the parallel region.

2.3.2 Message Passing
Message Passing is a model in which cooperation is done through the explicit sending and
reception of messages. It is designed for multiple nodes with local memory. We treat this
model and the Message Passing Interface (MPI) in details as it is important to the modeling of
the communication in the proxy application.

MPI

The Message Passing Interface[15] is an application programming interface standard, providing
a standardized interface for distributed memory programming using message passing. The MPI
standard is governed by the MPI committee, and specific implementations provided by different
vendors.

6



Communication types In MPI, processes known as ranks cooperate through passing mes-
sages between each other. The MPI specification primarily defines two types of operations,
point to point operations and collective operations. Collective operations work on groups of
participating ranks.

Communication protocols Most MPI implementations implement two main transmission
protocols, eager and rendezvous.

In the eager protocol the message is sent directly to the recipient. This requires the recipient
to be able to buffer the message until the receiving process is ready to receive the message, and
copy it into the final memory destination. If the receive is posted before the message is received,
the buffering and extra copy can be avoided.

In the rendezvous protocol a Ready to Receive request is sent with contains the size
of the message about to be sent. The sender then await the Cleared to Send (CTS) before
sending the actual message. This adds an extra round-trip of communication which needs to be
taken into account when modeling the communication. Depending on the MPI implementation,
the rendezvous protocol can be progressed independently, while others require a call to MPI
which will allow the MPI engine to progress the message. In many implementations, this is
also user configurable.

If the interconnect supports Remote Direct Memory Access (RDMA), the MPI implemen-
tation can utilize this to further speed up transmission. This can allow a transfer to be ex-
ecuted with minimal overhead. The points at which MPI utilizes RDMA capabilities and/or
eager/rendezvous protocols are implementation specific.

Communication modes Using the protocols described above, MPI supports different sending
modes. The modes are distinguished by which guarantee MPI gives about the state of the
transmission. Each mode exists in a blocking and non-blocking version. In the non-blocking
version the call returns immediately, and the request is waited or tested later. The non-
blocking calls are prefixed with an I for Immediate.

• Standard send - Returns when the send buffer may be reused. It may buffer the message
in a system buffer, or block until message is sent.

• Buffered send - Depending on the message size will buffer or send directly and return.
The specification describes the buffered as being local while a standard mode send is
non-local[26].

• Synchronous send - Returns when receiver has started reception (but not necessarily com-
pleted reception)

• Ready send - Can only be used then receive has been posted, otherwise its behavior is
undefined.

There is only one receive mode, though it exists in both blocking and non-blocking versions.
Note that non-blocking does not necessarily mean parallel. It was originally a method to avoid
deadlocks.

Depending on the hardware, MPI can also support RDMA for accelerator devices, such as
graphical processing units.

7



2.3.3 Bulk Synchronous Parallel

BSP is a programming model which splits computation into computational steps, called su-
per steps [39]. Each super step consists of computation, followed by a communication and
finally synchronization. For each super step, data written during the computation is only vis-
ible to other processes after the synchronization step. This means that all threads/processors
work independently in the step, and the changed state is only visible to other processors in the
subsequent step.

BSPlib and other uses

The BSP model has been implemented in many different libraries such as Oxford BSP Toolset[18]
and BSPlib[40]. It can be implemented on top of both shared memory and message passing plat-
forms. BSP is also used as a computational model in graph processing tools such as Apache
Hama [34] and Google Pregel [25].

2.3.4 GPGPU

General purpose computing on graphics processing units (GPUs) has come into widespread use
in high performance computing. GPUs are designed to have a large number of simple cores
working in lockstep through having shared control logic. The simpler cores and shared logic
enables a large number of cores per GPU. Modern data center GPUs such as the NVIDIA V100
has 5120 CUDA cores. GPGPUs can provide large speedups on parallel computations. The
keys are large core numbers and high memory bandwidth. Highly parallel methods such as
LBM are well suited for GPU acceleration.

CUDA

CUDA is NVIDIAs GPGPU interface which can be utilized by programmers. It allows a subset
of C++ to be compiled and run on the GPU. The CUDA cores operate on the GPU memory
under the shared memory model.

2.4 Performance modeling

In this section we review both applied and considered modeling techniques.
Barker et al. [4] introduce the fundamental theorem of performance modeling. The funda-

mental theorem expresses the total time of a program as a sum of computation and communi-
cation, minus the overlap. It can serve as the starting point for modeling the performance of an
application. This is expressed in Equation 2.1.

Ttot = Tcomp + Tcomm − Toverlap (2.1)

In this section, we review models that can be used to further expand the terms of this equa-
tion to produce accurate performance estimations. Section 2.4.1 introduces performance mod-
eling of the computation and Section 2.4.2 introduces models for modeling communication
time.
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2.4.1 Computation models
Because of the diversity in programs, it may be difficult to express a program in terms of the
operations it does. Such a model is practically the source code of the application. Furthermore,
the time an operation takes is largely influenced by other factors such as memory access and
pipelining, speculative execution etc.

Instead we often rely on benchmarking of the application itself and expressing the compu-
tation as a set of parameters known to influence computational load. This however requires that
it is possible to identify such parameters, and that the computation follows a regular pattern.

2.4.2 Communication models
In this section we introduce relevant communication models. The Hockney model in Section
2.4.2 serves as a baseline model. The LogP and descendants described in Section 2.4.2 and
2.4.2 have been highly influential, and is also used to model the application. Rico-Gallego et al.
[31] provides a review of communication performance models.

Hockney

The Hockney model is considered the fundamental model, and is also referred to as the postal
model. It was first introduced by Hockney [19]. In this model, a transmission consists of a
latency α and inverse bandwidth β. The model is stated in Equation 2.2 wherem is the message
size. α and β are constants, and t is the time of a transfer.

t = α + β ·m (2.2)

Generally speaking, most modern models can be considered specializations of this model,
where the overhead is decomposed into more finer grained components, such as separately
modeling sender and receiver overhead, expressing the bandwidth as a function of message
size, and so forth. The Hockney model is still in use, and is used by the MPI implementation
MPICH to select collective operations algorithm during runtime[31].

LogP

We review the LogP model in greater detail, as it is the foundation of many recent models, and
has spawned a great number of other models. The LogP model was introduced by Culler et al.
[11] and describes communication in terms of the following:

• L - Latency

• o - Overhead

• g - gap per byte

• P - processors involved

LogGP

LogGP[3] was is an important development of the LogP model. The LogGP extends the LogP
model with a new parameter G which is the bandwidth for long messages. The LogGP model
is the foundation of most of the later descendants of the LogP model.
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LogGPS

The LogP model does not account for synchronization costs caused by different communication
protocols employed by middleware such as MPI. LogGPS[22] is an extension of the LogGP
model which tries to capture this synchronization cost.

The LogGPS model splits the overhead into a sender and receiver overhead. It also intro-
duces software parameters s and S which are the message sizes for which the MPI implemen-
tation switches from short to eager and eager to rendezvous, respectively.

The required parameters are

• L - Latency

• o′ - Unit overhead

• Os - Sending overhead per byte

• Or - Receive overhead per byte

• g - gap per byte

• G - gap per byte for large messages

• P - processors involved

• s, S - protocol thresholds for short, eager and rendezvous

The short protocol in LogGPS refers to transfer of a single package, eager and rendezvous
are as described in Section 2.3.2.

LogGPO

LogGPO is an extension to LogGP which, similarly to LogGPS, tries to account for overlap in
communication[10]. The main contribution of LogGPO is to account for the message progres-
sion methods. In the cases where we do not have independent message progression and transmit
using the rendezvous protocol, the transmission will not be able to progress with overlapping
computation. Instead it will stall until the next call to MPI which continues handling of control
messages. By explicitly defining overheads for control messages, and including the progression
mechanism and transmission pattern, LogGPO promises to provide better estimations for non
blocking communication which overlaps computation.

2.5 Simulation
While the models can be used analytically, simulation can enable application of the previously
mentioned models to more complex interactions.

Simulators often focus on a specific part of a computation. A key trade-off in simulation
is speed versus accuracy. To balance this trade-off, some simulators, such as BigSim[43] and
xSim[13] use an emulation guided simulation approach, where the program is emulated and the
result of this emulation is used in further larger scale simulation.

Other simulators are more focused on providing accurate communication models, or are
tied more directly to a single model. Examples of these are MPI-SIM[10] for LogGPO and
LogGOPSim[21] which implements a modified LogGPS model.
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Chapter 3
Lattice Boltzmann Method

In Section 3.1 we introduce porous media, in particular porous rocks. Section 3.2 introduces
the lattice Boltzmann method used for simulating fluid dynamics.

3.1 Porous media

Porous media is any material containing pores. For our study, we are concerned with porous
rock.

The main characteristic of porous media is the porosity. Porosity is the percentage of pore
volume to the volume of the rock. This is expressed in Equation 3.1, and often presented as a
percentage[17].

φ =
Vpore
Vtotal

(3.1)

In this thesis we mainly consider applications of the lattice Boltzmann method to reservoir
rocks. Reservoir rocks are usually sandstone or limestone[36] which typically have a porosity
of 5-30% and 0 to 40% [14] respectively.

Pores can take different shape, often depending on the type of rock. Figure 3.2 shows
examples of pore/grain structure. In reservoir rocks we mainly find larger grains with smaller
sediments filling the gaps. Fractures are more commonly found in harder rocks. Collectively
the pores are described as the pore space, which is all of the non-solid regions of the rock.

3.1.1 Imaging

Bultreys et al. [7] provides an introduction to the imaging techniques used to acquire pore scale
images. Most notable is scanning electron microscopy (SEM). After an image is captured, it
needs to be segmented. This is often done through thresholding. A sample which still contains
gray scale can be seen as a) in Figure 3.1 and a sample of an already segmented image is shown
as b).

These images are what we use for LBM for porous media. We use one (2D) or more (3D)
images of the rock, and use segmentation techniques to distinguish solid and pore space. The
resulting image is used as a direct model, and methods such as LBM compute directly on it.
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Figure 3.1: Two samples of unsegmented and segmented samples from SEM imaging. Samples are two
different rocks, [33, 27]. Black indicate pore space in both samples.

(a) Large grains (b) Small grains (c) Fractures

Figure 3.2: Illustration of different pore types/grain sizes
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Figure 3.3: Illustration of pore body and throat. White on top and bottom are grains. Black to left and
right are pore bodies, and the dashed white line marks the throat.

3.1.2 Pore network models
In network models, the pore space is considered as a network of pores connected by throats.
Throats are the border between bodies, as illustrated in Figure 3.3. Originally such models
were often lattice based network models stochastically generated from experimental data, but
currently image-based network models are gaining in popularity[7].

The LBM which is the focus of our study depends on image models, but we review some
network based models extracted from such images. Our goal is to identify techniques that
extract features which can be used to characterize the pore network. Such a model can lay a
foundation for partitioning techniques or other optimizations. We review some techniques used
here.

Medial axis

Medial axis is an image transformation that is used to create a skeleton of the structure in the
image. The branching points are then identified as pore body, and the line between the branching
points are the throats. However, we often couple the medial axis method with another technique
to fully determine the location of the throats. This technique is ineffective for noisy inputs, and
can often identify irregular throats as multiple pores. The methods strength however is the direct
relationship to the input image.

Watershed

Using a segmented image, a distance map is generated, and a watershed transformation is
applied[32]. The starting markers for the watershed can be extracted from a medial axis analy-
sis. The throats are identified as the surface between the pores.

Maximal balls

The maximal balls algorithm was originally introduced by Silin and Patzek [35]. For each
point, a maximal ball for touching the pore walls is inscribed. Then, all balls fully contained
within another is removed. The balls are then ordered by size, and starting form the largest any
overlapping ball is described as a parent/child relationship based on the largest being the parent.
When two such parent trees meet, it is a common child.
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Figure 3.4: Lattice naming scheme

3.2 Lattice Boltzmann Method
The foundation of the lattice Boltzmann Method (LBM) is the lattice gas automata. In this
model, instead of tracking particles in continuos space, they are fixed in a lattice. LBM evolves
the gas automata by describing the particles as the density in the points, instead of enumerating
all particles. Thus, we observe flow as a time series of moving densities in the lattice rather than
particle flow. At each time step we compute how the densities evolve.

The LBM is flexible and can support different lattice structures, both different dimensions
and number of neighboring points. To denote the lattice structure we use a DmQn naming
scheme where m refers to dimensions, and n refers to the number of components/directions the
densities is described as. Normally this is the number of neighboring points in the lattice, plus
a zero vector. For a Cartesian grid, each node has eight neighbors: north, south, east, west, the
four diagonals, and a null vector or rest-particle. This results in a D2Q9 lattice. A cube would
be a D3Q15 lattice, or a D3Q27 if all diagonal edges are included. In this work, a D2Q6 lattice
has been used. Here, the zero (rest) is removed, and each point has six neighbors. See Figure
3.4.

3.2.1 Mathematical description
The lattice Boltzmann method computes the flow as a time series evolution. The computation
naturally separates into a collision and propagation or streaming phase. This process is illus-
trated in Figure 3.5. The equations in this section are based on work by Chen and Doolen
[9] on a D2Q7 lattice, with the rest particle removed to make a D2Q6 lattice, as described in
Ragunathan and Valstad [30].

fi(x+ ei, t+ δt) = fi(x, t) + Ωi(f(x, t)) (3.2)

Equation 3.2 is the fundamental equation, with Ω() being the collision operator and i the
direction. fi(x̄, t) is the fluid density at point ~x at time t. Equation 3.2 states that the density
moving in direction ei at time t + δt is the result of the current density, plus the collision. The
collision operator is expanded in Equation 3.3.

Ωi(f(x, t)) =
f eqi (x, t)− fi(x, t)

τ
(3.3)

The f eqi (x, t) term in Equation 3.3 is an approximation of the equilibrium. This is the
Bhatnagar Gross and Krook single order time relaxation towards an equilibrium[5].
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Figure 3.5: The steps of the lattice Boltzmann Method. Left: Initial state. Middle: Local to each point
the collision is computed, which is illustrated by colors in each point. Right: Finally, the forces are
propagated out to neighboring points. Only forces to and from the center has been included.

The density and momentum in each point is given in Equation 3.4 and 3.5. The implemen-
tation of these equations in code is shown in Listing 1.

ρ =
6∑
i=0

fi (3.4)

ρv =
6∑
i=0

fiei (3.5)

Using this the equilibrium function is expanded in Equation 3.6. In Equation 3.7 and 3.8
the terms are written out as they will be implemented in code. The implementation is shown in
Listing 2. The vectors for each direction ei is described by Equation 3.9.

6∑
i=0

f eqi =
ρ

6

6∑
i=0

1 + 2 eiv︸︷︷︸
(∗)

+ 4(eiv)2 − 2v2︸ ︷︷ ︸
(∗∗)

 (3.6)

(∗) = exvx + eyvy (3.7)

(∗∗) = 4((e2x −
1

2
)v2x + 2exeyvxvy + (e22 −

1

2
)v2y) (3.8)

ei =

{
(0, 0) i = 0

(cos θic, sin θic), θi = (i− 1)π
3

i = 1, 2, ..., 6
(3.9)

3.2.2 Boundaries
Boundaries between solid and fluid can be implemented in different ways. In our application
we use a bounce-back boundary for the solid/fluid interface. This means that any force applied
to a solid point will be returned back. Listing 3 shows the implementation of this in code.
For the edges, we use periodic boundaries both vertically and horizontally. This is to ensure
conservation of mass.
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for ( int i=0; i<6; i++ )
{

rho += lattice->at(row, col).density[i][NOW];
lattice->at(row, col).velocity[NOW] +=

c[i][0] * lattice->at(row, col).density[i][NOW];
lattice->at(row, col).velocity[NEXT] +=

c[i][1] * lattice->at(row, col).density[i][NOW];
}
// rho*u = sum_i( Ni*ci ), so divide by rho to find u:
lattice->at(row, col).velocity[NOW] /= rho;
lattice->at(row, col).velocity[NEXT] /= rho;

Listing 1: Implementation of Equation 3.4 and 3.5

float
qi_uaub,
N_eq,
delta_N;

qi_uaub =
( c[i][1] * c[i][1] - 0.5 ) *

lattice->at(row, col).velocity[NEXT] *
lattice->at(row, col).velocity[NEXT] +

( c[i][1] * c[i][0] ) *
lattice->at(row, col).velocity[NEXT] *
lattice->at(row, col).velocity[NOW] +

( c[i][0] * c[i][1] ) *
lattice->at(row, col).velocity[NOW] *
lattice->at(row, col).velocity[NEXT] +

( c[i][0] * c[i][0] - 0.5 ) *
lattice->at(row, col).velocity[NOW] *
lattice->at(row, col).velocity[NOW];

uc = lattice->at(row, col).velocity[NOW] *
c[i][0] + lattice->at(row, col).velocity[NEXT] * c[i][1];

// Equilibrium, difference
N_eq = ( rho / 6.0 ) * ( 1.0 + 2.0 * uc + 4.0 * qi_uaub );
delta_N = LAMBDA * ( lattice->at(row, col).density[i][NOW] - N_eq );

Listing 2: Implementation of Equation 3.6, 3.7 and 3.8

16



if ( task.lattice->at(row, col).type == Point_type::Fluid )
{

lattice->at(row, col).density[i][NEXT] =
lattice->at(row, col).density[i][NOW] + delta_N;

}
else
{

lattice->at(row, col).density[(i+3)%6][NEXT] =
lattice->at(row, col).density[i][NOW];

}

Listing 3: Implementation of bounce back borders.
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Chapter 4
Proxy application

This section describes the implementation details of the proxy application developed and used
in this thesis.

The application is written in the MPI+X programming model [23] using C++11. The X in
this case is OpenMP. While not being written as a BSP application, the program has similar-
ities to the BSP model. Specifically it has separate compute and synchronization stages. The
application is a mini app based on the classification described by Dosanjh et al. [12]. This is
because it is Focused on one or few performance-impacting aspect of the application. In total,
as counted by SLOCCount[41] the application is approximately 7300 lines of code.

Figure 4.1 shows the overall steps of the computation. The steps of the computation as well
as other aspects of the application are described in the following sections.

4.1 Input
The application loads the geometry in the form of a PBM file[28]. PBM is an image format for
monochrome images originally developed for email. The PBM format exists in both an ASCII
and a binary version. In the ASCII format a ’0’ character is white and ’1’ is black. Representing
each pixel using a 8-byte character is wasteful, and a binary version with the same extension
was developed later. In this work, we have used the original ASCII based format as this allows
for visual inspection of the geometry input. Using the program package netpbm, one can
easily convert between PBM and other image formats.

Listing 4 shows an example of a PBM ASCII or plain PBM image. The first line contains
a magic number, in this case P1 indicates that this is a plain PBM. The second line states the

Figure 4.1: The main steps in the proxy application
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P1
5 5
00000
01110
01110
01110
00000

Listing 4: Example of an image in the plain PBM format

(a) Lattice structure (b) Corresponding grid layout

Figure 4.2: A lattice, rows shifted to fit regular memory layout.

dimensions of the image. After the dimensions, the image data follows. All whitespace is
ignored.

The application considers black (’1’) as solid and white (’0’) as void. Note that this is
inverted from the traditional images of pore space, where white are solid and black represent
void.

4.2 Lattice representation
An even row shift converts the image into a lattice. Even rows are shifted to the right by 30°, or
equivalently, half the pixel width. With the even row shift, we determine the lattice structure.
However, the lattice is still represented as a grid in memory. Figure 4.2 show how the neighbor
edges look when the lattice is stored in memory. The indexing of neighboring nodes depends
on the y coordinate of the point.

Each point in the lattice contains the density in the point, and the velocity. Two sets of
densities are stored, the current and next. The collision step reads the current densities and
computes the next densities. During the propagation step, the next densities are moved from
the next to the current state of the neighboring point. This enables perfect parallelism for each
individual lattice point for the collision and propagate step.

4.3 Work representation
In a traditional MPI implementation of LBM, each participating process computes a single
section of the lattice. The participating ranks are organized in a cartesian grid, and the sections
are distributed according to the processor grid. In these cases, all nodes send and receive the
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Figure 4.3: An example of a recursive bisection process to a depth of 3

borders of their section with the neighbors. The goal of this proxy application is to be able to
evaluate more flexible partitioning and work scheduling. To enable this, we need to compute
and keep more information about each section. A section refers to a subsection of the lattice.
For each section a bounding box and a description of which borders neighbors with which
section is kept.

By keeping this information per section, a section can be computed by any node. We also
unlock the potential for exploring more overlap of communication and computation, as we can
initiate communication of a section once it is finished, without waiting for the computation of
other sections.

4.4 Work partitioning
In this section we review methods employed to partition the lattice into sections which are
distributed onto different processes.

4.4.1 Grid
The lattice is split into rectangles with a predefined size. The size of each section is bounded
above by the grid size, though smaller sections can occur if the section size does not evenly
divide the lattice size.

4.4.2 Recursive balanced bisection
A recursive traversal is done, where a section is searched in alternating horizontal and vertical
direction. The middle is determined and the section split along this axis. Then the process is
continued up to a specified recursion depth. The first few steps of such a process are shown in
Figure 4.3. This process wil create 2n, n ∈ N balanced sections.

When we say balanced section, balanced is determined by weights assigned to solid and
fluid points which are passed as arguments to the application if this partitioning strategy is
used.

4.5 Work scheduling
There are multiple ways to assign the lattice sections to the participating processes. This section
describes the methods implemented in the proxy application. Depending on the partitioning
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Figure 4.4: Illustration of MPI, MPI+SectionParallel and MPI+DataParallel models. The colored blocks
illustrate sections, and how they are distributed to processors.

algorithm used, different scheduling schemes are relevant.

4.5.1 Round robin

Round robin scheduling assigns sections in a circular order. This scheduling is simple to im-
plement. We expect it to be optimal when the sections are balanced and the number of sections
evenly divide the number of ranks.

4.5.2 Greedy scheduling

A greedy scheduling algorithm can be used to balance the load when the partitioning does not
provide balanced sections. First the cost of each section is computed by a cost function. We
explore this cost function further in Section 6.3.

In the list scheduling algorithm we assign each section to the process with the least work.
This algorithm, without sorting the initial list, is a 2-approximation. A 2-approximation guar-
antees to create a schedule no worse than 2 times the optimal schedule. If we add the longest
processing time rule where we sort the list of work by decreasing cost, this becomes a 4

3
-

approximation [42].

4.6 Compute kernel
As described in previous section, each section can be computed and exchanged on any rank.
Each rank keeps a work list which is a list of sections it has been assigned. Collide and propagate
are implemented as functions, and as part of the compute step, the application iterates over the
work list and invoke the functions on each section. The border exchange is a function that takes
the work list and exchanges all borders in parallel.

For the collide and propagate step, we support two different types of parallelism. Section
parallelism utilizes OpenMP to compute each section in parallel. We refer to this model as
MPI+SectionParallel. This is to support scenarios with many smaller sections. However, this
will not be able to utilize all cores if the number of sections are smaller than the number of
cores. Also, this will not utilize the cores if the sections are unbalanced. To enable efficient
parallelism for single or few sections, we can allow data parallelism where the compute loop
of each section is parallelized. We call this model MPI+DataParallel. Both can be enabled
or disabled by compilation flags. If both are disabled, we describe the model as MPI. An
illustration of the models is shown in Figure 4.4.
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While it is possible to utilize both data parallelism and section parallelism at the same time,
this will oversubscribe the cores. We could also utilize task parallelism, which dynamically
schedules the task across multiple cores and avoids oversubscription which would result as a
combination of data parallel and section parallel. This has however not been implemented in
the proxy application.

4.7 Border exchange
While the borders are simple to determine for a traditional grid, they must be computed to
allow more flexible partitioning methods. The following algorithm is employed to determine
the exchanges.

1. All sections are numbered using integers starting with 0

2. An empty list of send and receive regions are initialized for all sections

3. A integer matrix B with size W ·H is initialized with -1

4. For each section, all points along the border are iterated, and the section number the point
belongs to is tagged in the matrix S.

5. For each section S, each external border is iterated in the matrix B. All contiguous
regions with the same value T in B not equal to −1 is saved as an exchange region. A
receive operation is saved for sections S. Conversely a send operation is saved for section
B. The send and receive operations are tagged with a common tag value, used by the MPI
library to match send and receive operations.

This algorithm will do explicit corner exchanges. When using a strict grid exchange, the
corners can be exchanged by using a staged exchange, where one first does north south borders,
and then east west. However, to allow for flexible sectioning we do not attempt to exploit such
techniques. There is also a special case where a single section can share an entire border as well
as corners due to the periodic boundaries. In this case, the first and last points of an edge wraps
around because of the periodic edges of the simulation. This leads to situation where a border
of n elements should be placed into n + 2 elements. Explicit corner exchanges simplify this
case.

Also note that while horizontal edges are contiguous regions, the vertical edges are strided,
which incurs a packing and unpacking cost on send and receive respectively. The effect of such
packing and un-packing on communication is modeled in models such as LognP [8], though we
ignore it in this case.

We implement periodic borders to ensure conservation of mass. Figure 4.5 shows the bor-
ders in the case of a grid partitioning.

4.8 Application validation
We validate the application by simulating flow in a pipe with a wedge. Depending on the angle
of the wedge, we expect Moffatt eddies to form. We run the application across multiple nodes
for 100.000 iterations and verify that the vortices have formed. Our goal is solely to verify that
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Figure 4.5: How the lattice is sectioned and the borders which will be exchanged for a 4x4 and 9x9 grid.

(a) Initial state (b) After 10.000 time steps one
vortex has formed

(c) After 100.000 time steps three
vortices have formed

Figure 4.6: Simulation of fluid flow in a pipe with a wedge

the computation produces a valid result, and from that we conclude that the application captures
the computational pattern of the LBM method. For later cases, we do not inspect the output of
the simulation. A sample of the output from the simulation is shown in Figure 4.6.
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Chapter 5
Models

In this chapter we develop the performance model of the proxy application. We apply a top
down modeling approach, and start with the fundamental equation of modeling

Ttot = Tcomp + Tcomm − Toverlap (5.1)

In Section 5.1 we consider the parameter space of the model. Section 5.2 develops a model
for the computational aspects of the proxy application. In Section 5.3 the communication mod-
els are described. We do not have any overlap, and set Toverlap = 0.

5.1 Parameters
When modeling, there is a trade-off between accuracy and general applicability. To avoid tying
the model to the implementation, and allow general applicability, we do not want to introduce
too many variables. Because of this we use the approach of benchmarking the system to derive
performance characteristics of the implementation on the platform. As fluid and solid points
require different treatment in the computation we let the model distinguish between the two.
The application also treats border points, and points where we apply force differently. This
could imply adding another two parameters to the model. We do however ignore these terms,
and do not apply force to any points.

This proxy application works on a list of sections per rank. To capture this, we could also
extend the model with the number of sections and a overhead per section. This overhead can
come from factors such as cache misses and more irregular data access patterns, as well as an
extra function call for the propagate and collide steps. We do, however, not introduce a term
for this effect, as we assume the compute time will dominate such factors. We validate this
assumption in Section 8.2.1.

5.2 Computation
In previous work[30] a model using the number of lattice points were used, and the system
benchmarked to determine a time per lattice point. In a pre-study to this thesis this model was
was found to be too inaccurate if the ratio of fluid to solid points in the section differed between
the processes. This also affects the communication time, as some processes spent most of their
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time waiting for the border exchange, while others were busy computing. We will try to capture
this effect to enable better communication predictions as well.

5.2.1 Model

The computation time consists of the collision and propagate time.

Tcompute = Tcollide + Tpropagate (5.2)

Collide

The collide operator contains conditional branches for solid and fluid points. We express the
model in terms of these two terms.

Tcollide = nsolid · Csolid + nfluid · Cfluid (5.3)

This relates to section size width W and height H through the porosity φ as

nsolid = W ·H · (1− φ) (5.4)

and conversely
nfluid = W ·H · φ (5.5)

The parameters Cfluid and Csolid are the costs of computing a fluid or solid lattice point
respectively.

Propagate

The propagate steps treat all points equally, and thus only needs one term. However, it also
needs to propagate the points exchanged during border exchange. We express the propagation
cost as

Tpropagate = (W + 2) · (H + 2) · Cpropagate (5.6)

5.3 Communication

In this section we develop the communication models used. Our goal is to capture the com-
munication performance, and be able to evaluate an application model. We do not attempt to
develop analytical models for the communication, but express the cost of MPI calls in terms of
a model for simulation.

Because we cannot assume network homogeneity, all models are given for a pair of nodes
in the cluster. To simplify the testing, we will assume symmetric connections. We also assume
a sequential mapping, in other words that given p processes per node, process i is mapped to
node i

p
and processor i mod p.
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Routine Cost
MPI Send 0
MPI Isend 0
MPI Recv max{tr − ts, α + β ·m}
MPI Irecv 0
MPI Wait Tblk

Table 5.1: MPI calls expressed in terms of the modified Hockney model. Tblk is the cost of the corre-
sponding blocking call.

Name Expression
T1 o′ + kOs

T2 kGs + L
T ′2 sGs + (k − s)Gk + L
T3 o′ + kOr

T4 max{o′ + L, tr − ts}+ o′

T5 o′ + L+ o′

Table 5.2: Common sub expressions for LogGPS model

5.3.1 Hockney model
The Hockney model was originally used to model a single transfer. Our proxy application uses
overlapping communication with multiple concurrent transfers. To model MPI non-blocking
operations using the Hockney model, some assumptions must be made.

Our goal is to use the Hockney model as a benchmark and the key we wish to identify
is the synchronization cost of ranks reaching the communication step of the computation at
different times. To apply the Hockney model to non-blocking MPI operations we need to define
Isend, Irecv and Wait. To model this, we define both the Isend and Irecv to take 0
time. Also, waiting for a send takes 0 time. Only waiting for a receive takes time. The wait for a
receive computes the time between the call to wait and send, and either takes 0 time, or the time
remaining of the blocking time. Modeling Wait as the corresponding blocking call is inspired
by how the LogGPS models these transfers, though we ignore all overheads. Recv takes the
remaining time of a transmission in the Hockney model. Doing this we expect the Hockney
model to be able to capture synchronization of the ranks, but not model the actual time of a
transfer. The resulting model for MPI calls are shown in Table 5.1.

5.3.2 LogGPS model
The Hockney model is not made for modeling of middleware such as MPI. The LogGPS is a
model that attempts to capture the synchronization cost of the rendezvous protocol in MPI. Our
goal is that the LogGPS model is able to more accurately capture the actual cost of the MPI
routines.

The MPI operations used in the proxy application is described in terms of the LogGPS
model in Table 5.2 and 5.3. The tables are reproduced from [22] for reference.
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Routine Condition Cost
MPI Send k ≤ S T1

k > S T4 + T5 + T1
MPI Isend o′

MPI Recv k ≤ s max{T1 + T2 − (tr − ts), 0}+ T3
s < k ≤ S max{T1 + T ′2 − (tr − ts), 0}+ T3
s > S max{o′ + L− (tr − ts), 0}+ o′ + T5 + T1 + T ′2 + T3

MPI Irecv o′

MPI Wait max{Tblk − (ti − tw), o′}

Table 5.3: MPI Routines expressed in terms of the LogGSP model using expressions in Table 5.2.
Reproduced from [22]
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Chapter 6
Performance optimization

In this section we investigate and propose measures of the input geometry that can be used to
improve the performance of the simulation. In Section 6.2 we determine the parameter space.
Section 6.1 clarifies the notation used. Section 6.3 introduces cost functions that are utilized
both by partitioning and scheduling and consider their applicability and potential. Section 6.4
discusses using porosity to optimize performance.

6.1 Notation

We briefly repeat and clarify some terms used. The lattice refers to the entire input geometry
after it has been converted from a bitmap image to D2Q6 lattice through the even row shift
described in Section 4.2. A section refers to a subsection of the lattice.

We define the global porosity to be the porosity φ = Vvoid
Vtotal

of the lattice. The local porosity
is the porosity for a single section determined by the partitioning. In the case where a single
node compute multiple sections, we can note this as the node porosity. These measures all refer
to the relationship of how many fluid points there are versus total points.

6.2 Parameters

We identify the parameter space for optimization to consist of the following aspects:

• Geometry

• Partitioning

• Scheduling

The geometry encompasses porosity, porosity distribution and other such factors. How
this geometry is partitioned impacts the performance. Once partitioned, how the sections are
scheduled onto nodes also affect the performance. The scheduling aspect also captures the
number of nodes participating in the computation.
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6.3 Section cost
Both the traditional grid partitioning as well as the possible balanced partitioning techniques
depend on a notion of the section cost. We define three cost functions:

• Size - The size of the section as a cost function.

• Analytical - The local porosity or node porosity.

• Model based - The parameters of the compute model as cost for each point type.

An immediate observation is that all three can be implemented using the recursive balanced
partitioning, but with different weights assigned. Size is simply assigning the same weight to
all points, and is equivalent to a grid for grid sizes that evenly divide the lattice size.

6.3.1 Assumptions
The three functions above are applicable given different assumptions about the compute cost of
each point.

Size

The assumption for partitioning by size is that

Cfluid u Csolid (6.1)

It is also the simplest partitioning strategy. The structure/sectioning can be embedded in
the program, which simplifies border exchange, loading input, writing output and more. The
assumption is that the cost is sufficiently equal that the benefit of simplifying other program
logic outweighs any difference.

Analytical

This assumes that

Cfluid � Csolid (6.2)

In other words, this assumes that the cost of fluid points dominates the cost of solid points.
This is based on observation of the LBM method, and the fact that the border points are not
computed, but only reflect any incoming force back. We do not consider the case of solid point
being more computationally costly than fluid, as we expect it should be at least no higher than
the fluid cost.

Model based

The model based takes the model into account, which is based on the application. This assumes
that though we are focused on the fluid points, the application as it is written and described in
Section 4 still iterates all points. However, we still assume that the cost of fluid points is greater
than the cost of solid points. Sufficiently so as to not be the Size case described above.

Cfluid > Csolid � 0 (6.3)
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Figure 6.1: The three cost functions for partitioning applied to Moffatt geometry. Striped is solid, white
is void.

6.4 Porosity as proxy for compute balance
Assuming a grid partitioning strategy is used, all sections will be equally sized. Traditionally,
the grid size will be selected so that every node has one section to compute. Under these
assumptions, and the analytical cost described above, we hypothesize that the local porosity
can be used to describe the computational balance between nodes. If any node has a lower local
porosity, it will have to remain idle waiting for the other nodes.

To illustrate this, we start with the Moffatt geometry used for validation of the application.
The three sectioning techniques applied to the moffatt geometry is shown in Figure 6.1. Here,
we assume that we are to split this geometry in two along the horizontal axis.

We see how the grid partitioning will create sections which are unbalanced in terms of
number of fluid points, under the assumption that the LBM solver should only need to compute
void space. Using a balanced partitioning where we balance the number of fluid points results
in a sectioning where the size is uneven. Finally, we can imagine the cost being somewhere in
between. Depending on the relative cost, we can see that the cut must be placed between the
extremes of the grid and analytical assumption.
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Chapter 7
Experimental setup

In this chapter, we review the experimental setup used in this thesis. In Section 7.1 the relevant
characteristics of the compute platform used in this thesis is reviewed. Section 7.4 describes
the simulator used to compute the expected run-time of the proxy from the models described in
Chapter 5

7.1 Platform

Idun is a cluster owned by a collection of institutes at NTNU, and operated by NTNU IT.
The cluster consists of several different types of nodes, with some providing access to NVIDIA
GPUs. The cluster uses a Mellanox Infiniband interconnect with fat tree topology. In this thesis,
a homogeneous subset of the nodes is used.

7.1.1 Nodes

The nodes are Dell PE630 machines. The Dell PE630 has two sockets, each having a Intel Xeon
E5-2630 v4 10-core processor. The E5-2630 v4 has a base clock speed of 2.2GHz with 25MB
of on chip cache.

The node is also equipped with 128GB ram, 64GB per NUMA region. A graphical descrip-
tion of the processors on Idun is shown in Figure 7.1.

7.1.2 Interconnect

Idun is organized as a fat-tree, though all nodes used in this thesis are connected to the same
switch. This makes it effectively a star topology. The connections are all Mellanox Infiniband
4xFDR links, which have a theoretical bandwidth of 54.54Gbit/s.

7.1.3 MPI

Idun has both OpenMP and IntelMPI available. In this section, we review properties of both on
Idun. This is because it has a large impact on the modeling and performance of the application.
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Figure 7.1: The organization of processors and cores on the Dell PE630 nodes on Idun. Image produced
by hwloc[6]

OpenMPI

OpenMPI uses UCX, a communication library which supports RMA, tag based message match-
ing and implementation of eager and rendezvous protocols. UCX is also used by other projects
such as MPICH and Charm++, supports multi rail, and direct memory transfers for GPU-
GPU[38].

However, OpenMPI is not built with support for the work manager Slurm on Idun. The
result of this is that MPI+OpenMP application may experience issues where the application is
unable to utilize the available cores for OpenMP.

Intel MPI

Intel MPI does not use UCX, but utilizes underlying communication APIs directly. Up to ver-
sion 2019.x, Intel MPI utilizes the DAPL interface for communication on Infiniband. From
version 2019, a new library provided by the open framework alliance will be used. The latest
version available on Idun however is 2018.5.288, meaning the DAPL layer is used by default.
One downside of this is that the DAPL layer introduces overhead in the communication. Figure
7.2 shows the transmission time of a ping-pong test. We see a significant jump in communica-
tion time at 128kB. Because of this, we configure Intel MPI to use the open framework interface
fabric. This utilizes the verbs API directly and behaves more predictable in terms of eager and
rendezvous protocol switches.

The threshold for the eager and rendezvous threshold is by default 256kB, but can be config-
ured using the I_MPI_EAGER_THRESHOLD environment flag. We use this flag to explicitly
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Figure 7.2: Transmission times for ping-pong test as part of determining LogGPS parameters over
DAPL.

set it to the default value of 256kB to ensure it is a known value.

7.2 Timing
Timing the code has been done using std::chrono::steady clock. This is part of
C++11 and provides a clock that is guaranteed to be steady, though it does not state a required
precision. Irrespective of resolution, all measurements are stored as nanoseconds.

For timed sections, the current time is taken before the section, the code is executed, and
then a second timestamp is taken. The difference is stored in a preallocated vector.

All timing code in the main loop can be enabled or disabled through compilation flags. To
avoid including timing overhead, we only allow timing separate steps in the loop, or the entire
loop, not both at the same time. We assume that all operations timed are sufficiently long for
the overhead of the clock to be insignificant. When possible, we time multiple iterations, and
compute the time per iteration using arithmetic means rather than individual measurements.

7.3 Determination of model parameters
This section describes the procedures used to determine parameters for the model.

7.3.1 Compute model
To ensure that we keep the physics correct, as we otherwise risk the simulation becoming un-
stable and ending up timing divide by zero faults in the compute kernel, we time the propagate
and collide steps separately, while doing a border exchange.

To fit the model we run two different porosity configurations with 30% and 70% porosity.
for both 400x400 and 4000x4000 lattice points. For each run 400 iterations are completed and
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each step, collide and propagate, is timed separately. We solve this as a set of linear equations,
and fit using least squares method.

7.3.2 Communication parameters
In this section we review the methods used to determine the parameters for the communication
models.

Hockney

A ping-pong test is run and the plot is inspected to detect cut-offs. We also know the eager
rendezvous threshold from the documentation and expect a threshold here. Then, each identified
segment is fitted to a line.

LogGPS

To determine the LogGPS parameters, a slightly modified ping-pong test is conducted. Between
the send and receive on the initiator, a configurable delay is inserted. The ping-pong test is
conducted with the delay w set to 0 and to a number greater than the communication time of a
single message. The value of w should be chosen large enough to exceed the time of a single
message. A too large w will result in the measurement procedure taking a significant amount of
time. In this work we have used a value of w = 0.005.

The resulting times are fitted to lines for each interval of 0, s, s, S and S, inf. The gradient
and intersection of these lines are used together with a set of equations from the model, and
solved as a linear set of equations. For further details, we refer to [22].

7.4 Simulation
To compute the communication times using the models, we develop a simple simulator. The
simulator takes a list of events as input, and computes the time of the computation and each MPI
call. The simulator works by computing events for a single rank at a time. If simulation reaches
an unresolved dependency, a non-local MPI call, it stops computation of that rank. It then
proceeds with the next rank. This repeats until all events have been computed. This simulation
only computes the time of a single iteration.

36



Chapter 8
Results

In this chapter we review the results from the experiments described in the previous section.
Section 8.1 notes experiments used to characterize the performance of the proxy on the plat-
forms used. Section 8.2 builds and evaluates the performance model. Section 8.3 applies the
model to evaluate the assumptions discussed in Section 6.

8.1 Benchmarking proxy application
In this section, we benchmark the proxy application to determine which factors impact perfor-
mance.

8.1.1 Setup
In this section we benchmark the three steps of the setup phase. The four key steps are image
load, partitioning, border resolution and scheduling.

Image load

The image is loaded by the main rank from a network location. It is the most expensive op-
eration, but it is important to note that it is not optimized in any way. The image format was
chosen to be human readable and not optimized for speed. Figure 8.1 shows how it scales with
the image size, and thus the file size. We do not attempt to determine how much of the loading
times that is network versus compute time.

Partitioning

The partitioning is mainly influenced by two factors. We see that the grid partitioning has a
fixed overhead which is not significantly impacted by the input size.

The recursive bisection on the other hand is affected by input size and the depth. From
Figure 8.2 we see that the depth influence appears to be negligible.

Border resolution

Figure 8.3 shows the time to determine the border exchanges for two different lattice sizes as
the number of sections increase. We see that the size of the lattice impacts the time, but that the

37



Figure 8.1: The load time of the image as it scales with the image size. Note the scale in the upper
left-hand corner.

(a) Grid partitioning (b) Recursive partitioning on 400x400 input

(c) Recursive partitioning on 400x400 input

Figure 8.2: Times for partitioning. Note the difference in y-axis scales, and the scale in the upper
left-hand corner.
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Figure 8.3: The time to determine border exchanges as section count increase. Note the scale in the
upper left-hand corner.

number of sections does not contribute to the time.

Scheduling

The time to schedule the sections onto ranks for the three scheduling methods are shown in
Figure 8.4. We see that the time is negligible for both round robin and greedy based on size.
However, the time is significant for the model based. This is in large due to the fact that it must
iterate the entire lattice in order to assign costs.

8.1.2 Computation
In this section we characterize the performance of the steps of the compute kernel.

Parallel model and section size

We start by investigating how the number of sections impact the compute performance. As
described in Section 4.6 we consider three different parallel models.

• MPI - This model relies only on message passing

• MPI+DataParallel - This model parallelize the computation of the points in each section.

• MPI+SectionParallel - This model parallelizes the computation of sections. Each core
processing a single section.

Figure 8.5 show MPI, MPI+DataParallel and MPI+SectionParallel for both one and two
ranks on a single node. When using two ranks, processes, each rank has access to 10 cores.
When using a single rank, it has access to all 20 cores. We study this variation as we expect the
NUMA regions to impact performance.

The y-axis shows the computation time in nanoseconds. All runs use a lattice with 4000x
4000 fluid points. The tested section counts all evenly divide the lattice dimensions. We see that
for all sections shown, the data parallel version performs the best. We see that we need at least
two sections to utilize two ranks across all configurations. However, only MPI+DataParallel
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(a) Round robin (b) Greedy based on size

(c) Greedy based on model parameters

Figure 8.4: The time to schedule sections onto ranks for: round robin, greedy scheduling based on size,
and greedy scheduling based on model weights.

40



(a) Scaling for small number of sections (b) Scaling for large number of sections

(c) Scaling for large number of sections. Only MPI-
+DataParallel and MPI+SectionParallel plotted.

Figure 8.5: The compute times of different configurations. Green is MPI, blue is DataParallel, red is
SectionParallel. Dashed with cross is single rank, solid with triangle is two ranks.

is able to fully utilize all cores for low sections counts. Once the section count is 20, we see
MPI+SectionParallel reaching the same performance.

When we take this to very small sections we see that eventually, the overhead of fan out/in
for each section is noticeable for the MPI+DataParallel, while the MPI+SectionParallel stays
constant, with little performance penalty for small sections. Figure 8.5 shows the scaling to
10.000 sections (40x40 lattice points). The performance penalty of many small sections is more
pronounced for the single rank configuration where all 20 cores are used for each section.

8.2 Model Validation

In this section, we validate the models ability to predict the runtime of the proxy application.
Section 8.2.1 reviews the computational model. Section 8.2.2 reviews the communication mod-
els described in Section 5.3. Finally, Section 8.2.3 evaluates the accuracy of computation and
communication together.
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(a) Collision (b) Propagate

Figure 8.6: Green line show the time when force is applied to all points. Red line does not have force
applied to any points.

Parameter Value [s/lattice point]
Cfluid 9.28023964e-09
Csolid 8.53028999e-09
Cpropagate 2.54048376e-09

Table 8.1: Compute model parameters on Idun

8.2.1 Computational model

The computational model estimates the running time of the propagation and collision steps
of the LBM method. In this section, we review the experiments conducted to validate the
computational model described in Section 5.2.

From the tests in Section 8.1.2 we found the data parallel to be on par with other solutions
except for a high number of small regions. We determine to use the MPI+DataParallel version,
as this is most likely to perform well across a range of configurations. If we were to use a large
number of small sections, we could instead use the MPI+SectionParallel configuration. In this
case, we would determine compute parameters for that configuration as well.

Figure 8.6 show the compute time, for varying percentage of solid to fluid lattice points, with
force applied to all points and no points. We find that both force, and point type are significant
for the computational time. We see that only solid points with force is equal to only fluid points,
but with no force. The model in this work does not include this factor, but the model could be
extended with an additional parameter, and fitted using the same method.

Using the method described in Section 7.3 we determine the parameters of the compute
model to be as shown in 8.1.

8.2.2 Communication model

Depending on the input size, relatively little time is spent in communication compared to com-
pute. The communication phase does, however, impact performance in two important ways.
While partitioning the input into many small sections can enable better balancing, it also in-
creases the need for border exchange. Additionally, the communication effectively synchro-
nizes all ranks. Because of this, the communication time is in large the synchronization time.
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(a) Fit for 400x400 lattice points

(b) Fit for 4000x4000 lattice points

Figure 8.7: Compute model parameter fit
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Start End α β
0 65536 1.1975672273539768e-06 2.1076591315635432e-10
65536 +inf 7.8348843121862e-11 5.735000605451329e-07

Table 8.2: Model parameters for intra node communication on Idun

Start End α β
0 8192 3.143603959120105e-06 3.1255977885458683e-10
8192 32768 5.195300855509677e-06 1.2879242631433513e-11
32768 131072 1.381784036151631e-07 1.6183214427981522e-10
131072 +inf 9.000180299942776e-05 2.0385484230679632e-10

Table 8.3: Model parameters for inter node communication on Idun

In this section we review the communication models described in Section 5.3 and evaluate if
they are able to capture the synchronization as well as accurately capture the impact of many
sections of the communication time.

Hockney

Figure 8.8 shows the communication times for eight ranks running on four nodes. Each row
i show communication tests originating from rank i. Columns correspond to process i + 1.
We find two distinct communication patterns. They are the inter and intra node times. The
Hockney model parameters derived from these measurements are listed in Table 8.2 for intra
node communication and Table 8.3 for inter node. Since the interconnect effectively is a star,
and all nodes are equal, we only determine parameters for inter and intra node, rather than for
every pair.

LogGPS model

As described in Section 7.1.3 we use the ofa fabric instead of using the default DAPL interface
of Intel MPI. Figure 8.9b show the communication time for the w0 case on Idun. Figure 8.9a
show the case for intra node communication. From the two graphs we see the S at 256kB.

The LogGPS parameters for intra and inter node on Idun is shown in Table 8.4.
What we see there is that the LogGPS measurement procedure does not work well for

the intranode case. While intra node communication still used MPI it does not use the ea-

Intranode Internode
s, S 1024, 264144 2048, 262144
L -3.7721341976527483E-07 1.07691911298802E-06
o’ 5.7322726392455359E-07 9.1712012742516981E-08
o s 2.8705119913329383E-10 2.0590874495359647E-10
o r -1.499123815304E-10 -6.7664361390937842E-12
g s 1.5755309856477086E-10 4.9346921813160516E-10
g l 1.5093994794941992E-10 6.6792565312476043E-12

Table 8.4: LogGPS parameters for intra and inter node
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Figure 8.8: Communication matrix for 4 nodes on idun, with two ranks on each. We find the communi-
cation times are similar for all internode and intra node communication

(a) LogGPS benchmark intra node (b) LogGPS benchmark inter node

Figure 8.9: Communication times for a LogGPS benchmark with w = 0.
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ger/rendezvous transfer mechanisms. Instead a copy through shared memory is used. This
makes the transfer progress in a way that causes the L to become negative. We also see that the
measurement of or becomes negative for both inter and intra node.

Communication model accuracy

We evaluate the accuracy of the communication predictions by inserting a barrier before the
communication. This will not perfectly synchronize the processes, but sufficiently to assume
equal starting time. The actual versus predicted time using the Hockney and LogGPS model for
a single rank (rank 0) for the following configurations are shown in Figure 8.10. All configura-
tions are run with two nodes with two ranks per node.

• Quarter geometry

– Four sections of size 400x400 per rank - Grid partitioning

– One section of size 800x800 per rank - Grid partitioning

– One section per rank, balancing fluid in each section

• Moffatt geometry

– Four sections of size 400x400 per rank - Grid partitioning

– One section of size 800x800 per rank - Grid partitioning

– One section per rank, balancing fluid in each section

We see that the predicted time is underestimated by both models, but the LogGPS model
does provide slightly better estimations than the Hockney model. We see that the grid partition-
ing behaves the same way, and that increasing the number of sections also increases the actual
communication time by a factor of four. This leads us to believe that the communication may
be dominated by send and receive overhead, rather than bandwidth.

Both configurations 1 and 4 and 2 and 5 have the same number of sections of the same size.
However, configurations 3 and 6 are partitioned according to balancing fluid points in each
section. Because of this, configuration 6 receives a larger section than configuration 3, and we
see that the result is longer communication time. However, it is not possible to determine if it
is caused by bandwidth or larger sending overhead.

This effect could also be due to contention, as many messages are posted at the same time.
This effect can be countered by the network, as multiple consecutive small messages in Infini-
band networks has a lower cost. This is modeled and described in the LogfP model[20].

While we see that the models underestimates the communication times with what may ap-
pear as a constant, we do not want to determine such a constant and multiply by it. This is
because one of the important aspects of the model is to capture the synchronization time, which
cannot be multiplied by such a constant.

8.2.3 Complete run
To predict the time of the application, we use the simulator developed and simulate an iteration
of the program, this is the predicted value. We compare the predicted value with the average of
all iterations of an actual run. We call this average time for each rank the actual time.
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Figure 8.10: The communication time for the described scenarios versus actual.

Figure 8.11: Predictions for both Moffatt and quarter for grid and recursive partitioning with 4 processes
on 2 nodes.

We predict the time of each rank for a few different configurations. The result of this is
shown in Figure 8.11. The x-axis show multiple runs. For each run, the predicted time per rank
is shown as individual bars to the left of the marker. The four bars to the right of each marker
indicate the actual time for each rank. Each bar consists of collision shown in blue, border
exchange shown in green, and propagation shown in red.

One flaw of the simulation is that we only simulate a single iteration. The effect of this
is that the predictions shown in Figure 8.11 are most accurate for the slowest rank. For other
ranks, the synchronization time is underestimated. Simulating multiple iterations can reduce
this error.

We see that while while we do not capture the communication time, we capture the synchro-
nization cost and identify the overall time of an iteration. For the runs shown in Figure 8.11, the
average prediction error was 20.08%
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(a) Quarter fluid (b) Half fluid (c) Three quarter fluid

Figure 8.12: Three sample geometries illustrating imbalanced loads. Black is solid, white is void.

8.3 Performance optimizations
In this section we review the results above and their impact to the characteristic described in
Chapter 6.

8.3.1 Porosity as proxy for balance
Using the model, we can identify a key observation. In Section 6.3.1 we identified the as-
sumptions underlying different section costs and thus partitioning. From the model parameters
found above, we find that Cfluid > Csolid. This is contrary to the traditional grid partitioning
assumption, and the analytical assumption. To illustrate the consequences of this, we define
three sample geometries shown in Figure 8.12. For each of the three geometries, we apply four
different configurations.

• Grid partitioning into 4 sections

• Grid partitioning into 16 sections

• Recursive balanced partitioning using the analytical parameters

• Recursive balanced partitioning using model parameters

All four configurations use round robin scheduling. Figure 8.13 shows the predicted time
versus the actual time for each of these configurations and geometries.

Using many sections, and distributing these across the ranks (second configuration) does
improve the balance in this case, but at the expense of increased communication. The slight
increase in propagation caused by the increased number of sections is also outweighed by the
improved balancing. For all three configurations, we also find that using the analytical assump-
tion (the third from the right and tallest set of bars) as a partitioning strategy creates highly
unbalanced workloads and leads to the slowest iteration time. Using a balanced partitioning
strategy that uses model weights however shows the best performance across all samples.
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(a) Quarter fluid (b) Half fluid

(c) Three quarter fluid

Figure 8.13: For each plot, predicted and actual time for the four configuration described. Input size is
4000x4000 and four ranks on two nodes.
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Chapter 9
Conclusion

In this thesis, we have reviewed characteristics of porous media, and evaluated their potential
application to improve performance of a lattice Boltzmann simulation. We state three potential
assumptions on the relationship between the computational cost of fluid and solid points and
determine their impact on performance though modeling of a proxy application.

We develop a performance model and simulator that predict the iteration with an error of
20.08% for complete runs. While we do not produce accurate communication time prediction,
we capture the synchronization cost of the border exchange step of the application. We suspect
this is the result of multiple factors, with mainly the overhead of MPI calls being underesti-
mated. There are also potential effects of contention. For many configurations, the communi-
cation time is sufficiently small for this to have little impact.

We find that predicting performance of real applications is still a difficult task. While many
models are proposed and shown to be effective on select applications, they are often not ap-
plicable to real world applications. Many models may only support one or a few concurrent
transfers or support only blocking send and receive operations. In the case they support multi-
ple concurrent, they may be targeted specifically at only small concurrent messages. Publicly
available simulators are often trace-driven, which reduces the potential for exploring design
through models rather than implementation.

The analytical model is able to reveal performance potential, though we can not realize this
potential without relating the model to the application. The analytical model predict porosity to
impact performance. However, partitioning based on the analytical model reduces performance.
This is predicted by the application model and verified in runs of the application. Using the
model parameters, which determine the relative difference of the cost of fluid and solid points
to be 10%, we are able to extract the performance potential identified by the analytical model.

We find that while analysis of the underlying physics of the application can reveal potential
for optimization, we cannot rely on analytical assumptions to provide speedup. However, us-
ing a model we can predict the impact of such changes, and realize the expected performance
improvement.

Future work
In addition to the porosity, we identified other potential characteristics of porous media. While
the proxy application in this work only considered solid and fluid points, we can also identify
internal points. These points are the points that do not neighbor any fluid points, and thus do
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not need to be computed for either propagation nor collision. In future work, exploring such an
optimization and how it increases performance given the number of grains and grain size is a
potential avenue for further study.

The partitioning and scheduling techniques in this thesis can be extended to improve perfor-
mance on heterogenous clusters. The balanced partitioning can be extended to create sections
with a balance determined by the compute node resources as well as the model. The greedy
scheduling can also be extended to schedule according to per node performance. Further, we
can explore dynamic scheduling and redistribution of the sections during runtime.
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