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Department of Mechanical and Industrial Engineering (MTP), NTNU, from December
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Summary

The advancements in computing has made it possible to carry out integrated simulation
of complex multiphysical systems, to better evaluate system performance and safety. The
discipline of multiphysical simulation, though well established in many domains, is not
used as extensively in the analysis of ocean engineering systems, which even in their
simplest applications, is highly multiphysical and interdisciplinary.

One factor that limits the of use of multiphysical simulation techniques in the analysis
of offshore systems is the lack of mutiphysics capabilities in hydrodynamics simulation
software, and vice versa.

This thesis presents the efforts and results in the direction of implementing such
a multiphysical approach in the ocean engineering domain, and thereby encompasses
facets such as the development of Modelica component models to constitute an Ocean
Engineering Library for OpenModelica, a popular open-source multiphysics software; and
the formulation of a co-simulation interface between Simulation X, a commonly used
commercial multiphysics software, and OrcaFlex, a popular commercial ocean engineering
software.

Being an article based thesis, the project scope is divided into parts, and each part is
dealt with in an article along with the relevant theory. The first chapter introduces the
project, and details the arrangement of the thesis.

In the first article, preliminary results from the multiphysical simulation of a rep-
resentative ocean engineering system in OpenModelica is compared with those obtained
using OrcaFlex, as an indicator of the possibilities of implementing such a multiphysical
approach. A detailed description of the theory behind the development of component
models to simulate regular and irregular waves, and depth-varying current is presented
in the second article, while the response of non-diffracting floating objects, and mooring
response based on the quasi-static approach, is presented in the third article. The third
article also brings out the limitations of the quasi-static approach in the simulation of
mooring forces.

The fourth article describes the lumped-mass approach to simulation of mooring line
dynamics, while the fifth article deals with the development of Modelica component-
models for subsea cable dynamics based on the lumped-mass approach.

The sixth article lays the foundation for the future development of Modelica component-
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Summary

models for simulating the hydrodynamics of larger objects, where wave diffraction and
radiation effects are significant, by presenting a Python code for the evaluation of the
frequency dependent hydrodynamic coefficients.

The seventh article is concerned with the development of a co-simulation methodo-
logy for riser analysis and presents a co-simulation interface between SimulationX and
OrcaFlex.

The last and eighth article compares the results of a multiphysical simulation, based
on the above co-simulation methodology, of a planned riser disconnect procedure with
field measurements, and demonstrates the possibilities that open up.

The conclusion section sums up the contributions of the present work and suggests
avenues for future research in the domain.
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Chapter 1

Introduction

The Research Council of Norway is a national strategic body for research. It manages
research funding from all of the Norwegian ministries, and allocates funds to basic and
applied research and innovation within all fields and disciplines.

The Research Council of Norway provides long-term funding to the Centre for Research-
based Innovation (SFI). The scheme promotes innovation through close cooperation
between R&D intensive companies and prominent research institutions. The Center for
Offshore Mechatronics (SFI-OM), (sfi.mechatronics.no), is a third generation SFI cen-
ter established with the aim of developing advanced offshore mechatronic systems for
autonomous operation and condition monitoring of offshore equipment and systems.

Work Package 4 (WP4) of the SFI-OM project is concerned with modelling and sim-
ulation, and Prof. Olav Egeland, from the department of Mechanical and Industrial En-
gineering (MTP), NTNU, was designated the work-package leader. Sub-package WP4.1
is concerned with the simulation of multiphysical systems in offshore operations, and
Assoc. Prof. Christian Holden, from MTP, NTNU, was assigned the responsibility of
guiding the PhD candidate in research. Dr. Ronny Sten, senior simulation engineer from
National Oilwell Varco, the industrial partner in WP4.1., was assigned as a co-supervisor
to the PhD candidate. Subsequently the call for application for the PhD position was
issued [Appendix A], and the author was selected to fill the position.

1.1 Background and motivation

Ocean-engineering systems, even in their simplest applications, are highly multiphysical
and interdisciplinary.

The hydrodynamic response of the ocean platform has a considerable influence on
the performance of on-board systems, which are in all cases multiphysical. Most, if not
all, commercial and open-source hydrodynamic software do not have multiphysics cap-
abilities, or interfacing capabilities that allow for the simulation of the whole system in
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1. Introduction

an integrated fashion. Similarly, most, if not all, multiphysics simulation software do not
have hydrodynamics capabilities that allow for the simulation of the ocean engineering
system in its entirety. At present, either the hydrodynamic component, or the multiphys-
ics component, is simplified and included as a sub-component to carry out integrated
simulations. This simplification, however, has a bearing on the simulation results.

The development of capabilities that allow for fully integrated simulations are relevant
from the aspects of both the newly emerging domains of offshore wind, open-ocean based
aquaculture, wave energy conversion, and ocean mining, and the conventional offshore
oil and gas industry.

1.2 Identification of research potential

In this section, we discuss the identification of the broader scope of the project.

1.2.1 Development of OpenModelica component-models

In the case of the emerging domains such as wave energy conversion, ocean mining, etc.,
it is the high cost associated with experimental analysis of ocean engineering systems,
the low rate of return on investments compared to conventional oil and gas, and heavy
dependence of system design synthesis to system response, that necessitates the devel-
opment of integrated simulation capabilities, especially in the open-source format.

Modelica is an object-oriented, declarative, multi-domain modelling language for
component-oriented modeling of complex systems. It is developed by the non-profit Mod-
elica Association, which also develops the free-to-use Modelica Standard Library.

The commercial implementations of Modelica include Dymola from Dassault Systemes,
Simulation-X from ESI ITI Gmbh, MapleSim from Maplesoft, JModelica from Modelon
AB, and Wolfram SystemModeler from Wolfram Research.

The only open-source Modelica-based modelling and simulation environment intended
for industrial and academic usage is OpenModelica. The non-profit organization, Open
Source Modelica Consortium (OSMC), supports its long-term development, and OMEdit
is an open-source graphical user interface (GUI) that functions as the front end for the
OpenModelica environment.

The Modelica Standard Library contains about 1600 model components and 1350
functions from the electric, electrical, mechanical, fluid, and control engineering domains.
Both the commercial and open-source Modelica simulation environments have been ex-
tensively used by the industry, especially in the automotive sector, to carry out complex
multiphysical system simulations.

Inspite of the many advantages that Modelica has to offer, its utilization in the offshore
domain has been minimal. One of the reasons behind this could be the lack of Modelica
component-models to simulate waves, currents, hydrodynamic loads, mooring loads, etc.

10



1.3. The arrangement of this thesis

It was suggested that the development of component-models to constitute an Ocean
Engineering Library for OpenModelica would be beneficial to both academia, and the
rapidly emerging non-conventional offshore industry.

1.2.2 Development of co-simulation interfaces between
domain-specific commercial software

With the current outlook in the oil and gas industry pointing to brent crude-oil prices
of around USD 109 per barrel in 2040 [17] when the cheap reserves of oil are expected
to run out, the main focus of offshore field development in the foreseeable future would
be to lower capex and opex costs. The pre-2014 trend of over-design is being stripped
away from offshore projects and the industry is now witnessing a trend where operators
are making deep-water projects more competitive to be economically feasible at crude
oil prices of around USD 50 per barrel [22].

The large degree of conservatism incorporated into conventional analysis methods
result in a smaller operability envelope, thus driving up offshore project costs. Hence,
better methods of analysis that aid in maximizing the operability envelope, with minimal
increase in risk, is the need of the hour. Under the prevailing requirement to maximize
operability, there is an increased possibility of drift-offs of the dynamically positioned
(DP) vessel under harsher environmental conditions necessitating more frequent and
quicker Emergency Disconnect Sequences (EDS).

Contemporary coupled riser analysis does not consider the multiphysical model for
the hydro-pneumatic riser tensioner system. Instead, linear or non-linear springs are used
to model the response of the tensioner cylinders. Riser tensioner systems are a part of the
product portfolio of NOV, and it was suggested that the development of co-simulation
methodologies to enable the multiphysical simulation of the platform, riser, and riser-
tensioner system by interfacing the commercial riser analysis software, OrcaFlex, and the
commercial multiphysics software SimulationX, would be of interest to the industry, in
addition to providing benefits to academia.

1.3 The arrangement of this thesis

The remainder of this work is arranged as follows:
Chapter 2 deals with the basics, for the benefit of those unfamiliar with marine hy-

drodynamics and/or multiphysical modelling. Knowledge of the contents in this
chapter is also required to better comprehend the details in the project description
and the theory sections of the articles in the subsequent chapters.

Chapter 3 describes the aims of the project, in the light of the information given in
the earlier chapter. It also describes correlations between the different articles that
constitute this thesis, and the project objectives.

11



1. Introduction

Chapter 4 presents articles dealing with the concept of developing a dedicated Ocean
engineering standard library for OpenModelica. In particular, it deals with the de-
velopment of component models for simulating waves, currents, the hydrodynamic
response of small floaters, and for quasi-static catenary moorings.

Chapter 5 presents articles dealing with the implementation of the lumped-mass method
in the Modelica environment to simulate the dynamics of sub-sea cable structures.

Chapter 6 presents an article dealing with the implementation of the boundary-element
method to determine frequency dependent hydrodynamic parameters associated
with larger floating objects, where wave diffraction and radiation effects are signi-
ficant.

Chapter 7 presents articles dealing with the implementation of the co-simulation meth-
odology to link OrcaFlex and SimulationX, to carry out the multiphysical simula-
tion of the riser–riser-tensioner–platform system.

Chapter 8 draws up conclusions based on the work presented by the articles in the
preceding chapters, presents the scientific and academic contributions realized by
the current research, and gives an outline for further research in this direction.

12



Chapter 2

Background Theory

The two classical theories dealing with the hydrodynamic response of floating objects
are:

Maneuvering theory which deals with the study of a ship moving in calm water, and,

Seakeeping theory which deals with the motion of ships, at zero or constant speed
and heading, interacting with waves.

In conventional offshore operations, we are mostly concerned with seakeeping prob-
lems, formulated using the seakeeping axes. For more information, see [11, pp. 8–12].

2.1 The co-ordinate systems

The different coordinate systems used in seakeeping analysis are explained in Figure 2.1.

{n}

xn

yn

zn

{s}

xs

ys

zs

{b}
xb

yb

zb

The inertial
reference 
frame

The translatory
seakeeping reference frame
fixed to theequillibrium
state

The body-fixed
reference frame
oscillating about
the seakeeping
reference frame
along the 6 DoF's

U
Average 
forward speed

Figure 2.1: Coordinate systems used in seakeeping analysis. Adapted from [11, Figure
1.6].
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2. Background Theory

2.2 The seakeeping problem

The general problem to be solved is the equation of motion for a floating object with
six degrees of freedom (DoF), in the presence of environmental and operational loads, as
shown in Figure 2.2.

Waves

Wind

Current

Thruster

Propeller

Rudder

Operational

Figure 2.2: Loads on a floating object

The environmental loads are the loads due to wind, waves, current, and other ex-
ternal loads, while operational loads are loads arising due to the operations being carried
out, e.g., thruster loads from the dynamic positioning (DP) system, the crane load, etc.
Though not exactly correct, for the ease of comprehension, the equations of motion for
a 6 DoF object, formulated in the Newton–Eularian from, may be expressed by the
pseudo-differential equation [11, p. 12]

[MRB +A(ω)]ẍ+ [Bv +B(ω)]ẋ+ Cx = Fw(ω, β) + Fc + Fa + Fo, (2.1)

where M is the mass/moment of inertia matrix, A(ω) is the frequency dependent added-
mass matrix, Bv is the viscous damping matrix, B(ω) is the potential damping matrix,
C is the stiffness matrix, and x is the displacement vector with respect to the seakeeping
frame. Further, Fw(ω, β) is the wave load where β is the angle of incidence, Fc is the
current load, Fa is the wind load, and Fo represents the operational loads.

The frequency dependence of added-mass and potential damping terms are associated
with the fact that the added-mass arises due to the inertia of the fluid mass that is set in
motion due to the movement of the body, while the damping is caused due to dissipation
of energy from the system by the radiation waves generated by the motion of the body
in the fluid. A more detailed description of the frequency dependence of these terms can
be found in Sec. 2.3 and 2.6.
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2.3. The wave-body interaction problem

The current loads and the aerodynamic loads may be approximated as drag and
applied as point loads on the centroid of the drag area, while operational loads may be
applied as point or distributed loads obtained from the dynamic analysis of the sub-
system modelling the operation, e.g., the thruster force being applied as a point load
based on a model for the thruster.

The determination of wave loads is not so straight straightforward, and for a better
understanding we need to look at the wave-body interaction problem.

2.3 The wave-body interaction problem

The description of the wave-body interaction problem given below is based on the subject
matter of [19, Sec. 6.15] and [9, p. 39].

Consider an object floating on the surface of a semi-infinite body of water bounded
only by the free surface. In calm water, the buoyancy, which is the hydrostatic pressure
integrated over the wetted surface of the body, keeps the body afloat.

If we now consider a progressive monochromatic wave traversing the free surface
and interacting with a floating object, we observe that the object begins to respond
to the wave. The response of the object is brought about by the fluctuation of the
fluid pressures on the wetted surface due to the motion of the fluid, and this pressure
component is referred to as the hydrodynamic pressure. After the initial transients die
out, these responses attain a steady state, and the object begins to oscillate in its 6 DoFs
with a response frequency equal to the incident wave frequency.

The presence of the object scatters the incident waves, and this phenomena causes
the diffraction of the incident wave. The motion of the object in the fluid also generates
surface waves, called radiation waves that originate at the interface between the body
and fluid surface, and propagate away from the body. Both the scattered and the radiated
waves exhibit amplitude decay, and die out at a distance away from the object.

Figure 2.3 represents the behaviour of the free surface and the object, frozen in time.

Far-field Near-field Far-field

Incident wave field modified 
by the presence of the 
diffracted and radiated waves

Radiated and diffracted waves
die out and the flow field is 
defined by the incident wave
field

Radiated and diffracted waves
die out and the flow field is 
defined by the incident wave
field

Body free to move in its
6 DoF

Figure 2.3: Wave–Body Interaction

15



2. Background Theory

The hydrodynamic pressure originates due to the flow of the fluid, and hence we
progress to discussions on fluid flows.

2.4 Fluid flows

The subject matter discussed in this section may be found in any basic fluid mechanics
book, e.g., [3].

The two methods of describing fluid motion are [3, Ch. 5]:
Lagrangian Method A single fluid particle is followed as it traverses the flow domain,

and its velocity, acceleration, pressure, density, etc. are described.

Eulerian Method The properties of a fluid are described at a point in the flow domain.
The Eulerian method is commonly used in fluid mechanics problems.

2.4.1 Types of flows

Fluid flows may be classified as [3, Ch. 5]:
Steady flow Fluid characteristics like velocity ~u, pressure p, density ρ, etc., at any point

~x = xî+ yĵ + zk̂, do not change with time, i.e.,

∂~u

∂t

∣∣∣∣
~x

= 0,
∂p

∂t

∣∣∣∣
~x

= 0,
∂ρ

∂t

∣∣∣∣
~x

= 0

Unsteady flow The fluid characteristics at any ~x change with time, i.e.,

∂~u

∂t

∣∣∣∣
~x

6= 0,
∂p

∂t

∣∣∣∣
~x

6= 0,
∂ρ

∂t

∣∣∣∣
~x

6= 0

Uniform flow The instantaneous fluid velocity do not change in magnitude or direction
when evaluated at any point in the fluid domain, i.e.,

∂~u

∂~x

∣∣∣∣
t=t1

= 0

Non-uniform flow The instantaneous fluid velocity changes either in magnitude or
direction when evaluated at any point in the fluid domain, i.e.,

∂~u

∂~x

∣∣∣∣
t=t1

6= 0

Rotational flow The fluid particles rotate about their centres of mass as they traverse
the domain.
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2.4. Fluid flows

Irrotational flow The fluid particles do not rotate about their centre of mass as they
traverse the domain.

The xyz rotation components ωx, ωy, ωz, for a flow with velocity ~u = uı̂+v̂+wk̂,
is given as

ωx =
1

2

(
∂w

∂y
− ∂v

∂z

)
, ωy =

1

2

(
∂u

∂z
− ∂w

∂x

)
, ωz =

1

2

(
∂v

∂x
− ∂u

∂y

)
(2.2)

The flow is irrotational if ωx = ωy = ωz = 0.

Laminar flow Fluid particles move in parallel paths in layers, such that the path of
individual particles do not cross.

Turbulent flow Fluid particles move in a random manner and cross each other’s paths
resulting in rapid and continuous mixing of the fluid, leading to momentum transfer
between the particles.

2.4.2 Forces on fluids and the equation of motion

The forces acting on a fluid in motion are [3, Ch. 6]:

• Gravity force (Fg) due to the weight of the fluid

• Pressure force (Fp) due to the pressure gradient within the fluid domain

• Viscous force (Fv) due to viscosity

• Turbulent force (Ft) due to turbulence

• Surface tension force (Fs) due to surface tension

• Compressibility force (Fe) due to the elastic property of the fluid

Considering mass M of fluid in motion moving with an acceleration a, the equation
of motion can be formulated based on Newton’s second law as

Ma = Fg + Fp + Fv + Ft + Fs + Fe.

When the effects due to some of the above forces are negligible, we get:

Reynolds’ EoM When the effects of surface tension and compressibility are negligible;
Ma = Fg + Fp + Fv + Ft.

Navier–Stokes EoM When the effect of turbulence is also negligible; Ma = Fg +Fp+
Fv.

Euler’s EoM When the effect of viscosity is also negligible; Ma = Fg + Fp.
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2. Background Theory

2.5 The assumptions in ocean wave mechanics and the
existence of the velocity potential

Ocean waves generated by homogeneous wind fields are described by plane waves, in
which surfaces of constant phase are planes. Hence, the waves are assumed to be propagat-
ing in one direction, say the x direction, and no-flow conditions are assumed appropriate
for velocities in the y direction [6, p. 51]. Hence, the incident waves are considered to be
plane waves.

Influence from surface tension is only relevant for wave lengths much smaller than
those considered in the sense of ocean waves [24, p. 43], and hence surface tension effects
can be neglected in the case of ocean waves.

Compressibility of water is a negligible 4.6 × 10−10 Pa−1, and hence compressibility
effects can be neglected in the case of surface gravity waves on water [1, p. 35].

The Reynolds number Re =
UL
ν , where U [m/s] is velocity of flow, L [m] is the wave

length, and ν [m2/s] is the kinematic viscosity, is the ratio of inertial to viscous forces. The
kinematic viscosity of water at typical ocean temperature is 1−6 m2/s, while the velocities
encountered are the order of 10 m/s, with flow structures on the scale of meters or more.
Hence, the Reynolds number is very large and viscous forces may be neglected. This
means that ~ω is zero, and hence the flow may be assumed to be irrotational [1, p. 37].

The impact of these assumptions is that the motion of the fluid is now governed
by the Euler’s equation of motion, with the assumption of irrotationality implying the
existence of the scalar velocity potential [13, p. 40] Φ such that

~u = ∇Φ. (2.3)

Here, the vector differential operator ∇ = ı̂ ∂
∂x + ̂ ∂

∂y + k̂ ∂
∂z .

2.6 The diffraction-radiation problem

Picking up on our discussions on the wave-body interaction problem in Sec. 2.3, if we
assume that the displacements of the floating body with respect to the seakeeping co-
ordinate system is small, and that the wave loads are linearized, then the whole effect
of the wave interacting with the floating object can be expressed as the sum of the
diffraction effects and the radiation effects [9, p. 39], as shown pictorially in Figure 2.4.

Each wave, viz. the incident wave, the scattered wave, and the six radiation waves,
causes respective variation of fluid pressures on the submerged surface of the body. The
loads exerted by each wave can be determined by integrating the respective hydrodynamic
pressure along the wetted surface of the body. Thus, we define:
Froude–Kriloff Loads The hydrodynamic loads associated with the undisturbed in-

cident wave on the body which is held fixed at its equillibrium position, assuming
that the presence of the body does not change the incident wave field.
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2.7. The boundary value problem for the velocity potential

Uni-directional incident waves Uni-directional incident waves

Multi-directional scattered waves

Fully restrained body

The Diffraction Problem

The Radiation Problem

Forced oscillation of body along its 6 DoFs

Each mode of oscillation produces
a unique radiated wave

Unrestrained body in 
incident waves

The Wave-Body Interaction
Problem

Figure 2.4: The Diffraction–Radiation Problem. Adapted from [9, Fig. 3.1]

The Diffraction Loads The hydrodynamic loads associated with the scattered wave
on the body held fixed at its equillibrim position.

Added-mass Loads The part of the hydrodynamic loads associated with the radiation
waves that is proportional to the acceleration of the body.

The Damping Loads The part of the hydrodynamic loads associated with the radi-
ation waves that is proportional to the velocity of the body.

The Froude–Kriloff and Diffraction loads together constitute the wave excitation loads
Fw(ω, β), while the added-mass and damping loads give the A(ω) and B(ω) matrices.
These terms may then be plugged into the equation of motion (2.1), to determine the
body response.

The hydrodynamic pressures associated with the incident, scattered, and radiated
waves, can be determined from the respective velocity potentials by the use of the
Bernoulli equation (2.11), which relates the fluid pressures and velocity potentials.

2.7 The boundary value problem for the velocity potential

The velocity potential associated with the incident, scattered, and radiated waves can
be determined by solving the governing equation subject to the associated boundary
conditions.

2.7.1 The governing equation

The two starting principles for the derivation of the equations of fluid mechanics are the
conservation of mass and the conservation of momentum.
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2. Background Theory

Balancing the mass influx of an incompressible fluid, through the bounding surfaces
of a fixed control volume, with the internal change of mass associated with the volume,
and taking the infinitesimal limits of this control volume, leads to the equation for con-
servation of mass for an incompressible fluid [6, pp. 7–10],

∇ · ~v = 0 in Ω, (2.4)

where, Ω is the fluid domain.
If we consider the definition of the velocity potential given by (2.3) in the above

equation, we get

∇2Φ = 0 in Ω, (2.5)

which is the well known Laplace Equation.
The principle of superposition is valid for solutions of the Laplace Equation [16, p. 60],

and hence the total potential Φ(~x, t) may be expressed as [10, Eq. (11)]

Φ = Φ0 +Φ7 +

6∑
j=1

Φj , (2.6)

where Φ0 is the incident wave potential, Φ7 is the scattered wave potential, and Φj , j ∈
{1, 2 . . . 6} are the radiation potentials.

The task at hand, therefore, is to select solutions for the velocity potential Φ that
satisfy certain conditions at the domain boundaries, as depicted in Figure 2.5.

Far-field Near-field Far-field

Body free to move in its
6 DoF about its mean 
position   

   ∆ 2 Φ=0

Body 
boundary conditionGoverning equation

n
ᴧ

Bottom boundary condition

Free surface 
boundary condition

Far field 
boundary condition

Far field 
boundary condition

Figure 2.5: The BVP for the total velocity-potential

The formulation the boundary conditions follow.

2.7.2 The boundary conditions

The principle of conservation of momentum implies that, in a control volume moving
with the fluid flow, the change in momentum equals the total force acting on the control
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2.7. The boundary value problem for the velocity potential

volume. Since we ignore forces due to surface tension, compressibility, and viscosity, from
Euler’s equation of motion given in Sec. 2.4.2, we get, for an infinitesimal volume,

D(ρ~u)

Dt
= ~Fg + ~Fp, (2.7)

where D
Dt =

∂

∂t
+ ~u · ∇ denotes the material derivative with respect to fluid velocity.

Since the fluid is incompressible, (2.7) gives

ρ
d~u

dt
= −(∇p) + ρ~g. (2.8)

Here ~g = [0, 0,−g]T, is the gravitational acceleration vector. For details, see [6, Sec. 2.2.3].
Considering (2.3) in (2.8) gives

∂∇Φ

∂t
+ (∇Φ.∇)∇Φ+

1

ρ
∇p− ~g = 0, (2.9)

which can be simplified to

∇
(
∂Φ

∂t
+

1

2
|∇Φ|2 + p

ρ
+ gz

)
= 0. (2.10)

Integrating (2.10) gives the Bernoulli equation

∂Φ

∂t
+

1

2
|∇Φ|2 + p

ρ
+ gz = f(t), (2.11)

from which the integration constant f(t) can be eliminated by redefining Φ. For details,
see [6, Sec. 2.5].

Free surface flow is usually considered as a limiting case of two-phase flow in which
the dynamics of one phase are greatly simplified or ignored. In the case of ocean waves,
the velocity field of air is considered zero and a constant atmospheric pressure is assumed
at the air-water interface [24, Sec. 2.1.2], referred to as the free surface.

For the maintaining the equillibrium of the free surface, there should be continuity of
normal stresses over the water-air interface, i.e., the pressure at the free surface equals
the atmospheric pressure. Hence, at the free surface defined by z = η(x, t), (2.11) gives

∂Φ

∂t
+

1

2
|∇Φ|2 + patm

ρ
+ gη = f(t), (2.12)

which is called as the dynamic free-surface boundary-condition (DFSC) [6, p. 48]. Here
patm denotes the atmospheric pressure.

At any physical boundary, either fixed or dynamic, there should not be any flow
across the boundary. This means that the fluid particle at the boundary moves with the
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2. Background Theory

boundary, or in other words, the component of the fluid velocity along the normal to
the surface at any point on the boundary should be equal to the normal velocity of the
boundary at that point.

At the free surface defined by

F (~x, t) = z − η(x, y, t) = 0, (2.13)

the unit vector normal to the surface is n̂ = ∇F/|∇F |.
If the surface varies with time, then the total derivative of the surface with respect

to time would be zero on the surface. In other words, if we move with the surface, then
the surface does not change [6, p. 45].

DF

Dt
= 0 =⇒ ∂F

∂t
+ ~q · ∇F = 0. (2.14)

where ~q is the velocity vector associated with a point on the surface.
Since the fluid particle at a point on the boundary stays there at all times, ~u = ~q on

the surface. Now, (2.14) gives

∂F

∂t
+ ~u · ∇F = 0. (2.15)

If we consider the free-surface given by (2.13), the above equation gives

∂η

∂t
+
∂Φ

∂x
· ∂η
∂x

+
∂Φ

∂y
· ∂η
∂y

=
∂Φ

∂z

∣∣∣∣
z=η

. (2.16)

(2.16) is called the kinematic free-surface boundary-condition (KFSC) [6, pp. 47–48].
If we consider the fixed bottom boundary defined by F (x, y) = z + h(x, y), (2.14)

gives

∂Φ

∂x
· ∂h
∂x

+
∂Φ

∂y
· ∂h
∂y

+
∂Φ

∂z

∣∣∣∣
z=−h

= 0. (2.17)

(2.17) is called the bottom boundary condition (BBC).
At any point on the body surface, the velocity of the fluid equals the velocity of the

body surface, and hence

∂Φ

∂n
=
∂~δ

∂t
· n̂, (2.18)

where ~δ is the position vector of the point on the body surface and n̂ is the unit normal
vector at the body surface, pointing into the fluid domain. (2.18) is called the body surface
boundary condtion (BSC). For details, see [6, Sec. 3.2.2].
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2.8. The incident wave velocity potential

For waves that are periodic in space and time, the following periodicity conditions
apply [6, p. 52]

Φ(x, t) = Φ(x+ L, t), (2.19)
Φ(x, t) = Φ(x, t+ T ). (2.20)

Here L is the wave length and T is the wave period.
(2.19) and (2.20) are not mathematically rigorous. The understanding is that the

velocity potential at two points separated by a distance equal to the wave length, along
the direction of propagation of the wave, are the same. Also, the velocity potentials at
any point in the flow domain evaluated at time instants separated by a wave period are
also the same.

The velocity potential of the scattered and radiated waves should, in addition to the
above conditions, satisfy the far-field boundary conditions

Φ7 = 0, as r → ∞, (2.21)
Φi = 0, as r → ∞, where i ∈ {1, 2 . . . 6}. (2.22)

Here, r is the distance of the field point from the body surface, or in other words, the
norm of ~x. The scattered and radiated waves should also be outgoing, and satisfy proper
amplitude behaviour. Details can be found in [15] and [23].

Thus, the BVP to be solved is the governing equation (2.5) subject to the DFSC
given by (2.12), the KFSC given by (2.16), the BBC given by (2.17), the BSC given by
(2.18), and the LPBCs given by (2.19) and (2.20), and the far-field conditions given by
(2.21) and (2.22).

Unfortunately, seeking a solution to the above BVP is not an easy task due to the
following factors:

i. The DFSC, KFSC, BBC, and BSC contain nonlinear terms, and the presence of
nonlinear terms greatly reduces the chances of finding closed analytical solutions.

ii. The DFSC and KFSC are to be applied at the free surface, whose position is a part
of the solution, and thus unknown.

For these reasons, a number of additional assumptions are introduced, mainly to
obtain a linear system of equations with surface boundary conditions imposed at a fixed
mean position.

2.8 The incident wave velocity potential

The assumption of linearity implies the validity of the superposition principle, and hence,
the irregular sea-surface elevation may be represented as the sum of elevations due to
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2. Background Theory

N constituent regular waves with different frequencies, headings, amplitudes, and with
random phases. In the case of long-crested waves [9, p. 23 ]

η(x, t) =

N∑
i=1

ζ0i cos(kix− ωit− εi), (2.23)

where η is the sea surface elevation at a point x along the wave propagation direction
at time t, ωi is the wave frequency, ki is the wave number, and εi is the phase of the
ith component wave. This extends to all other properties of the wave, viz. the velocity
potential, the wave-induced water particle kinematics, and dynamic pressures.

For a regular wave with amplitude a, with wave length L, in water depth h, it is
shown that the essential assumptions for the linearization are [7, p. 41]

a� h, a� L, (2.24)

Further, the assumption of a horizontal bottom simplifies the solution.
Thus, the BVP for plane, linear, progressive surface gravity waves propagating over

a flat sea bed is simplified to seeking the solution for

∇2Φ0 = 0, in Ω

subject to
i. the linearized DFSC given by

∂Φ0

∂t
+
patm
ρ

+ gη = 0, at z = η(x, t)

ii. the linearized KFSC given by

∂η

∂t
=
∂Φ0

∂z
, at z = η(x, t)

iii. the linearized BBC given by

∂Φ0

∂z
= 0, at z = −h

iv. and the LPBCs given by

Φ0(x, t) = φ0(x+ L, t)

Φ0(x, t) = φ0(x, t+ T )

The solution for the above, along with the procedure for computer simulation of
regular and irregular waves is discussed in detail in Sec. 4.2.

24



2.9. The scattering and radiation potentials

2.9 The scattering and radiation potentials

We make use of the Green’s second identity to arrive at the boundary integral equations
(BIE) for the scattering and radiation potentials, as detailed below.

2.9.1 Sources, Sinks, and Dipoles

With reference to (2.3), the velocity potential of a uniform flow with velocity ~u = uı̂ +
v̂+ wk̂ [m/s], is φ = ux+ vy + wz.

This flow field will be disturbed if a body is introduced into the flow domain, or if the
boundary of the fluid domain changes configuration. From a mathematical view point,
such a change in the flow field can be effected by the consideration of a point which
generates or annihilates fluid mass. Since such points generate or annihilate mass, they
violate the continuity condition, and hence the Laplace Equation, at the points where
they are located, and they are referred to as singularities. Therefore, their presence is
permissible only within the body, or at most on the boundary surfaces, and is not allowed
within the interior of the fluid [19, pp.116–120].

The singularities that generate fluid are called sources, and those that annihilate fluid
are called sinks.

The velocity potential at point P (x, y, z) due to a source of strength m [m3/s], located
at (ξ, η, ζ) is

φ =
−m
4πr

, where r = [(x− ξ)2 + (y − η)2 + (z − ζ)2]1/2. (2.25)

If m is negative, the flux direction is negative, and the singularity is called a sink.
We note that, in the earlier section, we had used η to represent the sea surface

elevation. We use it here again to represent the co-ordinate of the source point to maintain
uniformity with reference texts.

If we introduce a source and a sink of equal strength in a uniform flow U [m/s] along
the positive x direction, with the sink placed downstream, then we observe that the flow
field behaves as if it is flowing past an ovoid, called the Rankine ovoid, as shown in Figure
2.6.

The pressure distribution on the body represented by the Rankine ovoid may now be
determined using the Bernoulli equation, and the hydrodynamic pressure force calculated.

A combination of two equal and opposite sources of strengths ±m, placed at a distance
2a apart, where in the limit, 2a is taken to be infinitely small, and m infinitely great,
such that the product 2ma is finite and equal to µ, is called a dipole of strength µ. The
lines segment considered as drawn in the direction from −m to +m is called its axis.
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2. Background Theory

Figure 2.6: Streaming flow past a Rankine ovoid. Sourced from [19, Figure 4.2]

The velocity potential at point P (x, y, z) due to a dipole of strength µ [m3/s], located
at (ξ, η, ζ), and having axis along n′ with direction cosines (l,m, n) may be expressed as

φ =
µ

4π

∂

∂n′

(
1

r

)
, where r = [(x− ξ)2 + (y − η)2 + (z − ζ)2]1/2. (2.26)

When the dipole is placed in a uniform flow, the flow field behaves as if the flow was
deflected by a sphere of radius r = (µ/2πU)1/3 [19, p. 120].

This gives us the intuition that the effects of the presence of bodies of arbitrary shape,
in a fluid domain, may be approximated by a proper distribution of singularities.

2.9.2 Green’s second identity

In vector calculus, Green’s identities relate the bulk with the boundary of a region on
which the differential operators act. The derivation of Green’s second identity from the
divergence theorem follows.

2.9.2.1 The Divergence theorem

Let V be a region in R3 and let S be the surface of V, oriented with inwards pointing
normal n̂ . Gauss Divergence theorem states that for a C1 vector field ~F ,

‹
S
(~F · n̂) dS = −

˚
V
(∇ · ~F ) dV. (2.27)

If ~F is the flow velocity vector, then this equation states that the fluid flux through
the closed boundary of the control surface is equal to the rate of convergence of fluid
inside the control volume.
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2.9. The scattering and radiation potentials

2.9.2.2 Green’s Identity

If we assign ~F = (φ∇ψ − ψ∇φ) in (2.27), where φ and ψ are two single valued scalar
functions of position, then we get‹

S
(φ∇ψ − ψ∇φ) · n̂ dS = −

˚
V
(φ∇2ψ − ψ∇2φ) dV, (2.28)

which is known as Green’s second identity.

2.9.3 Boundary integral method for the velocity potential

The theory presented in this section is based on the subject matter in [18, Ch 3], [19,
Ch. 4], and [8].

Consider a 3D fluid domain bounded by surface S0, represented in 2D by Figure 2.7.
Let P1(~r1) be a point in the fluid domain, with position vector ~r1 = (x1, y1, z1). Let
Pf(~rf ), with position vector ~rf = (xf , yf , zf ), be any arbitrary field point within the
domain. Let ψ and φ be two single-valued functions such that ∇2ψ = 0, and ∇2φ = 0.
Let ψ(~rf , ~r1) = 1/r, where r = |~r|, for ~r = ~rf − ~r1. Let φ represent the velocity potential
at any arbitrary field point.

Since ψ becomes singular as r → 0, we need to exclude P1 from the fluid domain, in
order to apply Green’s identity. Hence, we consider a spherical surface Sε enclosing P1,
thereby excluding it from the fluid domain.

S0

Sε r

P1(r1)

Pf(rf)

n

n

Figure 2.7: Boundary integral representation of field point velocity potential

Now, applying (2.28) gives¨
S0+Sε

[
φ
∂ψ

∂n
− ψ

∂φ

∂n

]
dS = 0 (2.29)

¨
S0

φ
∂ψ

∂n
dS +

¨
Sε

φ
∂ψ

∂n
dS =

¨
S0

ψ
∂φ

∂n
dS +

¨
Sε

ψ
∂φ

∂n
dS. (2.30)
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For the spherical surface Sε, the elemental area dS=r2 cos θdθdβ as evident from
Figure. 2.8.

r

rr cosθ

dβ

θdθ
β

rdθ

r cosθdβ

dS=r2 cosθdθdβ

Figure 2.8: Expression of the elemental area dS of a sphere

Here, as r → 0, the spherical surface Sε converges to P1(~r1), and the velocity poten-
tial may now be considered to be constant inside the small region bounded by Sε. The
constant potential φ(~r1) may now be taken out of the integral sign. Also, the normal to
the surface Sε points in the direction of ~r, and hence ∂

∂n = ∂
∂r . Also,

˜
Sε

dS = 4πr2.
Considering the second term of the L.H.S.,

lim
r→0

¨
Sε

φ
∂ψ

∂n
dS = φ(~r1) lim

r→0

¨
Sε

∂

∂r

(
1

r

)
dS = −4πφ(~r1). (2.31)

Similarly, considering the second term of the R.H.S.,

lim
r→0

¨
Sε

ψ
∂φ

∂n
dS = lim

r→0

ˆ 2π

0

ˆ π/2

−π/2

(
1

r

)(
∂φ

∂n

)
r2 cos θ dθ dβ = 0. (2.32)

Therefore, from (2.30), we get

φ(~r1) =
−1

4π

¨
S0

[
ψ
∂φ

∂n
− φ

∂ψ

∂n

]
dS. (2.33)

Thus, (2.33) represents the velocity potential at point P1(~r1) as the sum effect of
a distribution of sources with density ∂φ/∂n and a distribution of dipoles with dipole
density −φ. The distributions are over S0, and the dipoles are oriented along the normal
to S0.
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SB

Sε r

P1(r1)

Pf(rf)

n

n

S∞

n

R

Φe

Φi

Figure 2.9: Body in infinite fluid

2.9.3.1 Body in infinite fluid domain

Let P1(~r1), be a point in the fluid domain, with position vector ~r1 = (x1, y1, z1). Let
Pf(~rf ), with position vector ~rf = (xf , yf , zf ), be any arbitrary field point within the
domain, as shown in Figure 2.9.

Let ψ(~rf , ~r1) = 1/r, where r = |~r|, for ~r = ~rf − ~r1.
Let SB represent the body surface and S∞ represent the imaginary surface bounding

the fluid domain at a large distance R from P1(~r1).
Let φe represent the velocity potential in the region interior to S∞ and exterior to

SB. Let φi represent the velocity potential inside SB.
Our aim is to find the potential at a point P1(~r1) in the flow domain exterior to the

body bounded by the surface SB, and interior to the flow domain bounded by the surface
S∞.

For fluid flow in the region exterior to SB and interior to S∞, we need to consider the
potential φe. Also, in this flow domain, ψ becomes singular at xf = x1, yf = y1, zf = z1.
Hence, to apply Green’s second identity and arrive at the boundary integral represent-
ation for the field point velocity potential at xf = x1, yf = y1, zf = z1, we employ the
limiting procedure described in the earlier section, and arrive at
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φe(~r1) =
−1

4π

¨
SB+S∞

[
ψ
∂φe
∂n

− φe
∂ψ

∂n

]
dS. (2.34)

Since S∞ lies at a large distance from P1(~r1), the contribution of the source and dipole
distributions on S∞ to the velocity potential at P1(~r1) may be neglected, and hence,

φe(~r1) =
1

4π

¨
SB

[
φe
∂ψ

∂n
− ψ

∂φe
∂n

]
dS. (2.35)

Since P1(~r1) lies outside the region of flow with velocity potential φi, ψ is never
singular inside SB, and hence, direct application of the Green’s second identity inside SB
gives

0 = − 1

4π

¨
SB

[
φi
∂ψ

∂n
− ψ

∂φi
∂n

]
dS. (2.36)

Here, we note that the normal to SB points outside the domain bounded by SB.
Adding (2.35) and (2.36) gives

φe(~r1) =
1

4π

¨
SB

[
(φe − φi)

∂ψ

∂n
− ψ

(
∂φe
∂n

− ∂φi
∂n

)]
dS. (2.37)

Setting (φe − φi) = −µ, and
(
∂φe
∂n

− ∂φi
∂n

)
= −σ in the above yields

φe(~r1) =
−1

4π

¨
SB

σψ dS︸ ︷︷ ︸
Source distribution

+
1

4π

¨
SB

µ
∂ψ

∂n
dS︸ ︷︷ ︸

Dipole distribution

(2.38)

Thus, the velocity potential at any point in an infinite domain may be expressed as
the effect of source distributions of strength σ and dipole distributions of strength µ over
the body surface.

Determination of the strength of the source and dipole distributions enable the cal-
culation of the velocity potential at any point in the flow domain. Since (2.38) does not
specify a unique combination of sources and dipoles for a particular problem, depending
on the physics of the problem, we may require:

• φ = φi on SB, whereby the dipole term vanishes, and the flow is then caused by
the presence of a source distribution on the body surface. The tangential velocities
on the two sides of the boundary are then continuous, while the normal velocities
are discontinuous.

•
∂φ

∂n
=
∂φi
∂n

on SB, whereby the source term vanishes, and the flow is then caused by
the presence of a dipole distribution on the body surface. The normal velocity across
the boundary is then continuous, while the tangential velocities are discontinuous.

30



2.9. The scattering and radiation potentials

The Green function

In formulating (2.38), we had specified the function ψ = 1
r , which is defined at all points

except at the point when r = 0. Such functions are referred to as Green functions, and
also as source potentials since the velocity potential at a point due to a point source
located at a distance r, is proportional to 1/r.

In problems where the body moves in a domain bounded by other boundaries, such
as the fluid free surface, the sea bottom, or canal walls, additional boundary conditions
are imposed on the problem, and there is often a computational advantage if the associ-
ated Green function is modified to satisfy the same boundary conditions as the velocity
potential φ. Unfortunately such Green functions are not readily known, except for some
simple body geometries.

However, once such a Green function is known, an explicit solution for the velocity
potential in terms of the prescribed normal velocity on the boundaries may be formulated
[19, pp. 137–138], as will be detailed in the following discussions.

2.9.4 The Hess and Smith panel method

From Sec. 2.9.1, we get the intuition that the effect of the presence of a body, in a fluid
domain, may be approximated mathematically by a proper distribution of singularities
on the body surface [19, p. 133].

From our discussions on (2.38), we notice that requiring φe = φi enables the specific-
ation of the field point velocity potential, in the case of a body placed in infinite fluid,
to be prescribed by simple sources distributed on the body. Thus

φ(x, y, z) =

¨
SB

σ(ξ, η, ζ)G(x, y, z; ξ, η, ζ) dS, where G = − 1

4πr
. (2.39)

Here, (x, y, z) are the co-ordinates of the field point where the potential is to be determ-
ined, while (ξ, η, ζ) are the co-ordinates of the source point on the body surface defined
by SB(ξ, η, ζ) = 0.

Determination of the source strength σ(ξ, η, ζ) at all points on the body surface would
enable the evaluation of the required velocity potential.

Considering the problem of a submerged body in infinite fluid, with a uniform incident
flow for simplicity, we may express the fluid velocity at any point in the flow domain as
the gradient of a resultant velocity potential φ = φd + φ∞, where φ∞ is the undisturbed
velocity potential defining the incident flow, while φd is the disturbance potential caused
due the presence of the body in the flow domain. This disturbance potential is induced
by the source distribution on the body surface.

The resultant velocity potential should satisfy:

i. The Laplace equation ∇2φ = 0 at all points in the fluid domain

31



2. Background Theory

ii. The impenetrability condition on the body surface
∂φ

∂n

∣∣∣∣
S

= n̂ · ∇φ
∣∣∣∣
S

= 0

iii. The far field condition φ→ φ∞ =⇒ φd → 0 as r → ∞
The impenetrability condition states that, at the rigid surface boundary, the nor-

mal component of the fluid velocity should be zero. To effect this mathematically, it
is required that the normal component of the velocity specified by the disturbance
potential should oppose the normal component of the incident velocity potential, i.e.,
∂φd/∂n = −∂φ∞/∂n, at all points on the body surface.

Thus, in applying the impenetrability condition at the body surface, one is required to
determine the normal component of the induced velocity at a point on the body surface,
due to source distributions on the body surface.

The normal component of the disturbance potential φd at p, expressed as ∂φd(p)/∂n(p),
due to sources of strength σ(q) at q on the body surface, is expressed as

∂φd(p)

∂n(p)
=

∂

∂n(p)

[¨
SB

σ(q)G(p, q) dS
]
. (2.40)

Here, G(p, q) is the Green function defined in (2.39). At p = q, r = 0, and G(p, q) becomes
singular. Hence, the contribution of the local source density to the local normal velocity
is to be determined in the Cauchy principal-value sense, while the contribution of the
remainder of the surface to the local normal velocity is given by equations of the form of
(2.40) [14, p. 19].

It is seen that the self-induced normal velocity on the positive side of the body surface
at p is σ(p)/2.

Application of the impenetrability condition gives

σ(p)

2
+

¨
SB

∂

∂n(p)
{σ(q)G(p, q)} dS = −n̂(p) · ∇φ∞ (2.41)

Once this equation is solved for σ, for all points on the body surface, the velocity
components at any point of the flow are obtained by differentiating equations of the form
(2.39) in the co-ordinate directions and adding the components of the incident flow.

Hess and Smith [14] presents a method for the numerical solution of (2.41), where the
body surface is approximated by flat quadrilateral panels, over each of which the source
density is assumed constant, thereby replacing the integral equation by a set of linear
algebraic equations.

They also present analytical expressions for the velocity potential and component
velocities induced by a plane source quadrilateral in terms of the panel co-ordinates and
their distance from the point where the potential is to be evaluated.

The normal velocity at the centroid of the ith quadrilateral due to a unit source
density distribution on the jth quadrilateral can be expressed as

Aij = n̂i · ~Vij , (2.42)
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2.10. Simplifications for a non-diffracting object

where ~Vij is the induced velocity at the centroid of the ith quadrilateral due to a unit
source density distribution on the jth quadrilateral.

The normal velocity at the centroid of the ith quadrilateral due to source density
distributions over the entire body surface approximated by N quadrilaterals is thus

N∑
j=1

Aijσj . (2.43)

The algebraic equivalent of the integral equation (2.41) is thus

N∑
j=1

Aijσj = −n̂i · ∇φ∞, i = 1, 2 . . . N (2.44)

Once the values of the source densities are obtained, the resultant velocity potential
and fluid velocities at the null point may be determined, from which the hydrodynamic
pressures exerted at the panel null point may be obtained by using the Bernoulli equation.
Once the hydrodynamic pressures associated with each panel are known, the loads are
calculated by simple multiplication with the respective panel area.

The Hess and Smith method may be extended to determine the wave excitation and
radiation loads by the use of the appropriate boundary conditions and Green function.

Ch. 6 deals comprehensively with the subject matter.

2.10 Simplifications for a non-diffracting object

The relative dimension D of the object, with respect to the wave length λ and the wave
heightH, determines the significance of forces to be considered in a wave-body interaction
problem. See Figure 2.10.

When the structure is relatively small compared to the wave length (L > 5D), the
diffraction forces are negligible [9, p. 61]. The wave loads in such cases can be determined
based on the significance of the inertia and drag forces [4, p. 169].

2.10.1 The Froude–Kryloff force

When the drag force is small, and the inertia force predominates, the wave loads can be
approximated based on the Froude–Krylov theory [4, p. 169]. The force acting on the
object, in this case, can be expressed as [9, p. 61]

Fi = −
¨

S0B

pnidS +Ai1a1 +Ai2a2 +Ai3a3, i ∈ {1, 2, 3}. (2.45)
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2. Background Theory

Figure 2.10: Force Regimes [excerpt from DNV-RP-C205]

Here, p is the pressure in the undisturbed wave field, n̂ = (n1, n2, n3) is the unit
normal vector to the body surface, defined to be positive into the fluid. The integration
is over the average wetted surface of the body S0B, and a1, a2, a3 are the acceleration
components along the x, y, z axes of the undisturbed wave field evaluated at the geo-
metrical mass centre of the body. Ai1, Ai2, and Ai3 are the added masses along the ith

direction due to fluid flow along the three co-ordinate axes.

The first term in the R.H.S. of (2.10.1) is the Froude-Kryloff force.

2.10.2 The Morison equation

When the drag forces are not negligible, then the wave loads can be approximated using
the Morison equation. The Morison equation assumes the force to be composed of inertia
and drag forces linearly added together. For unit length of a vertical cylinder extending
from the sea-bed to the still water level (SWL), the Morison loads may be expressed as
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2.11. Mooring systems

[4, pp. 170–171]

f = CMρ
π

4
D2u̇︸ ︷︷ ︸

Inertia term

+CD
1

2
ρDu|u|︸ ︷︷ ︸

Drag term

. (2.46)

The components involve an inertia coefficient CM and a drag coefficient CD, which
must be determined experimentally. ρ [kg/m3] is the water density, D [m] is the diameter
of the cylinder, and u [m/s] is the horizontal water particle velocity evaluated at the
centre-line of the cylinder.

The Morison equation may be extended to the case of inclined and/or oscillating
cylinders in the presence of waves and current [4, p. 189].

The articles presented in Ch. 4 are based on the application of Froude–Kryloff and
Morison loading to develop Modelica component models.

2.11 Mooring systems

Mooring systems are required to limit excursions of the floating platform from its station
due to environmental and operational loads. A mooring system is made up of a number
of cables, attached to the floating structure at different points, with the lower end of the
cables attached to the sea bed. The configuration of this arrangement, and the materials
used in the fabrication of the mooring cable, is dictated by several factors like the type
of floater, system concept, water-depth, offshore site, environmental conditions, etc. For
details, see [5, Ch. 8].

Irrespective of the mooring system viz. spread, taut, single point, turret etc, the line
itself may be either slack or taut, as shown in Figure 2.11. In carrying out dynamic
analysis of a mooring line, it is usual to establish a static configuration, and then de-
velop nonlinear time domain solutions about this initial shape [5, Sec. 8.5.3]. The initial
configuration, in case of a slack mooring, is based on catenary theory, while for a taut
mooring, it may be established based on the anchor and floater positions.

2.11.1 Catenary theory

When one end of a chain or rope lying on a horizontal surface is raised to a height, the
curve of the line follows a half catenary. The derivation of the intrinsic equation of the
catenary, the catenary equation in rectangular co-ordinates, and other simple relations
are given in [21], while [9, Ch. 8] describes solutions of the inelastic cable line (catenary)
equations.

35



2. Background Theory

Taut Mooring Catenary Mooring

Figure 2.11: Taut and catenary mooring spread

2.11.2 Lumped-mass method

Mooring simulations predominantly use the lumped-mass, finite-element or finite-difference
schemes to model small segments of each line whose shape is altered from the static caten-
ary profile by the water resistance.

The basic concept of the lumped-mass method is that a cable may be represented as
a series of segments joined at points called nodes. In one variation of this method, all
forces and masses along each segment are assumed to be shared equally by the two nodes
associated with the segment. Inextensible cable segments are considered to be straight
lines without mass, and sections of extensible cable are considered to be straight springs
without mass. In another type of the method, the segments are imagined to be straight
rigid cylinders with massless universal joints at the junctions.

Equations governing the motion of the elements can now be determined directly
from Newton’s laws of motion, or indirectly from Langrange’s equations or Hamilton’s
principle.

Articles presented in Ch. 4 are based on the quasi-static catenary theory, while the
article presented in Ch. 5 is based on the lumped-mass approach.

2.12 Risers and riser tensioner systems

A riser is a unique common element to many offshore structures and is basically a conduit
that connects the platform to the subsea infrastructure component, which in most cases
is a well head. Drilling risers are used to contain fluids for well control, while production
risers are used to convey hydrocarbons from the seabed to the platform. While production
risers remain connected much of the time, drilling risers undergo repeated deployment
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2.12. Risers and riser tensioner systems

and retrieval operations during their lives. Details can be found in [2, Part IV] and [5,
Ch. 9].

With reference to Figure 2.12, we understand that it is required to isolate the riser
from the motions of the platform in order to prevent buckling of the riser pipe. In the case
of drilling risers, it is also required to prevent excessive deformation of the riser due to
current loads, which hinders the drilling operation. Further, it is also required to ensure
a clean lift-off of the LMRP from the BOP, in case the riser needs to be disconnected.
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Figure 2.12: MODU with drilling riser attached to well head

The above requirements are met by the provision of a means to keep the riser pipe al-
ways in tension. For a production riser, this may be achieved by the provision of buoyancy
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2. Background Theory

tanks, while for drilling risers, as shown in Figure 2.12, it is usually a hydro-pneumatic
arrangement, commonly referred to as the riser tensioner, that provides this tension.

The two widely used arrangements for the riser tensioner system are the wire-line
tensioner (WRT), and the direct-acting tensioner (DAT). The principle of operation is
the same for both systems, with the difference lying in the way in which the tensioner
cylinder force is applied to the top end of the riser, as illustrated in Figure 2.13.
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Figure 2.13: Riser-tensioner types

The volume of the high-pressure vessels being much larger than the stroke of the
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2.13. Contemporary practices in simulation of offshore systems

tensioner cylinder, the force on the high pressure side of the hydro-pneumatic cylinder
remains fairly constant as the tensioner cylinders extend and contract to compensate for
the heave motion of the platform, thus ensuring that the riser is kept in a near constant
tension at all times.

The articles presented in Ch. 7 deal with multiphysical simulations of a drilling riser.

2.13 Contemporary practices in simulation of offshore
systems

The prevailing practice when it comes to simulation of offshore systems may be summar-
ized briefly as below:

1. Determine the force regime depending on the relative size of the object.

2. For non-diffracting objects, time domain simulation software like OrcaFlex can de-
termine the wave loads directly. For diffracting objects, a frequency domain hydro-
dynamic analysis has to be carried out using software like WAMIT or Ansys-Aqwa,
which use the panel method, to determine the frequency dependent hydrodynamic
parameters. These hydro-dynamic parameters are then passed on to time-domain
software like OrcaFlex for subsequent use in time domain simulation.

3. Slender structures like moorings, risers etc. can be modelled directly in software
like OrcaFlex, and attached to the floating platform, for coupled simulations.

4. Application programming interfaces allow for specification of thruster loads, winch
wire tensions, winch wire pay-out rates etc.

As an example, we list the steps for simulating the response of a subsea load suspended
from a crane mounted on an offshore support vessel.

1. Since the vessel is a diffracting object, we need to determine the hydrodynamic
coefficients. The steps for carrying out a frequency domain hydrodynamic analysis
using Ansys-Aqwa are listed below:

a) Develop the surface model of the vessel hull, and split it at the waterline
using Spaceclaim, the built-in surface modeler in Ansys-Aqwa, as illustrated
in Figure 2.14a.

b) Mesh the surface, and specify the wave directions and frequencies for which the
hydrodynamic parameters are to be determined, as illustrated in Figure 2.14b.

c) Run the frequency domain analysis to determine the hydrodynamic paramet-
ers, as illustrated in Figure 2.14c.

2. Import the hydrodynamic parameters into time domain software OrcaFlex, attach
slender non-diffracting objects like mooring lines, winch wires, loads etc, specify the
environmental parameters like wave heights, wave periods, current profiles etc., and
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run the time domain analysis to determine the required dynamics, as illustrated in
Figure 2.14d.

In the above example, one may use the application programming interface capabilities of
OrcaFlex to control the pay-out rate of the crane winch, based on a controller coded in
Python, as described in the demonstration example from Orcina [20].

However, to simulate the dynamic response of the actual electro-hydraulic crane, one
needs to either:

1. Devise novel methods to link the electro-hydraulic model of the crane, modelled
in a multiphysics software, to the load component in the ocean engineering soft-
ware, where the hydrodynamics are simulated, and then run both software in a
co-simulation approach.

(OR)

2. Develop component models to simulate the hydrodynamic response of diffracting
as well as non-diffracting objects in the multiphysics software where the electro-
hydraulic crane is modelled, and simulate the response in an integrated simulation
approach.

Multiphysical simulations are usually carried out using software based on the Modelica
modelling language, as discussed in the following section.

The articles presented in Ch. 7 deals with the co-simulation approach, while those
presented in Ch. 4–6 are geared towards development of component models for carrying
out integrated simulations.

2.14 Dynamic simulation using Modelica

Modelica is a non-proprietary, object oriented, declarative, multi-domain modelling lan-
guage for dynamic simulation. It follows the acausal modelling philosophy, and is used
extensively in the automotive and aerospace sectors. Hilding Elmqvist is the key archi-
tect of Modelica, but many others have contributed to its development. The non-profit
Modelica Association manages the continually developing Modelica language and the free
Modelica Standard Library. At present, the standard library has over 1600 component-
models and 1350 functions from the electric, electronic, mechanical, fluid, and control
engineering domains. However, lack of hydrodynamics, mooring, and other relevant com-
ponent models currently limit the use of Modelica in the simulation of ocean engineering
systems.

Modelica has many commercial implementations like Dymola, SimulationX, MapleSim,
and JModelica, to name a few. OpenModelica is currently the only open-source imple-
mentation of Modelica, and OMEdit is its graphical user interface.

For more technical details, see [12].
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2.14. Dynamic simulation using Modelica

(a) Develop the surface model, split at the waterline

(b) Mesh the surface and specify wave directions and frequencies

(c) Run the frequency domain analysis to get the hydrodynamic para-
meters

(d) Import the hydrodynamic parameters from the frequency domain
analysis, attach non-diffracting objects like moorings, subsea loads, etc.,
and carry out time domain analysis

Figure 2.14: Steps in contemporary simulation of offshore operations
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Chapter 3

The current research

3.1 The project description

The detailed project description is given in Appendix B. For a quick reference, we list
out the main objectives, followed by a description of the correlation between the articles
presented in the following chapters and the project objectives.

3.2 Objectives

The main objectives of the research, as stated in the project description, are:
1. Develop component models to constitute a Standard Library for ocean-engineering

in the open-source OpenModelica environment, through the performance of three
sub-tasks:

a) Modelling of a simple wave energy conversion system involving the imple-
mentation of Modelica components to simulate regular and irregular waves,
heave and surge responses of a cylindrical floating object, and the response of
a catenary mooring system.

b) Simulate the response of a simple geometry semi-submersible by the imple-
mentation of a Modelica component that solves the diffraction-radiation prob-
lem, to determine the frequency dependent hydrodynamic parameters.

c) Simulate the response of a flexible slender structure, like the marine riser, in
the Modelica environment.

2. Develop a multiphysics model using industry accepted commercial software (Ansys-
Aqwa, SimulationX and OrcaFlex ), to simulate the fully coupled response of a
drilling riser in recoil, effectively capturing the influences from the platform, the
riser hydrodynamics, and the response of the hydro-mechanical riser-tensioner sys-
tem to:
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a) Formulate a method to improve fatigue performance of the riser by controlling
the response of the anti-recoil valve of the riser tensioner system.

b) Compare the performance of the multiphysics model with real world opera-
tional data (not necessarily recoil only), sourced through the industrial part-
ners.

3.3 The articles

The research to be conducted under the project was planned in a away so as to be
presented as articles in peer-reviewed conferences and journals. The article-based ap-
proach adopted in this thesis is a natural extension of such a research pattern. Each
article presented is correlated to the objectives of the project as detailed in the intro-
duction section of the chapter in which the article is included. A brief overview is shown
below for easy reference:

S.No Article Name Article Type Objective
Correlation

Status

1. Towards the Development of an
Ocean Engineering Library for
OpenModelica

Conference
paper

1(a) Published

2. Modelica Component Models
for Oceanic Surface-Waves and
Depth-Varying Current

Conference
paper

1(a) Published

3. Modelica Component Models for
Non-Diffracting Floating Ob-
jects and Quasi-Static Catenary
Moorings

Conference
paper

1(a) Published

5. Dynamic Simulation of a Moor-
ing Catenary Based on the
Lumped-Mass Approach: Open-
Modelica and Python Imple-
mentations

Conference
paper

1(c) Published

4. Simulating the Dynamics of a
Chain Suspended Sub-Sea Load
Using Components from the
Modelica MultiBody Library

Conference
paper

1(c) Published
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S.No Article Name Article Type Objective
Correlation

Status

6. An Open-Source Python-
Based Boundary-Element
Method Code for the Three-
Dimensional, Zero-Froude,
Infinite-Depth, Water-Wave,
Diffraction-Radiation Problem

Journal
paper

1(b) Submitted

7. Co-Simulation of the Hydro-
Pneumatic Riser-Tensioner Sys-
tem I – Methodology Synthesis

Journal
paper

2(b) Submitted

8. Co-Simulation of the Hydro-
Pneumatic Riser-Tensioner Sys-
tem II – Field Verification and
Advanced Simulations

Journal
paper

2(b) Submitted

Table 3.1: The articles presented in this work, and their correlation to the objectives of
the research project.

Thus, we see that articles produced in the course of the research demonstrate at-
tainment of the two broader objectives of the project. Though specific project objectives
1(b), 1(c) and 2(b) of the project have not been met in full, from the articles in the
following chapters, one can observe that a strong foundation for research towards the
attainment of the above objectives have been laid.

The articles listed in Table 3.1 are grouped together, inside chapters, based on their
theoretical basis and their relevance to the project objectives. An overview is given in
the table below:

Chapter Article Number(s)

Chapter 4 Articles 1, 2, and 3
Chapter 5 Articles 4 and 5
Chapter 6 Articles 6
Chapter 7 Articles 7 and 8

Table 3.2: The grouping of articles into chapters.
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Chapter 4

An ocean engineering library for
OpenModelica

In Sec. 2.8, we discuss the formulation of the BVP for the incident wave velocity potential.
In Sec. 2.10, we describe how the Froude–Kriloff and Morison equation can be used
to determine wave and current loads on relatively small structures. In Sec. 2.11.1, we
introduce the catenary theory.

In the articles presented in this chapter, we build upon the theoretical basis, and
develop component models to simulate regular and irregular waves, depth-varying cur-
rent, hydrodynamic response of non-diffracting floating objects, and response of moorings
based on the quasi-static catenary approach. The component models so developed are
grouped together to constitute the preliminary OceanEngineering library for OpenMod-
elica, and the associated files are made available for public access at locations specified
inside the articles.

In the first article, presented in Sec. 4.1, we introduce the concept of the Modelica
Ocean Engineering Library, through the example of trying to model a catenary moored
wave-energy converter.

In the second article, presented in Sec. 4.2, we go into the details of the general
requirements to be kept in mind while developing a Modelica library for ocean engineering
applications. We also describe in detail the development of component models to simulate
regular as well as irregular waves, and depth varying current.

In the third article, presented in Sec. 4.3, we go into the details of the development
of component models to simulate the hydrodynamic response of non-diffracting floating
objects, and catenary moorings based on the quasi-static catenary theory.

Thus, the articles presented here have direct correlation with general project objective
1, and specific project objective 1(a), as given in Sec. 3.2.
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4.1 Towards the development of an ocean engineering
library for OpenModelica

The citation of the published article is given below:
S. Viswanathan and C. Holden. Towards the Development of an Ocean Engineering

Library for OpenModelica. Proceedings of the ASME 2019 38th International Conference
on Ocean, Offshore and Arctic Engineering. Volume 7B: Ocean Engineering. Glasgow,
Scotland, UK. June 9–14, 2019. V07BT06A025. ASME. https://doi.org/10.1115/OM
AE2019-95054

The postprint version of the paper follows.
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4.2 Modelica component models for oceanic surface waves
and depth varying current

The citation of the published article is given below:
S. Viswanathan and C. Holden. Modelica Component Models for Oceanic Surface

Waves and Depth Varying Current. Proceedings of the American Modelica Conference
2020, Boulder, Colorado, USA, March 23-25, 2020. https://doi.org/10.3384/ecp201
69

The postprint version of the paper follows.
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4.3 Modelica component models for non-diffracting
floating objects and quasi-static catenary moorings

The citation of the published article is given below:
S. Viswanathan and C. Holden. Modelica Component Models for Non-diffracting

Floating Objects and Quasi-static Catenary Moorings. Proceedings of the American Mod-
elica Conference 2020, Boulder, Colorado, USA, March 23-25, 2020. https://doi.org/
10.3384/ecp20169101

The postprint version of the paper follows.
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Chapter 5

Dynamic simulation of subsea cable
structures

We had introduced the lumped mass method in Sec. 2.11.2 of the background theory. The
consideration of the mooring line mass in the lumped-mass approach enables the capture
of the effects of line inertia on the mooring response and thus remedies the shortcomings
of the quasi-static catenary theory, discussed in Sec. 4.3. Also, in Sec. 2.10.2, we had
discussed how the Morison equation may be used to compute fluid drag and inertia
forces on slender marine structures.

In the articles presented in this chapter, we implement the lumped mass approach
and Morison loading to (i) simulate the dynamics of a mooring line, in Sec. 5.1, and (ii)
simulate the dynamics of a chain suspended subsea load , in Sec. 5.2.

In both cases, we compare the model performance to Orcaflex simulation results
obtained for the same system, and observe satisfactory agreement.

Thus, the articles presented in this chapter have a direct cor-relation with the general
project objective 1, and specific project objectives 1(a) and 1(c), as given in Sec. 2.3.

5.1 Dynamic simulation of a mooring catenary based on
the lumped-mass approach– OpenModelica and
Python implementations

The citation of the published article is given below:
S. Viswanathan and C. Holden. Dynamic Simulation of a Mooring Catenary Based on

the Lumped-Mass Approach: OpenModelica and Python Implementations. Proceedings of
the ASME 2020 39th International Conference on Ocean, Offshore and Arctic Engineer-
ing. Volume 6B: Ocean Engineering. Virtual, Online. August 3–7, 2020. V06BT06A042.
ASME. https://doi.org/10.1115/OMAE2020-18134.
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The postprint version follows.
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5.2. Dynamic simulation of a chain suspended subsea load

5.2 Simulating the dynamics of a chain suspended sub-sea
load using modified components from the Modelica
MultiBody library

The citation of the published article is given below:
S. Viswanathan and C. Holden. Simulating the Dynamics of a Chain Suspended Sub-

sea Load Using Modified Components from the Modelica MultiBody Library. Proceedings
of Asian Modelica Conference 2020, Tokyo, Japan, October 08-09, 2020. https://doi.
org/10.3384/ecp202017459.

The postprint version follows.
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Chapter 6

Hydrodynamics of diffracting
objects

We discussed the wave-body interaction problem in Sec 2.3. In Sec. 2.4, we discussed the
diffraction-radiation problem, and the frequency dependence of added-mass and radiation
damping. In Sec. 2.9.1, we discussed how the effect of the presence of objects within a
flow domain may be approximated by a judicious distribution of sources and dipoles.
Further in Sec 2.9.3, we discussed how we can use Green’s second identity to express the
velocity potential in a flow domain as the effects of distribution of singularities on the
domain boundary. We had further seen in Sec. 2.9.3.1 how the velocity potential due to
an object placed in an infinite flow domain could be expressed as the result of source
distributions on the body alone. In Sec. 2.9.4, we discussed the Hess and Smith panel
method of transforming the boundary integral equations into a set of linear algebraic
equations.

In the article presented in this chapter, we extend the panel method to the case of
an object in an infinite fluid domain with uniform incident flow, and to an object in a
semi-infinite fluid domain bounded by a free-surface, in the presence of either a uniform
incident flow or surface waves.

Thus, the work presented in this chapter has a direct correlation with general project
objective 1 and specific project objective 1(b), as discussed in Sec. 3.2.

6.1 An open-source Python-based boundary-element
method code for the three-dimensional, zero-froude,
infinite-depth, water-wave diffraction-radiation
problem.

The citation for the submitted article is given below:
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S. Viswanathan, C. Holden, O. Egeland, M. Greco. An open-source Python-based
boundary-element method code for the three-dimensional zero-Froude, infinite-depth, water-
wave diffraction-radiation problem. Journal of Modeling, Identification and Control, xx(x):xx–
xx,xxx. doi:xx.xxxx/mic.xxxx.x.x

The preprint version of the article follows.
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Chapter 7

Co-simulation of offshore systems

We introduced the riser-tensioner system in Sec. 2.12. In the article presented in Sec. 7.1,
we formulate a co-simulation methodology to carry out dynamic analysis of top-tensioned
risers. The simplified platform and the riser is modelled in OrcaFlex, a popular ocean-
engineering software package, and the hydro-pneumatic riser-tensioner system is modeled
in the Modelica based SimulationX software.

In the article presented in Sec. 7.2, we benchmark the simulation results using field
measurements associated with a planned disconnect event, and demonstrate the possib-
ilities that the methodology opens up.

Thus, the articles presented in this chapter have a direct correlation with general
objective 2, and specific objective 2(b), as discussed in Sec. 3.2.

7.1 Co-simulation of the hydro-pneumatic riser-tensioner
system I – Methodology synthesis

The citation for the submitted article is given below:
S. Viswanathan, C. Holden, O. Egeland, R. Sten. Co-simulation of the hydro-pneumatic

riser-tensioner system I – Methodology synthesis. Journal of Offshore Mechanics and Arc-
tic Engineering, xx(x):xx–xx,xxx. doi:xx.xxxx

The preprint version of the article follows.
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7.2 Co-simulation of the hydro-pneumatic riser-tensioner
system II – Field verification and advanced simulations

The citation for the submitted article is given below:
S. Viswanathan, C. Holden, O. Egeland, R. Sten. Co-simulation of the hydro-pneumatic

riser-tensioner system II – Field verification and advanced simulations. Journal of Off-
shore Mechanics and Arctic Engineering, xx(x):xx–xx,xxx. doi:xx.xxxx

The preprint version of the article follows.
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Chapter 8

Conclusion

This chapter gives a bird’s eye-view of the work presented in this thesis. Specific discus-
sions and conclusions are available inside the articles in Ch. 4–7. A generalized discussion
and conclusion follows.

8.1 Discussion

The main limitation when it comes to using Modelica-based multiphysics software for dy-
namic analysis of ocean-engineering systems, is the lack of component models to simulate
aspects that are inherent to offshore systems viz. hydrodynamic loads on larger structures
like offshore platforms, mooring and other station keeping loads, hydrodynamic loads on
slender structures like risers etc.

Similarly, when it comes to using finite element-based analysis tools for the analysis
of multiphysical ocean-engineering systems, the lack of component models to accurately
capture the multiphysics of the system is the major limitation.

Two approaches may be adopted to overcome this limitation:
• Develop Modelica component models for simulating hydrodynamics, moorings, and

other salient aspects of ocean-engineering systems, build the system model using
these components in conjunction with the numerous component models from other
domains already available in the Modelica standard library, and carry out mul-
tiphysical simulations of the system using this integrated approach.

• Formulate a methodology for data exchange between the finite element-based
ocean-engineering software and the Modelica-based multiphysics software, and carry
out multiphysical simulations of the system using this co-simulation approach.
Here, the fluid-structure interaction is modeled in the ocean-engineering software,
and the electro-mechanical part of the system is modeled in the Modelica-based
software, with load/motion coupling between the two systems.

Both of the above approaches have their inherent advantages and disadvantages:
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• The main advantage of the integrated approach is that once the wave-structure
interaction models are developed, the Modelica compiler can then translate the
whole model for efficient simulation with standard numerical integration methods,
which is the forte of Modelica. The other advantage is that the user is liberated
from the task of building component models for modeling the rest of the system,
since most of it, if not all, are already available in the Modelica standard library.
The disadvantage is that the user needs to develop component models for fluid-
structure interaction, and depending on the aspect to be captured, the user would
require specialized knowledge and time to develop such component-models.

• The main advantage of the co-simulation approach is that the user is liberated from
the task of developing component models for fluid-structure interaction. Modern
ocean-engineering analysis software have capabilities for modelling advanced fluid-
structure interaction effects, and the user can readily take advantage these cap-
abilities without the need for having an in-depth understanding of the underlying
theory. The other advantage is that the user gets access to the whole palette of
ready-made results from both the ocean-engineering software and the multiphysics
software. The major disadvantage of this approach is that not all ocean-engineering
software support interfacing. Further, there might be limitations in the access to
simulation variables during the runtime. One may also note that most, if not all,
ocean engineering software are commercial, and hence have a black-box nature, and
are also costly.

The approach to be adopted depends on the nature of the problem to be tackled
and the background of the person tackling the problem. Academia tends to be inter-
ested in open-source approaches since it affords the possibility for wider research access
without cost implications. The industry, on the other hand, is more concerned about de-
velopment time and market acceptability of the analysis tools, which, at present, seems
to be in favour of the commercial simulation environments for both multiphysics and
ocean-engineering analysis tools.

In this work, we cater to both sections. For academia, we develop component-models
using the free-to-use OpenModelica modeling and simulation environment, and its GUI,
OMEdit. For the industry, we develop a co-simulation methodology for top-tensioned
drilling riser analysis by interfacing the riser to the platform, both modelled in OrcaFlex,
through a hydro-pneumatic riser tensioner system, modeled in SimulationX. Both Or-
caFlex, and SimulationX being commercial, industry-accepted analysis software.

In developing component-models for ocean engineering systems, one needs a fair un-
derstanding of the theory behind fluid-structure interaction problems. Also, the inter-
dependence between the fluid loads and the structure response necessitates a parallel
development of all associated ocean-engineering component models. A condensed form
of the requisite theory is given in Ch. 2.

From Sec. 2.4, we note that simulating the hydrodynamic response of a floating
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object requires the determination of frequency-dependent hydrodynamic parameters. In
Sec. 2.10, we note that the frequency dependence may be ignored for relatively smaller
objects, and the fluid loading may be determined using the Froude-Kryloff and Morison
equations, as described in detail in Sec. 4.3. Analytical expressions for parameters of small
amplitude (Airy) waves can be determined by solving the linearized BVP formulated in
Sec. 2.8, and solved in Sec. 4.2. Using the relations given in [21], one may approximate
the mooring loads based on the quasi-static catenary theory, as described in detail in
Sec. 4.3. Further, Sec. 4.2 also describes the simulation of irregular waves and depth
varying current.

Thus, one of the simplest configurations that encompasses the salient features of
a multiphysical ocean-engineering system would be a catenary-moored non-diffracting
floating object, in waves and current, with a simplified multiphysical component.

Sec. 4.1 models such a simplified system, and illustrates the advantages of using a
Modelica based approach for the simulation of ocean-engineering systems. Though more
emphasis is placed on the ocean-engineering aspects of the system in the article, it is to
be noted that the spring component inside the WEC buoy can be replaced by any electro-
mechanical system which can easily be modeled using the already available component
models in the Modelica standard library. The hydrodynamic response determined in
the Modelica simulation is in satisfactory agreement with OrcaFlex results, and is an
indication of the effectiveness of the approach.

The limitations of using the quasi-static catenary theory to determine mooring loads
are discussed in Sec. 4.3. Sec. 5.1 describes the implementation of the lumped-mass
approach in the dynamic simulation of subsea cable structures, to remedy the limitations
of the quasi-static approach. In hindsight, I realized my foolishness in trying to specify a
time stepping method for Modelica. For reasons discussed in Sec. 5.2, it is best to leave
the solution procedure to the Modelica compiler. Nevertheless, it was our observations
during the development of the article discussed in Sec. 5.1, that led to the work presented
in Sec. 5.2.

In Sec. 5.2, we discuss the dynamic simulation of a chain-suspended subsea load, and
we note the excellent agreement of the results with the results obtained using OrcaFlex.
The Modelica model discussed in Sec. 5.2 can easily be extended to the case of a mooring
line, where blocks similar to the DnB blocks can be used to specify sea-bed interaction
forces, with the vertical reaction on the grounded nodes being modeled in a way as
discussed in Sec. 5.1. The initial configuration of the catenary, which is the starting point
for the dynamic simulation, can be specified using the quasi-static approach discussed
in Sec. 4.3 and Sec. 5.1. Effects of sea-bed friction may also be specified in a similar
fashion. Inclusion of linear and torsional spring elements in specifying the segments will
enable the extension of the model to determine the dynamics of slender structures with
elasticity and bending stiffness, like the riser pipe.

Building component models to simulate the hydrodynamic response of larger dif-
fracting objects is not so straightforward since one needs to determine the frequency-
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dependent hydrodynamic parameters, as discussed in Sec. 2.3 and 2.4. Also to be noted
is that the linearized diffraction radiation problem is solved based on the mean posi-
tion of the sea-surface and the wetted body-surface. Hence, large changes in the position
of the mean wetted body-surface necessitates recalculation of the frequency dependent
parameters.

Though the theory behind the solution to the diffraction-radiation problem is many
decades old, and well developed at present, it is dispersed throughout literature, with
details of computer implementation hidden behind the veil of costly commercial software.
This is a hindrance to our view of developing open-source tools for academia, and hence
in Sec. 6.1, we consolidate the theory behind the panel method and describe the develop-
ment of OMHyD, a basic 3D boundary element method (BEM) code in Python. This is
with a view to facilitate the development of an interface in the future between Modelica
and OMHyD, to facilitate recalculation of frequency dependent parameters, as required,
during the course of the dynamic simulation, and to develop BEM codes for determining
the hydrodynamic response of porous structures, like aquaculture enclosures, on which
extensive research is being undertaken at present at many academic institutions across
the world.

To cater to the industry requirement of developing multiphysical analysis tools which
may be put to use without much of a delay, we present a co-simulation methodology
for the analysis of top tensioned drilling risers by interfacing OrcaFlex and SimulationX
models using an interface file coded in Python, in Sec. 7.1, and demonstrate the cap-
abilities of the methodology. In Sec. 7.2, we extend the methodology to the full scale
riser tensioner system and benchmark model performance with field measurements to
demonstrate satisfactory agreement. We further demonstrate the advantages of adopting
the methodology by carrying out the analysis of an entire disconnect sequence, starting
from the connected condition and ending with the soft hang-off of the riser.

8.2 Conclusion

Thus, with reference to the two main objectives of the project, as discussed in Sec. 3.2,
and the discussion in Sec. 8.1 we conclude:

I. The research carried out as part of the PhD has, in principle, partly met the object-
ive of developing component-models to constitute a Standard Library for carrying
out multiphysical simulation of ocean engineering systems using Modelica simula-
tion environments. However, it has prepared the ground for future research that
would enable the realization of the objective in full.

II. The research carried out as part of the PhD has, in principle, met the objective of
developing a co-simulation methodology to simulate the fully coupled response of a
drilling riser in recoil by interfacing the platform and riser model in OrcaFlex, with
the hydro-pneumatic riser-tensioner model in SimulationX.
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With reference to the specific objectives of the project, as discussed in Sec. 3.2, we
conclude:

i. The research carried out as part of the PhD has fully met project objective 1(a) of
the project. The articles discussed in Ch. 4 correlates to objective 1(a).

ii. The research carried out as part of the PhD has partly met objective 1(b) of the pro-
ject. The 3D BEM code, OMHyD, which has been developed during the course of this
research, is presently capable of determining the frequency dependent hydrodynamic
parameters for cuboidal objects. It may be developed further to accommodate ob-
jects of arbitrary shapes. The article presented in Ch. 6 correlates to objective 1(b).

iii. The research carried out as part of the PhD has partly met objective 1(c) of the
project. The article presented in Sec. 5.2 demonstrates how the dynamics of a chain-
suspended subsea load may be simulated using Modelica. This concept may be ex-
tended to moorings and risers in the future. The articles presented in Ch. 5 correlates
to objective 1(c).

iv. The research carried out as part of the PhD has not met objective 2(a) of the
project. However, using the co-simulation model presented in Sec. 7.2, one can easily
study the influence of the riser tensioner system on the fatigue in the riser stack and
formulate a control strategy to minimize it.

v. The research carried out as part of the PhD has met objective 2(b) of the project.
The articles presented in Sec. 7.2 correlates to objective 2(b).

8.3 Contributions of the present work

A summary of the specific contributions of the present work follows.

1. Modelica component-model for two-dimensional, regular, small-amplitude (Airy)
waves.

2. Modelica component-model for two-dimensional, irregular waves, based on the
Fourier series representation of the irregular sea-surface, and the Pierson-Moskowitz
sea-spectrum.

3. Modelica component-model for unidirectional depth-varying current with linear
interpolation.

4. Modelica component-models for catenary moorings based on the quasi-static theory.

5. Modelica component-models for the heave-surge response of non-diffracting floating
objects based on the Froude-Kryloff formulation and the Morison equation.

6. The open-source Modelica library for ocean-engineering applications containing the
above component-models along with three publications in peer-reviewed interna-
tional conference proceedings, detailing the development of the above component-
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models and the ocean-engineering library, with public links to the Modelica code
and simulation files.

7. The open-source OMHyD 3-D BEM code for the determination of frequency de-
pendent hydrodynamic parameters of diffracting cuboidal objects, along with one
submitted paper to a peer-reviewed international journal, detailing the development
of the BEM code, with public links to OMHyD, and associated analysis files.

8. Open-source implementations of the lumped-mass approach in simulation of caten-
ary mooring forces in Modelica and Python, along with one publication in a peer-
reviewed international conference proceedings, detailing the development of the
code, with public links to the code and simulation files.

9. Modelica component-model to simulate the dynamics of a chain-suspended subsea
load using components available in the MultiBody library of OpenModelica, along
with one publication in a peer-reviewed international conference proceedings, de-
tailing the development of the component-model, with public links to the code and
simulation files.

10. A co-simulation methodology for analysis of top-tensioned drilling risers using com-
mercial analysis tools, along with a submitted paper to a peer-reviewed interna-
tional journal, detailing the development of the methodology, with public links to
the code and simulation files.

11. Benchmarking of the above co-simulation model performance with field data, along
with a submitted paper to a peer-reviewed international journal, detailing the
benchmarking procedure, and demonstrating the possibilities that such a meth-
odology opens up.

8.4 Outlook for further research

The present work opens up numerous avenues for research. The open-source philosophy
facilitates research access, without cost-implications, to most of the fronts offered by the
current research.

The most prominent avenue for potential research is in improving the component
models for the hydrodynamics of non-diffracting floating objects through inclusion of
more simple geometries, and the reformulation of the component models to accommodate
response in all six DoFs.

Another area for potential research is in developing component-models for moorings
and risers based on the lumped-mass approach. The ground work has been done in
Sec. 5.1 and Sec. 5.2, and this can be easily extended to the case of moorings and risers.

Another direction to consider would be the simulation of the hydrodynamic response
of diffracting objects. Two routes may be considered:
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a Obtain the hydrodynamic parameters from commercial frequency domain hydrodynamic
analysis software, and use these parameters to carry out dynamic analysis in Modelica,
by specifying component models that accept these parameters as inputs.

b Develop OMHyD further, to enable handling of arbitrary shapes, removal of irregular
frequency effects, handling of finite water-depth cases, consideration of porous body
surfaces, etc.
A parallel approach which facilitates for the use of externally sourced hydrodynamic

parameters, until in-house capabilities are well developed, seems to be the best route to
take.

One may likewise develop component models for the dynamic positioning thrusters,
active heave compensation systems, shipboard cranes, etc. The list is practically limitless.

Fig. 8.1 gives a glimpse of the possibilities that further research in this direction opens
up.

Heavy weather at the sea surface

Calm deep-water conditions

Figure 8.1: Subsea installation in heavy weather

Here, we consider a scenario where a subsea installation is in progress in heavy
weather. In present times, if the weather conditions turn bad, the installation is sus-
pended till the weather clears. However, with the development of AI and underwater
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drone technology, we may be able to carry on with subsea installation since the effects of
bad weather are not usually present at greater depths. However, this would require the
interfacing of the crane with the positioning system so as to maintain sufficient slack in
the crane wire during the final phases of the installation, where the underwater drone
positions the load precisely for docking with the template, while the ship drifts from the
optimal position due to heavy weather.

Before venturing out to carry out such procedures, it is imperative to ascertain that
the infrastructure is capable of handling such situations. Detailed multiphysical simula-
tions appear to be the only way of estimating system performance in such scenarios.

Now, imagine that the installation was being carried out in a world, far away from
our own, to make the place ready for habitation by the first set of humans to arrive.

Multiphysical simulations are the only way for evaluation of the best course of action,
especially in pioneering engineering endeavours, and we are left without a choice, but to
develop such capabilities.

The author has been offered a post-doctoral researcher position, subsequent to the
successful defense of this thesis, for conducting further research in this direction.

172



References

[1] Lecture notes on Water Waves. Massachusetts Institute of Technology. URL https:
//ocw.mit.edu/courses/mechanical-engineering/2-017j-design-of-electr
omechanical-robotic-systems-fall-2009/course-text/MIT2_017JF09_ch06.
pdf.

[2] Y. Bai and Q. Bai. Subsea pipelines and risers. Elsevier, 2005. URL https://www.
elsevier.com/books/subsea-pipelines-and-risers/bai/978-0-08-044566-3.

[3] R. K. Bansal. Fluid mechanics and hydraulic machines. Laxmi Publications (P)
Ltd., 2000.

[4] S. K. Chakrabarti. Hydrodynamics of Offshore Structures. Computational Mechanics
Publications, and Springer-Verlag, Dorchester, Great Britain, 1987. ISBN 0-905451-
66-X.

[5] S. K. Chakrabarti. Handbook of Offshore Engineering. Elsevier Ltd, 84 Theobalds
Road, London WC1X8RR, UK, 2005.

[6] R. G. Dean and R. A. Dalrymple. Water Wave Mechanics for Engineers and Sci-
entists. Allied Publishers Limited, Mumbai, India, 2001. ISBN 81-7764-195-6.

[7] M. W. Dingemans. Water Wave Propagation Over Uneven Bottoms. PhD thesis,
TUDelft, Netherlands, November 1994.

[8] O. M. Faltinsen. Lecture notes on source-sink methods and wave-induced loads.

[9] O. M. Faltinsen. Sea Loads on Ships and Offshore Structures. Cambridge University
Press, 1999. ISBN 0-521-45870-6.

[10] O. M. Faltinsen and F. C. Michelsen. Motions of large structures in waves at zero
Froude number. Technical report, 1975. URL https://www.studocu.com/no/doc
ument/norges-teknisk-naturvitenskaplige-universitet/akademisk-skrivi
ng/essay/motions-of-large-structures-in-waves-at-zero-froude-number/
6109623/view.

173



References

[11] T. I. Fossen. Handbook of Marine Craft Hydrodynamics and Motion Control. Wiley,
2011.

[12] Fritzon, Peter. Principles of Object-Oriented Modeling and Simulation with Modelica
3.3. IEEE Press, New Jersey(2015).

[13] D. S. Henningson and M. Berggen. Lecture notes on Fluid Dynamics: Theory and
Computation. KTH Royal Institute of Technology, August 2005. URL https:
//www.mech.kth.se/~henning/CFD/CFD_main.pdf.

[14] J. L. Hess and A. Smith. Calculation of non-lifting potential flow about arbitrary
three-dimensional bodies. Technical report, Douglas Aircraft Co., Long Beach CA,
1962. URL https://apps.dtic.mil/dtic/tr/fulltext/u2/282255.pdf.

[15] F. John. On the motion of floating bodies. i. Communications on Pure and Applied
Mathematics, 2(1):13–57, 1949. doi: https://doi.org/10.1002/cpa.3160020102.

[16] J. Katz and A. Plotkin. Low-Speed Aerodynamics. 2001. doi: 10.1017/cbo9780511
810329.

[17] Kimberly Amadeo. Oil Price Forecast 2018-2050: How High Oil Prices Will Rise in
2018. The Balance. URL https://www.thebalance.com/oil-price-forecast-
3306219.

[18] S. H. Lamb. Hydrodynamics. Cambridge University Press, 1879. URL https://www.
cambridge.org/no/academic/subjects/mathematics/fluid-dynamics-and-so
lid-mechanics/hydrodynamics-6th-edition?format=PB&isbn=9780521458689.

[19] J. N. Newman. Marine Hydrodynamics. MIT Press, 1977. URL https://mitpress
.mit.edu/books/marine-hydrodynamics-40th-anniversary-edition.

[20] Orcaflex. Example f03 pid controlled active winch. URL https://www.orcina.com
/resources/examples/?key=f.

[21] J. B. Tatum. Lecture Notes on the Catenary. University of Victoria, 2004. URL
astrowww.phys.uvic.ca/~tatum/classmechs/class18.pdf.

[22] Tavyis Dunnahoe. Deepwater exploration seeks value over volume in new oil price
environment. Oil and Gas Journal, January 5, 2017. URL https://www.ogj.com/
articles/print/volume-115/issue-5/special-report-offshore-petroleum-
operations/deepwater-explorations-seek-value-over-volume-in-new-oil-
price-environment.

[23] J. V. Wehausen. The motion of floating bodies. Annual review of fluid mechanics,
3(1):237–268, 1971. URL https://www.annualreviews.org/doi/pdf/10.1146/an
nurev.fl.03.010171.001321.

174



References

[24] J.-H. Westhuis. The Numerical Simulation of Nonlinear Waves in a Hydrodynamic
Model Test Basin. PhD thesis, University of Twente, Netherlands, May 2001.

175





Appendices

177





Appendix A

Call for application

179



NTNU - knowledge for a better world

The Norwegian University of Science and Technology (NTNU) creates knowledge for a better world and solutions that can change
everyday life.

Faculty of Engineering

Department of Mechanical and Industrial Engineering

PhD 3 Positions in Offshore Mechatronics (IV-89/17, IV-90/17, IV-91/17)

PhD - 3 Positions in Offshore Mechatronics (IV-89/17, IV-90/17, IV-91/17)
 
Faculty of Engineering Science (http://www.ntnu.edu/iv) at the Norwegian University of Science and Technology (NTNU) has vacancy for
three PhD positions at Department of Mechanical and Industrial Engineering (http://www.ntnu.edu/mtp).
 
Do you wish to create the future in offshore operations?
 
Three PhD positions are available at Department of Mechanical and Industrial Engineering at the Norwegian University of Science and
Technology (NTNU), Trondheim, Norway. The positions are full-time positions for 3 years to reach the PhD degree at NTNU. It may be
possible to have a 4-year position with 25% duty work. Applicants should have an MSc in mechanical engineering, mechatronics, marine
technology, control theory, cybernetics, physics and mathematics, or similar.
 
The positions are funded by SFI Offshore Mechatronics (sfi.mechatronics.no), which is a program for research-based innovation (SFI)
and a joint collaboration between NTNU, the University of Agder, the Norwegian Government, and industrial partners. The research in
close contact with the industrial partners, which provides an exciting combination of long-term academic research and industrial
innovation. The PhD candidates employed under this program will be part of a coordinated research group of 15-20 members with
extensive laboratory facilities
 
Information about the department
The Department of Mechanical and Industrial Engineering (MTP) has broad interdisciplinary expertise in the fields of logistics, machine
design, product development, materials science, risk and reliability of complex systems. The research at the department focuses on
development, optimization and improvement of industrial processes and production systems. One of our goals is to secure the
Norwegian industry and administration with access to knowledge and expertise on an international level. The PHD candidates will be
affiliated to the Production Systems Group.
 
 
Position 1: WP4.1 Integrated simulation of multi-physical systems in offshore operations (IV-89/17)
 
Background: Modern offshore operations involve many diverse physical systems that must all work harmoniously to achieve the
desired objectives in a safe and economical manner. Simulation is an invaluable tool in planning, coordinating and developing new
operations. These simulations may involve FEM models, CFD models, signal-based simulators, and component-oriented simulators.
Such simulators can be run in combination in some cases, while in other cases the simulators must be integrated. Design methods and
guidelines for how to combine different types of simulators for different simulation tasks pose and interesting academic challenge and
would be of great use to the industry.
Objectives: The PhD candidate will investigate simulator design for systems that are described by FEM, CFD, signal-oriented modules
and component-oriented modules. Design rules for simulator implementation will be developed. In particular, the candidate will
investigate when different simulators can be run in combination, and when simulators must be integrated in a Modelica or Simulink
implementation. The study will include the use of the Modelica framework to define component-oriented model libraries, and will in this
context introduce results and techniques from the automotive and aerospace industries to the offshore sector.
Contact: Associate Professor Christian Holden, christian.holden@ntnu.no
 
Mark your application with ref.no. IV-89/17
 
 
Position 2: WP4.2 Component-based simulation systems for drilling automation and crane systems (IV-90/17)
 
Background: Drilling and crane systems are an essential part of many offshore operations, operations which are made complicated by
inclement weather and complex dynamics. To safely plan and perform these operations and control the expensive and complex
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equipment, simulations are a necessity. Component-based simulation systems will aid in this. These simulations are based on libraries
of models of physical system components and lead to very efficient implementation of modular simulation systems. The simulator
performance will depend on proper interfacing between the library modules. In particular, the selection of input and output variables is
important.
Objectives: In this project, the PhD candidate will develop a library of component models in Modelica for simulation in Dymola and
Simulink. Design rules for interconnection of library modules will be developed for use in simulator development. The use of multiple
CPUs and GPUs for fast and real-time simulation will be studied. This library will be used to build an implementation of simulators for
case studies in drilling automation and crane systems.
 
Contact: Associate Professor Christian Holden, christian.holden@ntnu.no
 
Mark your application with ref.no. IV-90/17
 
 
Position 3: WP4.4 Modeling and simulation of cable and pulley systems in offshore cranes (IV-91/17)
 
Background: Cable and pulley systems are critical components in offshore cranes. It is important to have mathematical models that can
be used in simulation and analysis to investigate challenges in design, operation and maintenance due to distributed mass, flexibility and
stick-slip friction effects.
Objectives: This PhD project will develop dynamic models of offshore cranes with focus on cables and pulley systems in interaction with
crane models including mechanism dynamics in finite-element models. Component-oriented modeling and the use of real-time
simulation in a digital twin solution will be investigated.
 
Contact: Professor Terje Rølvåg, terje.rolvag@ntnu.no
 
Mark your application with ref.no. IV-91/17
 
 
Qualifications
The regulations for PhD programmes at NTNU state that a Master degree or equivalent with at least 5 years of studies and an average
grade of A or B within a scale of A-E for passing grades (A best) for the two last years of the MSc is required, and C or higher of the BSc.
Candidates from universities outside Norway must send a Diploma Supplement or a similar document describing in detail the study and
grade system and the rights for further studies associated with the obtained degree: http://ec.europa.eu/education/tools/diploma-
supplement_en.htm
 
The positions require spoken and written fluency in English.
 
Applicants who are finalizing their MSc during the spring of 2017 are also encouraged to apply.
 
Conditions:
PhD Candidates are remunerated in code 1017, and are normally remunerated at wage level 50, gross NOK 430 200 before tax. There
will be a 2 % deduction to the Norwegian Public Service Pension Fund from gross wage.
Engagement as a PhD Candidate is done in accordance with “Regulation concerning terms and conditions of employment for the posts
of post-doctoral research fellow, research fellow, research assistant and resident”, given by the Ministry of Education and Research of
19.07.2010. The goal of the positions is to obtain a PhD degree. Applicants will engage in an organized PhD training program, and
appointment requires approval of the applicants plan for a PhD study within three months from the date of commencement.
See https://innsida.ntnu.no/doktorgrad for more information.
 
The engagement is to be made in accordance with the regulations in force concerning State Employees and Civil Servants. The
positions adhere to the Norwegian Government's policy of balanced ethnicity, age and gender. Women are encouraged to apply.
According to the new Freedom of Information Act, information concerning the applicant may be made public even if the applicant has
requested not to be included in the list of applicants.
 
The application:
Applications must contain information of educational background and work experience, reference person(s), CV, possible publications
and other scientific works, certified copies of transcripts and reference letters. In addition a project description of 1-2 pages including a
short presentation of the motivation for a PhD study, how the applicant sees his/her background suitable, the applicant’s view of
research challenges within the area of the PhD position and how the competence of the applicant can contribute to solve these
challenges.
 
Applications and attachments have to be submitted electronically through www.jobbnorge.no. Applications submitted elsewhere will not
be considered.
 
Please state clearly in the application each IV-number of the position(s) you apply for
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Start-up date may be discussed, but tentatively August 2017.
  
Application deadline for all 3 positions: 31 March 2017
 
According to the new Freedom of Information Act, information concerning the applicant may be made public even if the applicant has
requested not to be included in the list of applicants.
 

Jobbnorge ID: 135599, Deadline: 31.03.2017, Internal ID: IV-89/17, IV-90/17, IV-91/17
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1 of 1 
 Date 

05.02.2019 
dd.mm.yyyy 

Our reference 
2018/8635/RUNA 

Norwegian University of Science and Technology 
Faculty of Engineering 
 

Dated 
14.10.2018 
dd.mm.yyyy 

Your reference 
 

 

Address Org.no. 974 767 880 Location Phone Our contact person 
Email: +47 73 59 45 01 
postmottak@iv.ntnu.no 

Høgskoleringen 6, 
Geologibygget, 2. etg. Fax 

Runa Nilssen 7491 
NO-  
Norway http://www.ntnu.no  +47  Phone: +47 73 59 37 02 
All correspondence that is part of the case being processed is to be addressed to the relevant unit at NTNU, not to 
individuals. Please use our reference with all enquiries.

 
Savin Viswanathan 
Department of Mechanical and Industrial Engineering 
  
 
 
 

Ph.d.- Approved Project Description - Savin Viswanathan 
 
The description of your research project has been approved by the Doctoral Degree Committee in 
their meeting on January 30th 2019. 
 
 
 

Yours sincerely, 
 

Runa Nilssen 
Senior Executive Officer 

 
 
In accordance with delegated authority, this document is approved electronically and therefore requires no handwritten 
signature 
 
 
 
Copy to: 
Department of Mechanical and Industrial Engineering 
Associate Professor Christian Holden 
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