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Abstract

Multispectral and hyperspectral imaging can be powerful tools for analyzing
and documenting works of art due to their ability to simultaneously capture
both accurate spectral and spatial information. The data can be used for a wide
range of diagnostic and analytical purposes, including materials identification,
pigment mapping, the detection of hidden features or areas of lost material, for
colorimetric analysis or for precise quantitative documentation.

However, a number of technical challenges exist which have prevented multi-
spectral and hyperspectral imaging from realizing their full potential and which
have prevented the technologies from becoming more widely used and routine
analytical tools. Both multispectral and hyperspectral imaging systems require
careful and precise acquisition workflows in order to produce useful data. In
addition, processing and calibration of the acquired data can be a challenge for
many cultural heritage users. Hyperspectral imaging, in particular, can produce
vast quantities of raw data that require complex processing and the ability to
manage the large resulting volumes of data. Moreover, the final high resolu-
tion and multidimensional data that is produced can be difficult to use or to
visualize.

This thesis, therefore, seeks to address some of these issues and seeks to an-
alyze and quantify potential problems and then propose tools, workflows and
methodologies to resolve and mitigate them. The research presented here fo-
cuses on two main areas. The first research area concerns the quality of spectral
data and how to measure, quantify and improve it. To do so, it is necessary to
first establish exactly what spectral quality is and what methods can be used to
quantify it. These methods are then applied to ascertain the levels of quality
seen in data acquired under routine operating conditions with an evaluation of
data from an extensive round-robin test of hyperspectral imaging systems.

In order to improve the quality of spectral data, the various elements that con-
tribute to and affect spectral quality within a system are then analyzed. Ac-
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ii Abstract

quisition and calibration pipelines are then defined for both multispectral and
hyperspectral equipment with practical guidelines and workflows provided that
aim to help users produce the best quality data possible.

The second research area concerns the visualization of such data and examines
ways to facilitate and make large and complex image data accessible online.
For this, an architecture, visualization techniques and a full software platform
are presented for the efficient distribution and visualization of high resolution
multi-modal and multispectral or hyperspectral image data. This work is then
extended in order to push the technology to the limits and to apply the tech-
niques to the field of astronomy where image sizes are at their most extreme.



iii

Translation of the Abstract in Norwegian

Multispektral og hyperspektral avbildning kan være kraftige verktøy for å anal-
ysere og dokumentere kunstverk, på grunn av dets evne til samtidig å fange
både nøyaktig spektral og romlig informasjon. Dataene kan brukes til et bredt
spekter av diagnostiske og analytiske formål, inkludert materialidentifikasjon,
pigmentkartlegging, påvisning av skjulte egenskaper eller områder med tapt
materiale, for kolorimetrisk analyse eller for presis kvantitativ dokumentasjon.

Imidlertid eksisterer det en rekke tekniske utfordringer som har forhindret mul-
tispektral og hyperspektral avbildning fra å utnytte sitt fulle potensiale, og
som har forhindret teknologiene fra å bli mer brukt og fra å bli standard an-
alytiske verktøy. Både multispektrale og hyperspektrale bildesystemer krever
nøye og presise avbildningsarbeidsflyter for å produsere nyttige data. I til-
legg kan behandling og kalibrering av innhentede data være en utfordring for
mange brukere i kulturarvsektoren. Spesielt hyperspektral avbildning kan pro-
dusere store mengder rådata som krever kompleks behandling og muligheten
til å håndtere de store resulterende datamengdene. Videre kan det endelige
høyoppløselige og flerdimensjonale datasettet som produseres være vanskelig
å bruke eller å visualisere.

Denne avhandlingen søker derfor å adressere noen av disse problemene og
søker å analysere og kvantifisere potensielle problemer, og deretter foreslå verk-
tøy, arbeidsflyter og metoder for å redusere og løse dem. Forskningen som
presenteres her fokuserer på to hovedområder. Det første forskningsområdet
gjelder selve kvaliteten på spektraldataene og hvordan man måler, kvantifiserer
og forbedrer denne kvaliteten. For å gjøre dette er det nødvendig å først fastslå
nøyaktig hva spektral kvalitet er og hvilke metoder som kan brukes til å kvan-
tifisere den. Disse metodene blir deretter brukt for å fastslå kvalitetsnivåene til
i datasett innhentet under rutinemessige driftsforhold, gjennom en evaluering
av data fra en omfattende «round-robin test» av hyperspektrale bildesystemer.

For å forbedre kvaliteten på spektraldata analyseres de forskjellige elementene
som bidrar til og påvirker spektralkvaliteten i et system. Avbildnings- og kali-
breringssarbeidsflyter defineres deretter for både multispektralt og hyperspek-
tralt utstyr, med foreslåtte praktiske retningslinjer og arbeidsflyterfor at bruk-
erne skal produsere data med best mulig kvalitet.

Det andre forskningsområdet gjelder visualisering av slike data og undersøker
måter å legge til rette for og gjøre store og komplekse bildedata tilgjengelige on-
line. For dette presenteres en arkitektur, visualiseringsteknikker og en full pro-
gramvareplattform for effektiv distribusjon og visualisering av høyoppløselige



iv Abstract

multimodale og multispektrale eller hyperspektrale bildedata. Dette arbeidet er
også utvidet for å presse teknologien til det ytterste og til å anvende teknikkene
på astronomi-feltet der bildestørrelsene er på sitt mest ekstreme.
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Chapter 1

Introduction

1.1 Motivation

Spectral imaging techniques such as multispectral and hyperspectral imaging
have become established analytical techniques in a wide range of fields includ-
ing remote sensing [9], food science [10], astronomy [11], mineralogy [12],
agriculture [13], medicine [14], archaeology [15] and many others. Both mul-
tispectral and hyperspectral imaging are able to simultaneously capture both
spectral and spatial information and this combination can provide valuable and
unique information that can be used for a number of purposes. Spectral imag-
ing is able to produce data that is quantitative and that can be applied to a
number of analytical tasks. The technique is sometimes referred to as “imaging
spectroscopy” or “chemical imaging” due to its ability to distinguish or identify
materials and is commonly used to map the distribution and abundance of ma-
terials as well as for other purposes such as measuring change or for performing
accurate colorimetric measurements.

Thanks to this versatility, spectral imaging has become an increasingly used
technique in the field of cultural heritage and considerable progress has been
made since the introduction of filter-based multispectral imaging systems able
to capture a handful of spectral bands in the mid-1990’s [16]. The develop-
ment of hyperspectral imaging enables far higher spectral resolutions to be ac-
quired with typical pushbroom hyperspectral cameras able to capture hundreds
of narrow contiguous spectral bands and this technology was soon applied to
the study of paintings [17]. The rich combination of spatial and spectral infor-
mation can be a powerful tool for analyzing and documenting works of art and
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4 Introduction

can be applied to a wide range of diagnostic and analytical purposes within the
field. These include materials identification, pigment mapping, the detection of
hidden features or areas of lost material, for colorimetric analysis or for precise
quantitative documentation.

Despite the wider availability and use of multispectral and hyperspectral imag-
ing, they have yet to become routine analytical tools within the field of cultural
heritage and a number of technical challenges have prevented the technology
from realizing its full potential. Both multispectral and hyperspectral imaging
require careful and precise acquisition workflows. Processing and calibration
of the acquired data requires complex software along with the expertise and
computing infrastructure that goes with it. Hyperspectral imaging, in partic-
ular, can produce vast quantities of data that require complex processing and
the ability to manage the large resulting volumes of data. Moreover, the final
high resolution and multidimensional data that is produced can be difficult to
manipulate or to visualize.

This thesis, therefore, seeks to address some of these issues and aims to ana-
lyze and quantify potential problems and then propose tools, workflows and
methodologies to resolve and mitigate them.

1.2 Research Aims & Questions

The research presented in this thesis covers two core areas encompassing three
research questions. The first concerns the quality of spectral data and how
to measure, quantify and improve it. The second research area concerns the
visualization of such data and examines ways to facilitate and make large and
complex image data accessible online.

From this, three specific research questions can be defined that the work pre-
sented in this thesis is intended to answer:

Research Question: How can the quality of spectral data be mea-
sured? What is the quality of acquired experimental spectral data?

The question of the quality of spectral data is a central one and forms an essen-
tial basis for fully exploiting the results produced by multispectral or hyperspec-
tral imaging. To understand quality, however, it is necessary to first establish
and define how differences in spectra can be measured and how the spectral
quality of a system can be quantified.
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Once a framework for evaluating spectral quality has been established, it’s pos-
sible to look both qualitatively and quantitatively at the kind of problems and
errors that often occur during the acquisition and processing of multispectral
and hyperspectral data. By understanding and quantifying such errors, it is,
therefore, possible to propose methodologies and techniques to improve the
quality of the acquired data with a goal of defining full acquisition and calibra-
tion pipelines that are adapted to the acquisition of works of art.

Research Question: What are the factors that influence multispec-
tral and hyperspectral data quality and how can acquisition and cal-
ibration workflows be improved?

Multispectral or hyperspectral imaging of works of art, such as paintings, re-
quires specific care and the use of protocols that are adapted to this type of
target. One of the core goals of the research carried out for this thesis, there-
fore, is to examine in detail the specific acquisition and calibration pipelines
necessary for both multispectral and hyperspectral imaging of works of art and
to propose workflows and protocols that allow the highest possible quality data
to be obtained.

Research Question: How to make high resolution quantitative im-
age data accessible? How can large volumes of spectral and other
scientific imaging data be visualized?

Once full calibrated data has been acquired and calibrated, it is necessary to
then exploit the data in some way. An often neglected aspect of multispec-
tral and hyperspectral imaging is the issue of access and visualization of the
final results. Multi and hyperspectral imaging systems can produce extremely
large volumes of quantitative and complex data that are difficult to exploit and
make available to end-users. This data is often also acquired along with other
imaging modalities that need to be made available simultaneously. The final
research question of this thesis, therefore, addresses this issue and proposes
solutions to enable high resolution spectral and quantitative image data to be
made available online.

1.3 List of Contributing Papers

The research that constitutes the core of this thesis is represented in six core
papers. These papers cover the various research areas included in the thesis and
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address issues such as how spectral quality can be defined; what is the spectral
quality found in real acquired hyperspectral data; how to improve the quality
of acquired multispectral and hyperspectral data; and finally how to efficiently
access and visualize the kinds of massive quantitative data sets produced by
spectral imaging.

Core Papers:

Paper 1: Quality Evaluation in Spectral Imaging - Quality Factors and Metrics
Shrestha, R., Pillay, R., George, S. & Hardeberg, J. Y.
Journal of the International Colour Association, 12, 22–35 (2014)

Paper 2: Evaluation of the Data Quality from a Round-Robin Test of Hyperspectral
Imaging Systems
Pillay, R., Picollo, M., Hardeberg, J. Y. & George, S.
Sensors, 20, 381 (2020)

Paper 3: Studying That Smile: A Tutorial on Multispectral Imaging of Paintings
Ribés, A., Pillay, R., Schmitt, F., Lahanier, C.
IEEE Signal Processing Magazine, 25, 4, 14-26 (2008)

Paper 4: Hyperspectral Imaging of Art: Acquisition and Calibration Workflows
Pillay, R., Hardeberg, J. Y. & George, S.
Journal of the American Institute of Conservation, 58, 3-15 (2019)

Paper 5: Multi-Modal Data Visualization and Analysis of “The Bedroom at Arles”
by Vincent van Gogh
Pillay, R.
Proceedings of the 22nd CIPA Symposium, October 11-15, 2009, Ky-
oto, Japan

Paper 6: Web-Based Visualization of Very Large Scientific Astronomy Imagery
Bertin, E., Pillay, R. & Marmo, C.
Astronomy and Computing Journal, 10, 43–53 (2015)

Paper 1 provides a survey of the various metrics that can be used to quan-
tify multispectral or hyperspectral image quality and discusses possible global
frameworks for spectral image quality. Paper 2 presents the detailed results
from a unique round-robin test of hyperspectral imaging systems and provides
an in-depth analysis of the data, examining the types of errors and variability
seen in the data.
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Paper 3 and Paper 4 both look in detail at the issue of spectral acquisition and
calibration and define methodologies for improving the final quality of spec-
tral data. The first, Paper 3 focuses on multispectral imaging and provides
a tutorial for the calibration of multispectral data, whereas Paper 4 focuses
on hyperspectral imaging and proposes an end-to-end workflow for acquisition
and calibration that ensures accurate and reliable spectral data.

Paper 5 addresses the technology required to visualize high resolution multi-
modal imagery and offers a case study on the visualization of such data acquired
from a painting. Finally Paper 6 looks at the visualization of extremely large
quantitative scientific imaging data and presents a case study from the field of
astronomy where the volumes and complexity of imaging data are at their most
extreme.

The core papers are included in full in Part II of this thesis and summaries of
each of them can be found in Chapter 3.

Supporting Papers:

Additionally, there are two supporting papers that provide related research that
do not form part of the core thesis, but which are closely associated to the work
presented here.

S1 A Study of Spectral Imaging Acquisition and Processing for Cultural Heritage
George S, Hardeberg J.Y., Linhares J, MacDonald L.W., Montagner C, Nasci-
mento S, Picollo M, Pillay R, Vittorino T & Webb E.K.
Chapter 8, Digital Techniques for Documenting and Preserving Cultural
Heritage, 141-158, Arc Humanities Press (2018)

S2 Assessment of Multispectral and Hyperspectral Imaging Systems for Digitisa-
tion of a Russian Icon
MacDonald L.W., Vitorino T, Picollo M, Pillay R, Obarzanowski M, Sobczyk
J, Nascimento S & Linhares J
Heritage Science, 5, 41 (2017)

Both supporting papers are concerned with the round-robin test described in
core Paper 2. Paper S1 is a book chapter and provides an introduction and
overview of the round-robin test as well as preliminary results. Paper S2 pro-
vides results and an analysis from one of the other test targets used in the
round-robin test.
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Chapter 2

Background

2.1 Introduction

This chapter provides background material on the core topics covered in this
thesis. Although each of the papers included here also provides significant back-
ground material, it is useful to provide here a consolidated and expanded ver-
sion of this background material in order to give an overview and facilitate the
reading and understanding of the work presented within this thesis.

The chapter is aimed at readers who are familiar with digital imaging and who
have some experience of multispectral or hyperspectral imaging, but who may
not necessarily be aware of the details of the technologies used or the details
of the processing required for such data.

The chapter begins by looking at the essential concepts behind these imaging
techniques and provides an overview of the various technologies and method-
ologies employed. This is followed by a historical overview of the use of mul-
tispectral and hyperspectral imaging within the field of cultural heritage and
how the technique has evolved since the first uses of multispectral imaging.
The topic of spectral quality is then covered with an overview of the topics of
noise, spectral distance metrics and round-robin tests. The calibration of spec-
tral imaging systems is then discussed including both radiometric and geometric
calibration. Finally, background information on the accessibility, visualization
and storage of high resolution spectral data is provided.

9
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2.2 Scientific Imaging

Imaging has a long history within cultural heritage and has been used since the
very early days of analogue film to record and document works of art. The ear-
liest form of imaging, black & white photography, was long used to document
art and is able to provide a high resolution and accurate record of the surface
of a work of art. The introduction of color film made it possible to additionally
record the colors within a painting. However, analogue film is prone to insta-
bility and change over time, making it unreliable as a means of accurately and
durably recording color.

Measuring and mapping the colors within a work of art is, nevertheless, an im-
portant activity in art conservation and curatorialship. Very early colorimetric
analyses for conservation were carried out by eye with the use of painted or
printed color palettes, which were used as references and compared to the col-
ors within the work of art to document them. The introduction of equipment
such as colorimeters enabled more objective and accurate measurements to be
made of the color.

It was not until the introduction of digital imaging that reliable color imaging
become a real possibility. Accurate colorimetric imaging was indeed one of early
goals of digital imaging in the field of cultural heritage and many attempts were
made to use the quantitative nature of digital imaging to provide colorimetric
results [18, 19, 20].

Scientific imaging techniques that use light or electromagnetic radiation at
wavelengths that are invisible to the human eye also have a long history within
cultural heritage. The application of techniques such as X-ray radiography [21],
infrared [22, 23] and ultra-violet [24] photography to the study of art enabled
imaging to be used as a scientific tool and as a means to analyze and study
works of art in new and unique ways. These different imaging techniques use
different parts of the electromagnetic spectrum (Figure 2.1) to illuminate the
work of art and each part of the spectrum is able to provide different and com-
plementary information.

The combination of these techniques with digital imaging has provided a num-
ber of important opportunities with regards to the analysis, visualization and
documentation of works of art. If correctly acquired, processed and stored, dig-
ital imaging is capable of producing scientific data that provides measurements
that are both highly accurate and reliable. Such quantitative data allows imag-
ing to be used as a powerful and non-destructive tool for scientific analysis.
Combining this data with image processing, statistical analysis and machine
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Figure 2.1: Electromagnetic spectrum. (Image credit: Horst Frank, CC BY-SA 4.0,
via Wikimedia Commons)

learning techniques, allows image data to be used in more sophisticated ways,
enabling uses such as materials analysis, change detection, hidden feature de-
tection and many more.

2.3 Spectral Imaging

Spectral imaging is an imaging technique that has been made possible by the
ability to acquire quantitative data through the use of digital technologies. It
extends traditional scientific imaging by acquiring not just a single image, but
many images at different wavelengths to obtain a reflectance (or emission)
spectra at each point.

Due to the limits of the technologies used, spectral imaging systems are able
to only acquire spectra within certain regions of the electromagnetic spectrum
and within a specific range of wavelengths. These regions can be classified into
several distinct wavelength ranges, which are listed in Table 2.1.

The most widely used spectral imaging cameras employed within the field of
cultural heritage operate in the VNIR spectral region of 400–1000 nm. These
allow spectra to be collected within the visible region, allowing accurate col-
orimetry to be performed. Spectra are also obtained within the near infrared
region where it is possible to distinguish between certain pigments or materials
that may be similar in color. SWIR spectral imaging systems that are able to see
further into the infrared are also used for cultural heritage, but are relatively
rare due to their higher costs. MIR and LWIR spectral systems, however, are
orders of magnitude more expensive and are, therefore, extremely rare in the
field of cultural heritage.

https://commons.wikimedia.org/wiki/File:Electromagnetic_spectrum_-eng.svg
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Description Acronym Wavelength Range
(nm)

Ultra-Violet UV 100 - 400
Visible VIS 400 - 700
Near infrared NIR 700 - 1000
Combined visible - near infrared VNIR 400 - 1000
Short wave infrared SWIR 1000 - 2500
Mid-infrared MIR 3000 - 5000
Long-wave infrared LWIR 5000 - 12000

Table 2.1: Common categories of spectral imaging and the range of wavelengths
associated

Various acquisition technologies and techniques exist for spectral imaging, which
are described in the following sections.

2.3.1 Multispectral Imaging

Standard three channel RGB camera technology is limited in terms of colori-
metric accuracy and is prone to metameric error as the color recorded is de-
pendent on the illuminant [25]. The desire to improve on this led to the idea
of using multispectral imaging. Instead of three color channels, multispectral
imaging uses filters to capture multiple channels spanning the spectral range
of the camera, as can be seen in Figure 2.2(a). Acquiring multiple channels
in this way allows for far higher color accuracy and reduces the potential for
metameric errors. Most importantly, however, it allows the reflectance spectra
to be estimated at each pixel. However, the limited number of and sometimes
overlapping channels obtained through multispectral imaging can require spec-
tral estimation methods to be used [26, 27].

2.3.2 Hyperspectral Imaging

Hyperspectral imaging, also known as imaging spectroscopy, bridges the do-
mains of imaging and spectroscopy and was initially developed for and used
primarily in the fields of satellite and space imaging [9] where it has been used
to analyze, for example, planetary material composition or for the quantitative
and qualitative analysis of terrestrial vegetation [28, 29].

Hyperspectral imaging provides a powerful combination of high spectral res-
olution and dense spatial mapping and has become a valuable analytical tool
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(a) Multispectral (b) Hyperspectral

Figure 2.2: Illustration of the differences between the spectra acquired by multi-
spectral and hyperspectral imaging

in a wide range of fields, including remote sensing [9], food science [10], as-
tronomy [11], mineralogy [12], agriculture [13], medicine [14], archaeology
[15] and many others. Hyperspectral data can be used in a number of ways,
including, for example, materials mapping and identification, the detection of
hidden features, change monitoring and many other applications.

Hyperspectral systems typically acquire up to hundreds of bands that are both
continuous and contiguous over the spectral range of the system as can be seen
in Figure 2.2(b). Thus, unlike multispectral imaging, hyperspectral imaging
captures the full reflectance spectra without the need to perform spectral re-
construction. The distinction between multispectral and hyperspectral is, how-
ever, not always a clear one. Although attempts have been made to formalize
a definition of each technology [30, 31], some acquisition technologies can be
placed in either category.
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2.3.3 Ultraspectral Imaging

A further category of “ultraspectral imaging” exists for very high resolution
spectral imaging. These systems are capable of spectral resolutions of less than
1 nm and are able to distinguish fine molecular adsorption or emission line fea-
tures [32, 33]. However, such instruments have yet to be applied to the imaging
of works of art.

2.3.4 Scanning Methods

Hyperspectral imaging itself encompasses a range of different technologies. In
addition, there are several scanning techniques generally employed, which are
widely used to distinguish between hyperspectral systems according to how
they physically scan a target. These scanning techniques are usually classified
as either snapshot, whiskbroom or pushbroom hyperspectral imaging and can be
seen in schematic form in Figure 2.3.

(a) Snapshot (b) Whiskbroom (c) Pushbroom

Figure 2.3: Illustration of the differences between the different scanning methods
used for hyperspectral imaging. Snapshot scanning acquires the entire image at
each spectral band. Whiskbroom acquires the entire spectra at a single pixel.
Pushbroom acquires the entire spectra for a single line of pixels

Snapshot (or staring) hyperspectral imaging works in the same way as mul-
tispectral imaging, involving the use of a monochrome detector array and a
filter-based system that captures a series of monochrome images at each band,
as is illustrated in Figure 2.3(a). In order to obtain sufficiently finely spaced
and contiguous spectra, tunable filters such as LCTFs (Liquid Crystal Tunable
Filters) or Bragg tunable filters are commonly used. Snapshot imaging, there-
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fore, captures an entire 2D image of the object in one shot with each spectral
band acquired separately in subsequent shots.

An alternative to the use of the kind of filters used in multispectral or snap-
shot hyperspectral imaging is the use of dispersion optics. Dispersion optics
(or spectrographs) are components consisting of prisms or diffraction gratings
which split the incident light into its spectral components with each wavelength
projected onto a different spatial location. By capturing this light with a linear
or array detector, the entire spectra can be captured simultaneously. This tech-
nique allows very fine spectral resolutions to be acquired and dispersion optics
of this sort are the most commonly used optics in current hyperspectral imaging
systems.

Dispersion optics are employed in both whiskbroom and pushbroom systems.
Unlike snapshot systems, these scanning techniques acquire the full spectral
information in a single step. As a consequence, instead of capturing an entire
image, only a single line is acquired at a time and the full spectral image must,
therefore, be built up line by line. These systems function essentially as line
scanners and, therefore, require the camera system to physically move at con-
stant speed along the axis perpendicular to the scan line in order to acquire
spectral data over a 2D area.

Whiskbroom scanning employs linear detectors which allow the dispersed spec-
tra to be acquired along the line of pixels of the detector. These systems, there-
fore, capture the spectra from only a single point at a time, as is illustrated in
Figure 2.3(b). In order to obtain a line spatially, whiskbroom systems include
a moving mirror that sequentially scans across a line and reflects light into the
line detector, thereby collecting data one pixel at a time across the line of sight.
Whiskbroom scanning was often used for early spectrometers on orbital satel-
lite systems [34]. Line by line scanning of this sort is perfectly suited to use
on satellites where the camera moves smoothly at a constant speed along its
orbital path.

Pushbroom scanning is similar to whiskbroom imaging in that it also scans an
image line by line. However, instead of a line detector, a 2D detector array is
used, which allows both spatial and spectral information to be captured simul-
taneously along the different axes of the detector. This allows an entire spatial
line to be captured simultaneously to the entire spectra for each pixel across
that line (Figure 2.3(c)). As with whiskbroom scanning, pushbroom systems
require mechanical translation perpendicular to the orientation of the line be-
ing scanned. For ground or laboratory-based use, mechanical translation stages
can be used to supply the necessary scan motion. Pushbroom systems are the
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most common type of hyperspectral imaging used both generally and within
the field of cultural heritage [8].

For a more complete description of the techniques and technologies behind
hyperspectral imaging, see [35] or [36].

2.3.5 Detector Technologies

As mentioned in the previous sections, different camera technologies are re-
quired for different spectral regions. The detectors found in spectral cam-
eras use various semiconductor materials that have different optimal operating
ranges and sensitivities. This sensitivity (or quantum efficiency) is dependent
on the wavelength of the incident light being measured and is different for each
semiconductor material.
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Figure 2.4: Quantum efficiency of the Ko-
dak KAI-2020 CCD over the visible and near
infra-red spectral region. (Image source:
[4])

The most common detectors used for
visible or NIR spectral imaging are
Silicon-based detectors. These are
sensitive over a wavelength range of
approximately 400–1000 nm and of-
fer good performance as well as be-
ing cost-effective. The silicon-based
detectors used in spectral imaging
are mostly packaged in CCD (Charge-
Coupled Device) form, though CMOS
(Complementary Metal Oxide Semi-
conductor) and sCMOS (Scientific
CMOS) detectors are also sometimes
used for VNIR spectral imaging.

For detectors for the SWIR spectral
range of 1000–2500 nm, other semi-conductor materials must be used. In-
GaAs (Indium Gallium Arsenide) detectors are sensitive over a spectral range
of around 1000–1600 nm, but in order to go further into the infra-red, MCT
(Mercury Cadmium Telluride) or InSb (Indium Antimonide) based detectors
are usually employed. These can only to be manufactured with smaller num-
bers of pixels than Silicon detectors and MCT cameras have at most around 320
pixels of spatial resolution for models that are currently commercially available.

The sensitivity of all detectors varies as a function of wavelength and a typical
sensitivity curve for a CCD found in several common VNIR hyperspectral imag-
ing systems can be seen in Figure 2.4. The sensitivity of the detector can drop
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significantly at the edges of the range of spectral sensitivity and this variation
in sensitivity needs to be corrected for during calibration. This can be compen-
sated for in a snapshot system or in multispectral imaging where each spectral
band is acquired independently. This allows the integration time to be set in-
dividually for each filter allowing the full dynamic range of the detector to be
used for each band. However, for spectral imaging systems based on dispersion
optics, the integration time must be set globally for the entire spectral range.
Only a small part of the dynamic range of the detectors will, therefore, be used
in areas of low sensitivity resulting in data quality that can vary considerably
across the spectral range of the system.

2.4 Spectral Imaging within Cultural Heritage

In this section, we will look in more detail at the history of spectral imaging
within the field of cultural heritage and describe the technologies that were
adopted and how these evolved.

2.4.1 Multispectral Imaging of Art

The development and introduction of multispectral imaging technologies was
of great interest to the museum sector due to its ability to capture simultane-
ously both accurate quantitative and colorimetric data. The first attempt to
apply such technologies within a major museum was the VASARI project [16],
which sought to capture both high resolution imagery and produce accurate sci-
entific colorimetric data that could be used to monitor the changes in a painting
over time. The system, which can be seen in Figure 2.5, used seven 50 nm wide
interferential bandpass filters in the visible wavelength range of 400–700 nm
coupled with a stabilized halogen-based light source that was used to illumi-
nate the painting with a spectral power distribution that was continuous and
smooth over the entire spectral range of the camera. Unusually, the interfer-
ential filters were placed in front of the light source rather than in front of the
camera lens, as is the case with most multispectral imaging systems, in order
to reduce distortions due to chromatic aberration and especially to limit the
amount of incident light on the painting.

This enabled the system to obtain accuracies of better than 1∆E in the CIELAB
color space [37]. The aim was also to match the spatial resolution of the 10x8
inch film typically used in museum photography and a scanning and mosaic
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Figure 2.5: VASARI multispectral imaging system at the National Gallery, Lon-
don: 7 band filter-based system mounted on a moving XY translation stage with
a spectral range of 400–700 nm. (Image source: [37])

technique was necessary to obtain the necessary image sizes of up to 10,000 x
10,000 pixels per painting.

The system was, however, not portable and further development resulted in
multispectral imaging systems that were not only portable (Figure 2.6), but
which also extended the acquired spectral range into the NIR [38]. Many other
multispectral systems were also later developed using different filters or sensors
[39]. However, the use of a limited set of filters requires spectral estimation
(or reconstruction) to be carried out [40] and attempts were made to design
an optimal set of filters for paintings [41].

In order to obtain more accurate spectra without the need for spectral recon-
struction, extra interferential filters were sometimes used [42]. However, to
acquire even greater numbers of bands in a practical way, it is necessary to use
tunable filters, such as LCTFs and various attempts were made using such filters
with 16 [43] and 31 spectral bands [44] in the visible region and even up to 70
bands by means of tunable light sources [45]. An alternative approach was to
use LCTFs, but select a subset of wavelengths according to the target [46].

The other major development in multispectral imaging was its use in the NIR
spectral region over the wavelength range of 700–1000 nm. Early attempts
using LCTF-based NIR multispectral imaging had been tested on soft media
such as scrolls and ostraca [47]. For paintings, the extension of filter sets into
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the NIR made it possible to see under-drawing and pentimenti and to begin to
perform basic materials identification through spectral classification [48].

Figure 2.6: 13 filter portable multispectral
CRISATEL camera. (Image source: [38])

The SWIR spectral region can pro-
vide valuable and complementary in-
formation for materials identification
that allows pigments with similar col-
ors to be clearly distinguished. This
extra information can be used to
perform more sophisticated materi-
als classification and identification.
Early attempts at this included stud-
ies coupling multispectral filter-based
NIR imaging with multispectral filter-
based SWIR [49], which were used to
successfully distinguish similar pig-
ments.

An alternative approach to the use
of an image sensor array (such as
a CCD) was the use of single-pixel
photo-multipliers to acquire the mul-
tispectral data point by point rather
than the whole image at once. In the

visible region, this method was able to acquire 32 bands through mechanical
movement of the spectrophotometers and a point-by-point acquisition of the
surface [50]. This system was later extended into the SWIR region [51, 52].

These systems were essentially used for multispectral reflectance imaging. How-
ever fluorescence can also provide useful information for the study of works of
art. The emitted fluorescence can vary with respect to wavelength and can pro-
vide important information relating to the chemical composition of the work of
art. Early attempts to use multispectral imaging to map the spectra of induced
visible fluorescence [53] were able to provide useful materials identification.

The development of LED (Light Emitting Diode) based lighting and improve-
ments in their stability and colorimetric content also allowed LED lighting to
be used for multispectral imaging. LED lighting has significantly reduced ther-
mal content and enabled multispectral imaging to be simplified and made less
expensive. It also allowed multispectral imaging to be applied to fragile docu-
ments [54] and palimpsests [55, 56].
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Multispectral imaging systems, however, can be very costly, narrowing their
use to a limited set of institutions and making acquisition of such equipment
often dependent on external sources of funding. In order to address this issue,
simplified versions using off-the-shelf color cameras have also been proposed
and used within museums [57, 58] and more recently using low-cost equipment
[59].

2.4.2 Hyperspectral Imaging of Art

VNIR Imaging

Figure 2.7: Hyperspectral imaging sys-
tem at the C2RMF, Paris: 160-band push-
broom camera with wavelength range of
400–1000 nm mounted on XY translation
stage

The earliest attempts to use pushb-
room hyperspectral imaging for the
study of cultural heritage date to
around 2004 with systems put to-
gether at the University of Parma [60]
and, especially, at the Institute of Ap-
plied Optics (IFAC) in Florence for
the analysis of paintings [17, 61].
Since then a number of other cul-
tural heritage institutions around the
world have acquired hyperspectral
imaging systems, including notably,
the NGA in Washington [62, 63]. A
review of the work of these two insti-
tutions on hyperspectral imaging can
be found in [64].

Although the use of hyperspectral
imaging within cultural heritage in-
stitutions remains relatively rare, an
increasing number of studies have
made use of such equipment and hy-
perspectral imaging has been suc-
cessfully used for a variety of applica-
tions including the revealing of other-
wise hidden features and areas of lost material [61], for materials identification
and pigment mapping [65, 66] where methods and algorithms from the field
of remote sensing have been applied as well as for documentation and visual-
ization [67].
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A number of system designs have been implemented for the imaging of art
using push-broom hyperspectral cameras. Standard laboratory systems for in-
dustrial use are usually horizontally mounted with the target lying flat on a
horizontal surface. This set-up works well for manuscripts, books or draw-
ings. However, for easel paintings, a vertical alignment is better suited, which
therefore requires a custom-made set-up, such as that in Figure 2.7. Various
push-broom based hyperspectral imaging systems have been put in place for
cultural heritage to analyze paintings [61, 62], codices [68, 69], wall paintings
[70], tapestries [71] and many others. In almost all of these systems, the push-
broom hyperspectral camera moves linearly along one or more axes, while the
painting remains mounted on a static easel. It is also possible, however, to
mount the hyperspectral camera on a motorized rotating tripod [72] or use a
rotating scan mirror in front of the hyperspectral camera to enable a form of
snapshot imaging of the work of art [63].

SWIR Imaging

The majority of spectral imaging carried out for cultural heritage has involved
the VNIR spectral region due to its lower cost and greater general availability.
The SWIR spectral region can, however, provide valuable and complementary
information for materials identification [73] and has been used with success in
a wide range of studies including pigment mapping [66], the detection of egg
yolk and animal skin glue paint binders [74], the identification of iron gall ink
[75], the materials mapping of Chinese paintings [76] and many others.

MIR and LWIR Imaging

The use of equipment able to detect in the infrared region beyond the SWIR
range has been very rare. Nevertheless attempts have been made at using the
MIR spectral region (2500–5500 nm), where pigment analysis was carried out
using an MCT-based system [77].

Luminescence and Fluorescence Imaging

The above examples of hyperspectral imaging have involved spectral reflectance
imaging. But hyperspectral imaging can also be used to measure luminescence
and fluorescence. As the light emitted is orders of magnitude weaker, this re-
quires very sensitive spectral equipment. Examples of the this include lumi-
nescence to identify pigments [78], of Egyptian Fayum portraits [79] and the
fluorescence of medieval miniatures [80].
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2.5 Spectral Image Quality

2.5.1 Noise

Noise can be a significant problem in spectral imaging systems and excessive
noise can be detrimental to the use of hyperspectral data for tasks such as clas-
sification, anomaly detection or materials identification [81]. The level of noise
in the spectral data is, therefore, an important criterion for defining the quality
of a spectral imaging system.

Noise Sources

Several types of noise are generated in a digital imaging system and these
sources of noise can originate from within the detector itself as well as from
within the associated electronic subsystems. The most significant of these noise
sources are fixed pattern noise (dark current) and shot (photon) noise.

Fixed pattern noise can be generated in various parts of an electronic system
and is characterized by a noise pattern that is independent of the incident light.
This form of noise, which is also known as Johnson (or Nyquist) noise, is essen-
tially thermal in nature and will be different for each of the pixels in a detector.
This thermal noise increases with increasing temperature and is proportional
to the integration time used. It exists even in the absence of any light and so
is also often referred to as the “dark current”. This form of noise is essentially
added to the image data and in order to calibrate for this, the noise pattern
needs simply to be subtracted from the raw spectral image data on a per pixel
basis.

The other major form of noise is shot noise, which, unlike fixed pattern noise, is
entirely dependent on the level of incident light. Shot noise is random in nature
and can be modeled as a Poisson process where the noise is proportional in
magnitude to the square root of the number of photons incident on the detector.

For a more detailed description and analysis of the various types of noise and
their origins within a detector, see section 5.3 of [82].

Hyperspectral systems are particularly prone to noise, given the narrow wave-
lengths used and the wide variability in quantum efficiency across the spectral
range of the detector (see Section 2.3.5 and the example in Figure 2.4). Even
though the measured photon signal may be excellent through the central wave-
lengths of the operating range of the detector, the signal at the extremes of the
operating range can be very weak with respect to the magnitude of fixed pat-
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tern noise and, therefore, very noisy. The result is data quality that is highly
variable between spectral bands.

Reducing Noise

There are, however, several techniques that can be used to reduce noise within
a system and to, therefore, improve the SNR (Signal to Noise Ratio).

Often the most problematic source of noise is fixed pattern noise. As this form
of noise is dependent on temperature, cooling the detector will reduce the mag-
nitude of this noise. NIR and SWIR detectors are particularly prone to this form
of noise [83] and cameras for these wavelength ranges are usually cooled to
reduce the amount of it.

The level of fixed pattern noise forms in effect a lower threshold at which level
any signal is equal in magnitude to the noise. Increasing the amount of incident
light on the detector will, therefore, reduce the proportion of fixed pattern noise
relative to the signal. Spectral cameras are, therefore, designed to maximize
the transmission of light through to the detector and use optimized optics and
coatings along with lenses with large apertures and, therefore, low f -numbers
in order to achieve this.
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Figure 2.8: Spectral content of a typical
Halogen illuminant used for VNIR spectral
imaging. (Image source: [4])

When using the cameras, the rela-
tive level of fixed pattern noise can
be reduced by increasing the global
level of illumination and, in particu-
lar, by increasing the spectral content
of the light sources in those wave-
lengths where the illuminant is weak
and the detector has low sensitivity.
The spectral power distribution for
a Halogen illuminant typically used
for spectral imaging is shown in Fig-
ure 2.8, where the large difference
in spectral content between wave-
lengths is clearly visible. For a VNIR
hyperspectral system, the combina-

tion of illuminant and quantum efficiency results in very low amounts of light
at the lower end of the wavelength range at around 400 nm.

For shot noise, various signal processing techniques can be used to improve
SNR. Frame averaging, for example, is a technique whereby a number of co-



24 Background

incident scans of the same image (for a snapshot system) or line (for a whiskb-
room or pushbroom system) on the target are averaged together to improve
SNR [84]. This technique improves SNR by a factor of

p
N , where N is the

number of co-incident scans.

Other techniques are aimed specifically at line-scanning hyperspectral systems
and seek to reduce the differences in SNR across the spectral range. These tech-
niques improve the relative SNR between bands and as a consequence reduce
the SNR at the central wavelengths.

One example of this is the use of an equalization filter. Equalization filters are
designed to reduce the sensitivity in the central most sensitive region of the
detector’s spectral range, thereby improving the relative SNR at the extremes.
This can greatly improve the overall SNR of the data, but necessarily requires
longer integration times and reduces the SNR for the central wavelengths as
well as the average SNR globally. The ideal equalization filter would be the ex-
act inverse of the combination of quantum efficiency and illuminant. However,
obtaining an exact inverse is difficult to obtain in practice.

One further method for reducing noise is through the use of denoising algo-
rithms and various image denoising techniques have been adapted for use with
spectral images [85, 86, 87].

Although the combination of all these techniques can significantly improve the
quality of spectral data, noise will invariably exist, particularly at the extremes
of the spectral range of the detector.

2.5.2 Measuring Spectral Differences

The level of error globally within an image is often defined by measures such as
the Mean Square Error (MSE) [88], which is the sum of the squared differences
between the values of each pixel and its reference value divided by the number
of pixels (Equation 2.1, where M and N are the pixel dimensions of the image
and x and x̄ are the reference and measured pixel values respectively).

MSE =
1

M×N

i=M×N
∑

i=0

(x i − x̄ i)
2 (2.1)

This is effectively a measure of the statistical variance within the accumulated
errors. The quality of an image can, therefore, be defined as a value derived
from the inverse of the MSE. This is often defined by the signal to noise ratio
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(SNR), which is the ratio of the mean signal to the MSE. The PSNR (Peak Signal-
to-Noise Ratio) is also often used, which is the ratio of the maximum possible
pixel value to the MSE.

For spectral images, consisting of multiple images at different wavelengths, the
MSE will vary with wavelength and so is usually calculated separately for each
spectral band. Although, these provide a good generic measure for image qual-
ity, the quality of the spectra themselves obtained at each pixel location is more
difficult to assess.

Determining what the quality of spectral data is is not something that is straight-
forward. There are a number of ways to quantify spectral accuracy and the
appropriate measure of accuracy can depend in large part on the use to which
that data will be put.

Spectroscopy

A common way of studying spectra in the field of traditional point spectroscopy
is through the identification and localization of peaks and troughs within the
spectra. Many materials or pigments have characteristic spectral curves that can
be distinguished by their shapes and by the precise location of any peak. An
extension of this principle is through the use of derivative analysis, which uses
the derivative of the spectra to facilitate the identification of peaks and troughs
and elucidate subtle spectral features that are not readily apparent otherwise.

Derivative analysis can be a useful tool for the identification of pigments [89]
as well as for material identification more generally [90]. An example of the
use of the derivative to distinguish two similar pigments can be seen in Figure
2.9, where the two red pigments carmine and vermilion are shown along with
their derivatives. These derivatives have different forms with peaks in distinct
locations, allowing the two different pigments to be clearly distinguished.

Spectral Distance

When using spectral data for classification tasks, the notion of the “spectral
distance” between the measured spectra and a reference spectra is generally
used and there are a number of ways to quantify this spectral distance. The
MSE measure defined earlier can be also be applied to individual spectra and
this provides a value for the “distance” between two spectra. However, this
measure weights all differences between spectra equally, whereas more often
than not, we are more interested in differences in shape rather than in the
absolute values of the spectra. In other words, two spectra which have identical
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Figure 2.9: Reflectance spectra (left) and derivative of the reflectance spectra
(right) for the pigments carmine and vermilion. Although these pigments are
both red, the spectra can be used to distinguish between them. The derivative
allows this distinction to be more clearly made with different shapes and peaks at
distinct locations

shapes, but which differ in amplitude should be considered more similar than
two spectra with similar amplitudes and very different shapes.

A number of spectral distance measures have been developed to attempt to do
just that. The most widely used of these distance metrics is the Spectral Angle
used in Spectral Angle Mapper (SAM) classification [91]. This measure is ex-
tensively used in remote sensing and is derived from the angle formed between
a reference spectrum and the image spectrum and is shown in Equation 2.2,
where x and y are vectors representing the two spectra to be measured.

SAM(x,y) = arccos
�

〈x,y〉
‖x‖2‖y‖2

�

(2.2)

A number of other more recent distance metrics have also been developed, in-
cluding Spectral Information Divergence [92], Spectral Correlation Mapping
[93], Spectral Gradient Angle [94], Spectral Similarity Value [95], and the
“(SID, SAM)” metric [96] which combines both Spectral Information Diver-
gence and SAM into a single distance measure and many others. Each of these
have their own particular characteristics and properties and an overview of
their properties and behavior can be found in Paper 1, [97] and in [98].

Spectral distance measures are a key component of many spectral processing
workflows, including spectral classification [99] and change detection algo-
rithms [100]. The use of such algorithms typically require the appropriate
setting of threshold or other parameters, whose values are often dependent
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on the distance metric used. Indeed the choice of distance measure can have
a significant impact on the results obtained and on the performance of these
algorithms [101, 102].

2.5.3 Round-Robin Tests

Assessing the true performance of an analytical technique or of scientific equip-
ment on real experimental data is important in order to determine both their
utility and to understand how the technique or equipment can best be used. As-
sessments of this sort are usually carried out in a single laboratory, where the
technique or equipment is tested against reference standards or against other
validated equipment. However, scientific equipment is not always used under
the ideal controlled conditions that exist in testing laboratories. Exactly how
the equipment or technique is used and the environment in which it is used can
significantly influence the results obtained.

A round-robin test attempts to take these influences into account and, instead of
carrying out tests within a single laboratory, a number of locations and testing
facilities are used to assess performance. The variability found in the obtained
results can provide additional insight into the use of a technique and help iden-
tify procedures or protocols that require improvement.

Round-robin tests are, therefore, a useful means of comparing equipment or
methodologies and have been successfully carried out in a wide range of fields.
Within fields related to spectral imaging, round-robin tests have included topics
such as the measurement of the BRDF (Bidirectional Reflectance Distribution
Function) of diffuse reflectors [103], the radiometric calibration of a satellite
multispectral sensor [104] and tests of field spectrometers in laboratory settings
[105].

Several papers within this thesis contain or refer to results from a large-scale
round-robin test that was carried out to evaluate a range of multispectral and
hyperspectral imaging systems. The rest of this section, therefore, provides
some supplementary background information on this round-robin test in order
to put this work into context.

The experimental data analyzed in Paper 2 and referred to in Paper 4 con-
sisted of a subset of the data acquired from a round-robin test carried out for
the COSCH project [106]. The round-robin test involved nineteen different
institutions, including research laboratories, universities, equipment manufac-
turers and museums and an overview of the tests is provided in Supporting
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Paper S1, “A Study of Spectral Imaging Acquisition and Processing for Cultural
Heritage” [8].

The round-robin test was a coordinated effort to gain a better understanding of
the instrumentation, the processes of data acquisition and the effects of the de-
vices and methodology on the reliability of the spectral imaging data. The goal
was to evaluate the effective limits in accuracy of the spectral imaging equip-
ment in use within the participating institutions and examine the challenges
and issues that arose from bringing these different data sets together. By mea-
suring and understanding the variability seen within them, the goal was to help
improve protocols for the acquisition, handling, processing and sharing of spec-
tral data sets.

The data acquisition for the round-robin test was carried out using either mul-
tispectral or hyperspectral equipment from different manufacturers and with
different experimental acquisition setups, procedures and methodologies. The
aim of the comparison was not to compare the hardware specifications or raw
performance of the imaging devices themselves, but to measure the resulting
effective performances of the systems globally under their standard operating
conditions and after the application of the calibration and processing workflows
that are usually applied by each institution to their system. The variability due
to the different setups, operating procedures and the way data was processed
was, therefore, an important factor to take account of and include in the study.
In this way, an insight into the practical limits in accuracy of spectral imaging
systems within routine operating environments could be gleaned.

The overall aim was to use the insight obtained from these tests to help stan-
dardize methodologies and best practices for imaging cultural heritage objects
through spectral imaging techniques and the insight gained contributed to the
acquisition and calibration workflows defined in Paper 4.

A number of test targets were used, each with very different characteristics and
each of which aimed to test different aspects of the spectral imaging equipment
under evaluation. These test targets consisted of four objects, which can be seen
in Figure 2.10 and included: a Macbeth ColorChecker, a wavelength standard, a
custom-made pigment panel and a printed polychrome lithography 19th century
Russian icon.

The ColorChecker used was a standard Xrite color chart consisting of twenty-
four colored patches in a four-by-six grid, which provided a basis for standard-
ized colorimetric comparisons between systems.
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Figure 2.10: Targets used in the spectral imaging round-robin test: 24 patch
Macbeth ColorChecker (top left), wavelength standard featuring well-defined and
narrow features over the UV, visible and near infra-red spectral ranges (top right),
custom-made pigment panel with 7 Renaissance-era pigments (bottom left) and a
mass-produced 19th century Russian icon made through polychrome lithography
(bottom right). (Image source: [8])

The wavelength standard was a Zenith Polymer wavelength standard consist-
ing of a chemically inert diffuse lambertian reflectance standard composed of
PTFE (Polytetrafluoroethylene) doped with the oxides of the rare earth ele-
ments Holmium, Erbium and Dysprosium. This combination gives the standard
a stable spectrum of characteristic, well-defined and narrow features over the
ultra-violet, visible and near infra-red spectral ranges, which is suited for use
in accurate spectral calibration.

The pigment panel was a test target created especially for the round-robin test
by one of the participating institutions. It was made up of seven historical pig-
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ments at different concentrations in an egg tempera binder. The paint prepa-
ration and application on the panel aimed to authentically reproduce the me-
dieval Tuscan painting technique described in Cennino Cennini’s 15th century Il
Libro dell’Arte [107]. The panel consisted of a wooden support with a gypsum
ground, a canvas layer, and a second gypsum ground layer. Before applica-
tion of the paint layer, five types of drawing materials (watercolor, charcoal,
graphite, a lead and tin-based metalpoint and a lead-based metalpoint) were
used to create lines and line patterns that were then covered with paints ap-
plied with two different thicknesses. Additional details on the panel and on
the source and composition of the pigments used for the panel can be found in
[108].

The final object was a 19th century, mass-produced Russian icon, printed by
polychrome lithography, using eight different inks, onto a tinned steel plate
and nailed onto a wooden panel. It has a glossy surface over the colored areas
and a high specular reflectance from the golden metallic surface. The icon was
used to investigate the spatial imaging characteristics of the spectral imaging
systems as well as their behavior with highly reflective surface.

Supporting Paper S1 provides an overview and preliminary results from the
round-robin tests with further results found in several different papers. Paper
2 provides an in-depth analysis of the hyperspectral data from two of the test
targets. Details and results from the Macbeth ColorChecker can be found in
both [109] and [110]. Results from the 19th century Russian icon can be found
in Supporting Paper S2, “Assessment of Multispectral and Hyperspectral Imaging
Systems for Digitisation of a Russian Icon” [7].

2.6 Spectral Image Calibration

The calibration of spectral imaging systems is one of the main contributions of
this thesis and forms the core topic of both Paper 3 and Paper 4. This section,
therefore, provides an overview of the topic and provides some supplementary
background information.

In order to improve the spectral acquisition workflow, it is first necessary to
understand the process of image acquisition. There are essentially two types
of calibration that needs to be carried out for spectral imaging: radiometric
calibration and geometric calibration.
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2.6.1 Radiometric Calibration

A number of different factors contribute to the signal measured by a detector at
a particular pixel. This signal will depend on the number of incident photons
provided by the illumination, the spectral reflectance of the target, the quan-
tum efficiency of the detector, the transmission characteristics of the filter or
dispersion optics and the noise components.

We can represent the raw pixel values obtained from the acquisition of an object
by an equation of the form seen in Equation 2.3:

D =

∫

IλRλFλTλQλdλ+ nλ (2.3)

where D, the digital number is the response of the detector at a particular pixel
and whose magnitude is the product of various factors: I represents the illu-
minant spectral power distribution, R the reflectance of the object, F the filter
transmission characteristics, T the transmission characteristics of the lens and
optics and Q the quantum efficiency of the detector. These all vary with respect
to wavelength and so, the detector response is the integral of this product over
all wavelengths. The detector response also includes a noise term, n, which
represents fixed pattern noise and which is also dependent on wavelength, but
independent of the object reflectance or illuminant.

Figure 2.11: Multi-step reflectance stan-
dard with reflectances at 99%, 50%, 25%
and 12.5%

The sensitivity of each individual
pixel of a detector varies across the
detector and, thus, Equation 2.3 must
be used independently for each indi-
vidual pixel. The reflectance of an
object can, therefore, be calculated
if we know the values of these vari-
ous elements. Although factors such
as the filter characteristics and the
quantum efficiency are often known,
it is difficult to know the precise mag-
nitude and spectral content of the il-
lumination at the surface of the ob-
ject and various optical components
within an imaging system also modu-
late the signal in ways that are diffi-
cult to measure. It is practical, there-
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fore, to consider these all as a single combined factor that must be calculated
for each acquisition and the most common way to do this is through the use of
a reference target or set of targets, such as that shown in Figure 2.11, with a
precisely known reflectance spectrum.

The combined response of the illumination, filter, optics and quantum efficiency
can therefore be calculated using Equation 2.4, where Oλ is the combined re-
sponse, Dr is the pixel response for that reference target and Lλ is the spectral
reflectance of the reference target at band λ:

Oλ =
Dr − nλ

Lλ
(2.4)

This can then be substituted into Equation 2.3 to provide a simplified equation
(Equation 2.5) for the reflectance factor R for a particular band, λ, where Lλ
is the spectral reflectance of the reference target at band λ and Dr is the pixel
response for that reference target, D is the pixel response for the target object
and n is the fixed pattern noise:

Rλ = Lλ
D− nλ
Dr − nλ

(2.5)

2.6.2 Geometric Calibration

Geometric errors and the correction of these errors is addressed in Paper 2 and
Paper 4, where the magnitudes of certain geometric errors seen in hyperspec-
tral data are measured and procedures to reduce and correct for these errors
discussed.

All imaging systems produce some form of geometric distortion that needs to
be accounted for in order to obtain quantitative geometrical data. Any mis-
alignment between spectral bands can result in errors in the spectra at each
location [111] and can make registration across different imaging modalities
difficult.

Multispectral and snapshot hyperspectral systems have distortions that are sim-
ilar and which consist of optical distortions and chromatic aberrations that vary
with filter and wavelength. Each spectral band may need to be registered to-
gether and various models, such as [112], exist for correcting this.

Scanning-based systems such as dispersion-based pushbroom and whiskbroom
imagers which combine mechanical movement with complex optics possess dif-
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ferent types of geometric distortions that need to be corrected for. These can
include spatial distortions across the track of a line scan, known as keystone,
and spectral distortions along the spectral axis, known as smile. A discussion
of these effects and a method for correcting them can be found in [113]. Cam-
era manufacturers design their systems to minimize these, but they cannot be
entirely eliminated.

Other non-parametric optical distortions can also exist due to the complex
multi-component optics often used in hyperspectral systems. These require the
characterization of a sensor model, which can be produced by using a microm-
eter and by measuring the angle of view for each pixel. Other kinds of errors
can also arise when using mechanical translation stages, such as incorrect syn-
chronization between the movement of the translation stage and the sensor
acquisition, which can result in non-square pixels.

2.7 Classification

Classification is one of the most common tasks carried out using spectral imag-
ing data and consists of assigning a label to each pixel in an image. For the
study of art, this essentially consists of determining the material or pigment
composition of each pixel.

As discussed in Section 2.5.2, distance measures are a key component in many
spectral classification workflows and the distances calculated between the spec-
tra at a particular pixel and a set of reference spectra can be used to classify spec-
tral data. The most basic classification workflow essentially consists of defining
a set of reference spectra within an image. These spectra are known as end-
members and define the “purest” spectra within the set. The distance between
the pixel spectra and each of the end-members is then calculated and the end-
member with the closest spectral distance to the pixel and which is within a
user-defined threshold is then assigned as the class label for that pixel.

This basic method can be refined into a multi-step workflow involving first the
application of dimensionality reduction techniques in order to reduce noise and
reduce computational complexity. Principal Component Analysis (PCA) based
algorithms are generally used for dimensionality reduction. The next step in-
volves the determination of the number of end-members that exist within the
spectral data. The final step is classification, where each pixel is assigned to
an end-member or combination of end-members. Several end-members may
be combined within each pixel, so spectral un-mixing can be used to determine
the relative proportion (or abundance) of each end-member at each pixel.
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The most commonly used pipeline within cultural heritage is the “spectral hour-
glass wizard” pipeline available in the ENVI remote sensing software suite [114].
This particular pipeline uses Maximum Noise Fraction (MNF) [115] for dimen-
sionality reduction and orders the transformed components by noise content,
rather than by variance as in classical PCA. Pixel Purity Index (PPI) [116] is here
used for determining the end-members. Variants of this pipeline have included
the use of MaxD [117] rather than PPI for end-member extraction and K-Means
for classification, which has been applied to the analysis of ancient maps [118].
Another variant has involved the use of the Bidimensional Histogram of Spec-
tral Differences [119] for the classification of paintings.

These pipelines involve a certain amount of manual interaction in order, for
example, to select end-members and attempts to automate the classification
workflow have been made [120]. More advanced methods based on the use of
deep learning have also been attempted [121].

Spectral distance measures can also be combined with other types of metric to
improve the results provided by classification algorithms. The spatial content
within an image can often provide useful complementary information. There
is often a strong spectral correlation between neighboring pixels and this cor-
relation can be exploited through the use of morphology or segmentation to
optimize the classification results. For an overview of these methods of com-
bined spectral-spatial classification, see [122].

2.8 Data Structures & Visualization

How to enable access to spectral data, how the data can be shared and how
the data should be stored are key issues that are often overlooked by users
of spectral imaging equipment within the field of cultural heritage. These are
issues that need to be addressed if complex spectral data is to be fully exploited
and remain of use in the long term. These questions are at the core of both
Paper 5 and Paper 6 and this section, therefore, provides an overview of this
topic.

2.8.1 Spectral Data Structures

Spectral images can be considered as either a series of images taken at different
wavelengths or as a three dimensional image cube where each pixel of the 2D
image possesses a third dimension representing the spectral bands at that pixel.
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Such image cubes are sometimes referred to as hypercubes and an example can
be seen in Figure 2.12.

x

y

W
avelength

Figure 2.12: 3D representation of a spec-
tral image cube of the painting Lady Pray-
ing (Anonymous, oil on oak, 1575-1599,
Musée du Louvre), showing how the spec-
tral information is projected onto the third
axis

How this data is structured, encoded
and stored can have an important im-
pact on how that data is later used
and the performance of any applica-
tion that uses that data.

Multispectral images have a rela-
tively low number of spectral bands
making the storage of such spectral
data in separate image files a prac-
tical solution. Hyperspectral data,
on the other hand, can have hun-
dreds of spectral data values at each
pixel, making the use of separate files
unwieldy and inefficient. The most
common way to store hyperspectral
data is, thus, in a single file and in
most cases this data format will con-
sists of raw un-structured or semi-
structured data cubes with an associ-
ated header file that contains the nec-
essary metadata to decode the data.

These data cubes essentially consist
of binary pixel-wise data stored with
different types of interleaving. The

most widely used header format is that designed for the ENVI remote sensing
software suite. This header provides a flexible metadata format which describes
the main elements necessary to decode a spectral data cube. This includes in-
formation such as the bit depth of the pixel data, structuring information de-
scribing how the pixels, spectra and spatial lines within the cube are interleaved
together, the width and height of the image cube, the list of center wavelengths
etc.

How the spatial and spectral information is interleaved together has an impor-
tant impact on the speed at which certain types of data can be read from disk
as close or adjacent data locality can result in significantly faster read speeds.
Typical interleaving schemes used for spectral data are band sequential (BSQ)
where each full 2D image for each spectral band is stored consecutively, band
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interleaved line (BIL) where each spectral band for an individual scan line is
stored consecutively and band interleaved pixel (BIP) where the spectral points
are interleaved together for each pixel in an analogous way to the interleaving
that is common in RGB images. The various interleaving schemes involve dif-
ferent trade-offs in terms of performance for different types of processing. BIP
interleaving stores the spectral data for each pixel together and is, therefore,
optimized for fast access to individual spectra, whereas BSQ is optimized for
access to individual image bands. BIL provides a compromise between the two
schemes and is, therefore, often the default output format for spectral imaging
cameras.

More sophisticated storage formats exist that can be used to store and encode
spectral data. Image formats such as TIFF [123] or JPEG2000 [124] are ca-
pable of storing multi-band data and are often used for storing multispectral
data for remote sensing. Other formats specifically designed for multispectral
imaging include Spectral Binary File Format, Natural Vision format and the AIX
multispectral image format and an overview of these and their use can be found
in the CIE (Commission Internationale de l’Eclairage) TC8-07 Technical Report
on multispectral image formats [125]. Work on file formats and standardiza-
tion for hyperspectral data is also currently being carried by the IEEE Standards
Association P4001 Working Group [126].

Paper 6 concerns the field of astronomy, where a high degree of file format
standardization has occurred. Astronomy imaging data is usually stored in the
FITS format [127], which is a flexible container format that can handle data
encoded in up to 64 bits per channel. A more generic data format devised for
high performance computing is HDF5 [128], which is a flexible and feature-
rich container format designed for arbitrary large data volumes. Despite the
potential of HDF5, however, it is not yet widely used for spectral image data.

The number of bytes required to store each spectral value also needs to be taken
into account. Consumer cameras, scanners and other image producing equip-
ment usually output data with a bit depth of 8 bits per channel for each pixel
(256 possible values for each color channel). Spectral imaging cameras (and
scientific imaging systems in general), however, are often capable of acquiring
data with up to 12 or even 14 bits of usable information per pixel. Many data
formats are only capable of storing byte-aligned data and thus the 12 or 14 bits
of data are packed for practical purposes into two bytes per value, thereby us-
ing 16 bits of storage. Paper 6 goes beyond this and tackles floating point data
which has 32 bits per channel. Although no image detectors are capable of ac-
quiring raw data with this bit depth, the use of the noise reduction techniques
discussed in Section 2.5.1, such as frame averaging, can increase the result-



2.8. Data Structures & Visualization 37

ing effective bit depth significantly beyond the native capacity of the detector.
The file formats used and any encoding / compression algorithms employed,
therefore, need to be able to handle such data appropriately.

2.8.2 Visualization of Very Large Image Data

Spectral imaging systems produce complex and quantitative data sets that can
have very high spatial resolutions, that can contain tens to hundreds of channels
per pixel and that require 16 or even 32 bits of storage per pixel per channel.
This combination can result in extremely large volumes of data. The kind of
pushbroom hyperspectral imaging equipment shown, for example, in Figure
2.7, is able to capture up to 160 different spectral bands at a resolution of 15
pixels/mm with a bit depth of 16 bits per band for each pixel. The acquisition of
a painting of physical size 1m x 1m, therefore, results in over 50 GB of spectral
data.

Other high resolution imaging modalities can also result in very large data vol-
umes and when spectral imaging data is combined with these various modali-
ties, data volumes can be extremely large indeed, making the visualization and
exploitation of such data difficult.

The storage and processing of such data on local computers is rarely a practical
possibility and so an effective solution to making such data accessible is through
the use of networked client-server architectures. Paper 5 and Paper 6 examine
this in more detail and propose efficient solutions together with working open-
source implementations. Such architectures avoid the need to transfer large
quantities of data and allow both desktop and mobile devices to be used without
excessive requirements for processing power. They also have the benefit of
allowing data to be made available through standardized network protocols or
web APIs and can be coupled with light-weight browser-based viewers.

Such systems can also employ pre-rendering of certain views that may be slow
to calculate on-the-fly, such as colorimetric rendering from spectral data or the
results of PCA analysis. An example of the client-server system described in Pa-
per 5 and Paper 6 is shown in Figure 2.13, where a data-set consisting of 6 GB
of high resolution multispectral images of the Renoir painting Femme Nue dans
un Paysage (1883, oil on canvas, Musée d’Orsay) can be viewed online1. The
viewer interface provides access to each individual spectral band, a D65 col-
orimetric rendering, the spectral curve at each point, other registered imaging
modalities and the ability to blend between any pair of images.

1Online multi-modal image viewer: https://tinyurl.com/y5du865l

https://merovingio.c2rmf.cnrs.fr/iipimage/iipmooviewer/renoir.html
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Figure 2.13: Web-based visualization of the high resolution spectral data from
Renoir’s Femme Nue dans un Paysage (1883, oil on canvas, Musée d’Orsay). Func-
tionality includes interactive pan and zoom access to a D65 color rendering, indi-
vidual spectral bands and other imaging modalities as well as the ability to view
the spectral curve at each point

However, efficient networked architectures can only provide a partial solution
to the provision of high performance access. In order to fully optimize the
performance of such systems, it is necessary to also understand the role played
by the underlying storage structures and data formats used.

2.8.3 Optimizing Performance for Very Large Images

Multispectral and, in particular, hyperspectral data can be extremely large,
which can result in data that is difficult to manipulate and slow to read from
disk.

In order to improve random access to such data, various strategies can be em-
ployed. Tiling is a typical means of enabling fast random access on very large
data sets and involves splitting the image data into smaller more manageable
regions, which are stored in distinct byte ranges within the data format and
which can be decoded independently. Several formats are able to handle tiling,
including TIFF, JPEG2000, FITS and HDF5.

https://merovingio.c2rmf.cnrs.fr/iipimage/iipmooviewer/renoir.html


2.8. Data Structures & Visualization 39

For very high resolution image data, a further strategy of using multi-resolution
storage can be employed in which multiple versions of the data are stored with
different spatial resolutions within the file format. This enables fast access to
data at different scales, which can be particularly useful for visualization pur-
poses where it is necessary to be able to switch quickly between image data at
different levels of resolution. This strategy is typically employed with each suc-
cessive resolution defined with a size of exactly 1

2 that of the previous resolution
(though other ratios are possible). This creates a pyramid-like structure, which
has a certain level of data redundancy, but which in many cases can be worth
the extra overhead. When using a ratio of 1

2 , the extra storage space required
is approximately 33% as can be seen from Equation 2.6, where M and N are
the pixel dimensions of the image.

(1+
1
4
+
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+
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4
3
(M × N) (2.6)

Multi-resolution pyramids can be combined with tiling to enable very efficient
data structures that allow fast random access to any region on the image and
at any resolution. A representation of such a tiled multi-resolution structure
can be seen in Figure 2.14 where the efficient pyramid structure allows data
from any region and resolution to be obtained quickly even for extremely large
images.

2.8.4 Compression

Given the very large data volumes that can arise with spectral imaging, com-
pression can be necessary in many situations. The standard compression algo-
rithms supported by image formats such as TIFF or JPEG2000 will work with
spectral data in the same way as with standard image data. However, there is a
strong correlation between spectral bands, making it possible to potentially ob-
tain significantly improved compression. JPEG2000 has support for compress-
ing image cubes through its JP3D extension and has been shown to be capable
of delivering good compression results through this [129]. Within the field
of space-born communication, a customized compression standard for spectral
data (CCSDS 123.0-B-1) has been also shown to be very effective [130]. Be-
yond these examples, a wide range of research has been carried out on spectral
compression and a review of these can be found in [131].

Scientific data, if compressed, is usually compressed using lossless encoding
as this allows data to be reversibly de-compressed without any loss of preci-
sion. However, lossy compression can considerably reduce the resultant file
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Figure 2.14: Multi-resolution tiled image pyramid structure that allows fast and
efficient random access to any region and resolution even for extremely large im-
ages. (Image source: [6])

sizes. If perfect data fidelity is not required, lossy compression may provide
an acceptable trade-off between storage requirements and data quality. Trans-
form coding such as PCA [132] or related transforms [133] can be used for lossy
compression [132] and formats such as JPEG2000 are capable of either lossless
or lossy compression. Lossy compression, however, should be used with cau-
tion as it can result in differences in the outputs of classification and unmixing
algorithms [134].



Chapter 3

Summary of Papers

3.1 Introduction

In this chapter, the papers that form the core of this thesis are introduced with
an overview of the relationships between them and how they address each of
the questions and areas of research investigated in this thesis. The papers have
been grouped by subject area and ordered with respect to the research ques-
tions defined in the Introduction (Chapter 1) rather than in chronological order.
Each of the papers is then described in detail and the context, results and con-
tributions summarized.

The first of the core research areas described in this thesis is the question of
quality: how to quantify quality and how to evaluate the quality of the data
produced by multispectral and hyperspectral imaging. To this end, there are
two papers that address this issue. Firstly, there is the basic question of how
to measure and quantify the quality of spectra. The first of the core papers,
Paper 1, “Quality Evaluation in Spectral Imaging - Quality Factors and Metrics”,
provides an overview of the question of spectral quality, establishing method-
ologies and tools with which to evaluate spectral data. Paper 2, “Evaluation
of the Data Quality from a Round-Robin Test of Hyperspectral Imaging Systems”,
uses some of these methodologies and examines the quality of real acquired
hyperspectral data. The paper provides a detailed quantitative analysis of the
results from an extensive round-robin test of hyperspectral systems involving a
number of different targets, acquisition systems and acquisition protocols.

Having established what quality is, and having identified, measured and quan-
tified the quality issues found in acquired spectral data, the next logical ques-

41
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tion is, therefore, how to improve the acquisition and calibration workflows
in order to maximize the quality of the data acquired from spectral imaging.
This question is addressed by two complementary papers, which each focus on
different acquisition technologies. Paper 3, “Studying That Smile: A Tutorial
on Multispectral Imaging of Paintings”, examines the calibration workflow for
multispectral imaging and provides a tutorial for the imaging of paintings with
a discussion of the issues surrounding this. Paper 4, “Hyperspectral Imaging
of Art: Acquisition and Calibration Workflows”, also looks at calibration, but
for hyperspectral imaging. The paper looks in detail at the kinds of problems
that can occur during the hyperspectral imaging of works of art and proposes
techniques to mitigate these problems. The paper goes on to define a com-
prehensive workflow to address each stage in the acquisition and calibration
pipeline in order to optimize the quality of hyperspectral data.

The final research question concerns access to the very large volumes of data
produced by high resolution spectral imaging. How this can be achieved and
what techniques and technologies can be developed in order to facilitate this.
The research focuses, in particular, on the issue of fast online access to and
visualization of the kinds of data sets that are not only massive in size, but
which also consist of complex scientific quantitative data. Two papers address
this question. The first, Paper 5, “Multi-Modal Data Visualization and Analysis
of The Bedroom at Arles by Vincent van Gogh” discusses multi-modal imaging and
proposes an open source software platform for providing access to visualization
and analytical tools for data combined from different imaging modalities. These
modalities encompass high resolution spectral data, 3D surface topologies and
other scientific imagery.

The final core paper, Paper 6, “Web-Based Visualization of Very Large Scientific
Astronomy Imagery”, also examines the question of visualization. The paper
builds on the results presented in Paper 5 and explores the issue of extreme data
volumes and how to handle imaging data that is quantitative in nature. The
paper evaluates the technology required to address this question and provides a
case-study from astronomy where the volumes and complexity of imaging data
are at their most extreme. The paper proposes an architecture and evaluates the
software implementation created to handle spectral and other scientific imaging
with data volumes at the terabyte scale.
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3.2 Paper 1: Quality Evaluation in Spectral Imaging -
Quality Factors and Metrics

Shrestha, R., Pillay, R., George, S. & Hardeberg, J. Y. “Quality Eval-
uation in Spectral Imaging - Quality Factors and Metrics”. JAIC -
Journal of the International Colour Association, 12, 22–35 (2014).

The issue of the quality of the data produced by spectral imaging is a fundamen-
tal one and the ability to quantify differences and errors is an essential element
in order to understand the accuracy and limits of the spectral data produced
by a system. This paper, therefore, seeks to provide a comprehensive overview
of the existing research in the area of spectral image quality. The paper ex-
amines a wide range of metrics and classifies them into categories based on
how they were developed, their main features and their intended applications.
These include metrics based purely on spectral measures, metrics that combine
both spatial and spectral measures, task-specific metrics as well as perceptual
metrics.

The variety and wide range of spectral image quality metrics highlights the fact
that the quality of a spectral imaging system can be evaluated in a number of
ways. Indeed each metric is intended for a number of specific domains and/or
applications. The paper, therefore, goes on to discuss the notion of a more
generalized framework for the evaluation of spectral imaging quality. As a first
step towards this, the paper identifies a number of key factors and attributes
at each stage of a spectral imaging workflow that influence the quality of the
spectral imaging system. The paper then discusses how these could form the
basis of a global framework for evaluating spectral imaging quality.
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3.3 Paper 2: Evaluation of the Data Quality from a Round-
Robin Test of Hyperspectral Imaging Systems

Pillay, R., Picollo, M., Hardeberg, J. Y. & George, S. “Evaluation of
the Data Quality from a Round-Robin Test of Hyperspectral Imaging
Systems”, Sensors, 20, 381 (2020)

This paper presents the detailed results from the round-robin test of hyper-
spectral imaging systems described in Section 2.5.3. A total of 14 different
hyperspectral system from 8 different institutions were used to acquire spectral
cubes from the VNIR and the SWIR spectral regions. Each system was used to
acquire a common set of targets under their normal operating conditions with
the data calibrated and processed using the standard processing pipeline for
each system.

The test targets presented in this paper consist of a spectral wavelength stan-
dard and of a custom-made pigment panel featuring Renaissance-era pigments
frequently found in paintings from that period. The quality and accuracy of the
resulting data was assessed with quantitative analyses of the spectral, spatial
and colorimetric accuracy of the data.

The results provide a valuable insight into the accuracy, reproducibility and
precision of hyperspectral imaging equipment when used under routine oper-
ating conditions. The distribution and type of errors found within the data
can provide useful information on the fundamental and practical limits of such
equipment when used for applications such as spectral classification, change
detection, colorimetry and others.

The comparison of the data showed that the majority of the systems were able
to provide data that was usable and accurate enough for general use. There
were, however, significant levels of variability in the data, as can be seen for
wavelength standard in Figure 3.1. The spectral, geometric and colorimetric
accuracies were highly variable. Several of the systems measured had spectral
mis-alignment errors and residual errors were common for all systems. The
largest amount of variation between the systems was in terms of noise levels
with SNR differing by up to a factor of 6 for the VNIR and 12 for the SWIR
systems. This variability can have an important impact on the use of such data
for tasks such as material classification or for the detection of change over time.

The results, moreover, highlighted the importance of defining better and stan-
dardized workflows for hyperspectral imaging. By identifying the nature of
these differences and by quantifying their magnitudes and variability, signifi-
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Figure 3.1: Reference and measured reflectances for the wavelength standard for
the VNIR systems (left) and SWIR systems (right) used in the round-robin test
showing the variability in the spectra

cant improvements can be made to the acquisition and processing pipelines.
Furthermore, variability of this sort can have an impact on the behavior of met-
rics such as spectral distance measures. These metrics form a key component
of tasks such as classification, where the choice of threshold parameters can
make an important difference to the results obtained. By gaining a better un-
derstanding of the characteristics and variability of the underlying data, it will
be possible to make better use of hyperspectral data for classification, change
detection and other applications.

The paper builds on the results published in Supporting Paper S1, “A Study of
Spectral Imaging Acquisition and Processing for Cultural Heritage”, which intro-
duced and provided an overview of the round-robin test. This supporting paper
had included preliminary results from a subset of the acquired data and pro-
vided some initial analysis of some of the results. Paper 2 greatly expands on
the results presented in the book chapter and provides a thorough and in-depth
analysis of all the available hyperspectral data for the test targets described.

The paper is also related to Supporting Paper S2, “Assessment of Multispectral
and Hyperspectral Imaging Systems for Digitisation of a Russian Icon”, which
provides results and analysis from another of the test targets used during the
round-robin test.
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3.4 Paper 3: Studying That Smile: A Tutorial on Multi-
spectral Imaging of Paintings

Ribés, A., Pillay, R., Schmitt, F. & Lahanier, C. “Studying That Smile:
A Tutorial on Multispectral Imaging of Paintings”, IEEE Signal Pro-
cessing Magazine, 25, 4, 14-26 (2008)

acquisition of images. The main components of this equation
are described. They correspond to the lighting conditions,
the filters, the sensor sensitivity, and associated noise
sources. Moreover, the optimization problems involved in the
design of multispectral cameras, their calibration, and the
processing of the obtained data are introduced within the
same mathematical framework.

THE ACQUISITION MODEL
The main components involved in an image acquisition process
are depicted in Figure 1. We denote the spectral radiance of the
illuminant by l(λ), the spectral reflectance of the object surface
imaged in a pixel by r(λ), the spectral transmittance of the k th
optical color filter by fk(λ) and the spectral sensitivity of the
sensor array by α(λ). Supposing a linear optoelectronic transfer
function of the acquisition system, the camera response ck for
an image pixel is then equal to

ck =
∫

�

l(λ) r(λ) fk(λ) α(λ) dλ + nk , (1)

where nk is an additive noise and � is the range of the spec-
trum where the camera is sensitive. Only one optical color
filter is represented in Figure 1, but in a multispectral cap-
ture system K images are acquired. A set of filters is often
set up in a barrel, which rotates to automatically change fil-
ters between acquisitions. There also exist systems that do
not need any mechanical displacement in order to change
the filter transmittance. For instance, liquid crystal tunable
filters (LCTFs) provide this capability. They are basically an
accumulation of different layers, each layer containing lin-
ear parallel polarizers sandwiching a liquid crystal retarder
element. See [9] and [10] for examples of its use and [11] for
a short tutorial.

[FIG1] Schematic view of the image acquisition process. The camera response depends on the spectral radiance of the light source, the
spectral reflectance of the objects in the scene, the spectral transmittance of the color filter, and the spectral sensitivity of the sensor.
(Mona Lisa courtesy of the Centre de Recherche et de Restauration des Musées de France.)
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Figure 3.2: Schematic view of the image acquisition process. The camera re-
sponse depends on the spectral radiance of the light source, the spectral re-
flectance of the objects in the scene, the spectral transmittance of the color filter,
and the spectral sensitivity of the sensor

The paper examines in detail the acquisition and calibration workflow neces-
sary for multispectral imaging of paintings. The paper looks at each of the var-
ious key elements that make up a multispectral imaging system and discusses
how each of these elements interact and contributes to the final spectral image.
These include elements such as sensor sensitivity, lighting conditions, filter de-
sign and selection, and the various sources of noise within the system. Models
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for each of these elements are proposed, which allow a better understanding
of how they behave and what the impact of each component is on the data.

The paper goes on to integrate these elements within a signal-processing frame-
work for multispectral imaging. In order to do this, a global mathematical
model is proposed, that can be seen in Figure 3.2. This model includes the
key components that make up such an imaging system and which allow the
spectral image acquisition process to be modeled quantitatively. The various
optimization problems involved in the design of multispectral cameras, their
calibration, and the processing of the obtained data are also introduced within
the same signal processing model and discussed within the paper.

Finally, the paper takes example data from a multispectral acquisition of Leonardo
da Vinci’s painting, Mona Lisa (1503-1506, oil on poplar), from the Musée du
Louvre to illustrate the working of the model and to provide a concrete example
of how the model can be applied to correctly acquire and calibrate multispec-
tral image data. The framework is also used to perform virtual de-varnishing of
the painting. A de-varnished simulation of the “cleaned” painting is generated
which is calculated entirely in the spectral domain.
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3.5 Paper 4: Hyperspectral Imaging of Art: Acquisition
and Calibration Workflows

Pillay, R., Hardeberg, J. Y. & George, S. “Hyperspectral Imaging of
Art: Acquisition and Calibration Workflows”. Journal of the Ameri-
can Institute for Conservation 58, 3-15 (2019).

Hyperspectral imaging has become an increasingly used tool in the analysis of
works of art. Data that is both spectrally and spatially accurate is an essential
step in order to obtain useful and relevant results from hyperspectral imaging.
Data that is too noisy or inaccurate will produce sub-optimal results when used
for pigment mapping, the detection of hidden features, change detection or for
quantitative spectral documentation. However, the quality of the acquired data
and the processing of that data to produce accurate and reproducible spectral
image cubes can be a challenge to many cultural heritage users. Paper 2 had
indeed highlighted the fact that the experimental acquisition of accurate hyper-
spectral data is not straightforward and that it is common to observe problems
and errors in the data acquired in typical laboratory conditions and this paper
makes reference to these results.
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Figure 3.3: Workflow for hyperspectral calibration showing the processing steps
and the data necessary to perform them

In order to improve, therefore, on the quality of acquired data, this paper sets
out to examine in detail the acquisition and processing workflows necessary to
improve data quality and looks, in particular, at the specific issues that surround
the hyperspectral imaging of works of art. These workflows include the key
parameters that must be addressed during acquisition and the essential steps
and issues at each of the stages required during post-processing in order to fully
calibrate hyperspectral data. In addition the paper describes in detail the key
issues that affect data quality and proposes practical solutions that can make
significant differences to overall hyperspectral image quality.
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The paper proposes a comprehensive workflow to address each stage in the ac-
quisition and calibration pipeline, which is shown in Figure 3.3. The definition
of a workflow suited to the acquisition of works of art will help guide users
within the field of cultural heritage and help avoid common problems and er-
rors. In this way, the quality of the resulting hyperspectral data can be greatly
improved and data between institutions made more comparable.

The paper complements Paper 3, which examines the calibration of multispec-
tral imaging.
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3.6 Paper 5: Multi-Modal Data Visualization and Anal-
ysis of “The Bedroom at Arles” by Vincent van Gogh

Pillay, R., “Multi-Modal Data Visualization and Analysis of The Bed-
room at Arles by Vincent van Gogh”, Proceedings of the 22nd CIPA
Symposium, October 11-15, 2009, Kyoto, Japan.

Scientific imaging of works of art can include a wide range of instrumenta-
tion and modalities. These can include traditional scientific imaging techniques
such as infra-red imaging, radiography and ultra-violet fluorescence as well as
more advanced acquisition techniques such as 3D imaging, multispectral or hy-
perspectral imaging. The resulting imaging data is often difficult to combine
and visualize in a coherent manner, especially if imaging is of high resolution or
if remote networked access to the images is required. This paper, therefore, ad-
dresses these issues and provides a solution to the question of how to visualize
and make accessible online high resolution multi-modal imaging data.

Figure 3.4: Browser-based interface showing image blending functionality with
the superposition of the color and X-ray images and the blended smooth transition
between them
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In this paper, an open source software platform for providing high resolution
multi-modal visualization and analysis of advanced heterogeneous scientific im-
agery is presented. The system is designed around the needs and requirements
of cultural heritage and provides a powerful, flexible and easy-to-use means
for conservators, researchers or art historians to interact and analyze scientific
imagery of works of art. The platform allows cultural heritage institutions to
manage and maintain very large image data sets and for multiple simultaneous
users to remotely visualize heterogeneous data at high resolution using efficient
image streaming techniques. As a case study, the paper presents an example of
an analysis carried out of a work by Vincent Van Gogh: The Bedroom at Arles.
The extensive range of imaging techniques carried out for this painting was
unique in its depth and range and showcase the potential of multi-modal visu-
alization techniques, such as the ability to transition between registered sets of
images (Figure 3.4).

The visualization methodology is also featured in Supporting Paper S2, “As-
sessment of Multispectral and Hyperspectral Imaging Systems for Digitisation of a
Russian icon”, which uses the software described here to enable high resolution
online access to some of the hyperspectral data presented in that paper.
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3.7 Paper 6: Web-Based Visualization of Very Large Sci-
entific Astronomy Imagery

Bertin, E., Pillay, R. & Marmo, C. “Web-Based Visualization of Very
Large Scientific Astronomy Imagery”. Astronomy and Computing
10, 43–53 (2015).

The final core paper in this thesis extends Paper 5 and concerns access to the
very large volumes of data produced by high resolution quantitative imaging.
In particular, the research focuses on the issue of fast instant access to and
visualization of the kinds of data sets that are not only massive in size, but which
also consist of complex scientific quantitative data. This paper, therefore, looks
at the technology required to address this question and provides a case-study
from astronomy where the volumes and complexity of imaging data are at their
most extreme. The paper describes and evaluates the architecture and software
created to handle spectral and other scientific imaging with data volumes at the
terabyte scale.

Figure 3.5: Visualizing a 1TB floating point image with vector layers and the
ability to extract and graph an image profile

Visualizing and navigating through large astronomy images online can be slow
and lacking in ergonomy, especially on mobile devices. The paper, therefore,
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examines the issues surrounding this and proposes a high performance, ver-
satile and robust client–server system for remote visualization and analysis of
extremely large scientific images. A full working software implementation is de-
veloped that can be used for various applications within the field of astronomy
such as survey image quality control, interactive data query and exploration, cit-
izen science, as well as public outreach. The proposed software is entirely open
source and is designed to be generic and applicable to a variety of data sets.
The software is able to provide access to floating point data at terabyte scales,
with the ability to precisely adjust image settings in real-time. The clients, such
as that shown in Figure 3.5, are light-weight, platform-independent web ap-
plications built on standard HTML5 web technologies and are compatible with
both touch and mouse-based devices.

As part of the work carried out for the paper, a public demo of a floating point
image of one terabyte in size was made available online (the largest single im-
age ever put online) and performance testing was carried out, which demon-
strated the scalability of the system. The results show how a single server can
comfortably handle more than a hundred simultaneous users accessing full pre-
cision 32 bit astronomy data.
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Chapter 4

Discussion

In this chapter, we will look more globally at the research presented in this thesis
and discuss what this research has contributed to the fields of multispectral and
hyperspectral imaging. We will examine how these papers have answered the
specific research questions that were put forward in Chapter 1 as motivations
for this thesis. We will also discuss the scope and limits of the research and try
to put the work into context.

The overarching aim of this research was to address some of the key issues sur-
rounding the multispectral and hyperspectral imaging of art. Although the use
of such spectral imaging technologies has advanced within the field of cultural
heritage over the last two decades, a number of challenges exist that have pre-
vented spectral imaging from realizing its full potential, from becoming more
widely used, and which have prevented it from becoming a routine analytical
tool.

Multispectral and hyperspectral imaging systems are complex and precise sci-
entific instruments that require careful acquisition and calibration in order to
produce quantitative data that is useful, accurate and repeatable. Understand-
ing and correctly carrying out the full imaging workflow from the instrumen-
tation setup and fixing of parameters, through the acquisition steps through to
data processing in order to obtain final fully calibrated spectral images can be
challenging for users within the field of cultural heritage and indeed beyond.
In addition, multispectral and hyperspectral imaging can produce vast quan-
tities of data that require complex processing and the ability to manage the
large volumes of resulting data. Moreover, the final high resolution and multi-
dimensional data that is produced can be difficult to store, use and visualize.

55
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The thesis, therefore, covers two main research areas. The first concerns the
quality of spectral data and examines how this can be measured, quantified and
how the acquisition and calibration of multispectral and hyperspectral images
can be improved. The second research area concerns the accessibility and visu-
alization of such data and examines ways to facilitate and make very large and
complex image data accessible online.

Within these two research areas, three more specific research questions were
defined that the work presented in this thesis was intended to answer:

1. How can the quality of spectral data be measured? What is the quality of
acquired experimental spectral data?

2. What are the factors that influence multispectral and hyperspectral data
quality and how can acquisition and calibration workflows be improved?

3. How to make high resolution quantitative image data accessible? How
can large volumes of spectral and other scientific imaging data be visual-
ized?

4.1 Research Contributions

The work presented in this thesis seeks to address each of the research ques-
tions and propose analysis, tools, workflows and methodologies that answer
the questions. We will, therefore, look at each of these questions in more detail
and discuss what the research has contributed and to what degree the questions
have been answered.

4.1.1 How can the quality of spectral data be measured? What is
the quality of acquired experimental spectral data?

To be able to understand quality, it is necessary to be able to define what exactly
quality is and determine how to measure and quantify it. Assessing the quality
of a spectral image is not straightforward and there are many different criteria
that depend on exactly how the resulting data will be used and which particu-
lar aspects of the spectra are more important. For example, is the shape rather
than the absolute value of the spectra more important? Or are we trying to
identify the location of specific spectral features? Paper 1 attempts to provide
an answer to the first part of our research question by providing a broad sur-
vey of the state of the art of the various spectral distance measures and quality
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metrics that exist and that can be applied to spectral images. The paper is es-
sentially a review and its first research contribution is, therefore, to bring these
disparate measures and metrics together and provide a typology of metrics that
can help users better understand and select appropriate measures. The second
important research contribution is the discussion in the paper of the concept of
a more generalized global framework for quantifying spectral image quality.

In order to answer the second part of our research question, it is necessary
to evaluate the quality of spectral data that is output by real multispectral or
hyperspectral imaging systems. This is something that has been widely carried
out for individual hardware, as for example in [135] and [136]. However,
to fully answer this question, it is also necessary to obtain test data from as
wide a range of systems as possible and from as wide a range of test targets
and operating conditions as possible. Such a wide range of data is something
that is rarely readily available. The spectral imaging round-robin test that is
described in Section 2.5.3 provided precisely such an opportunity and included
spectral data obtained from different test targets and from a wide range of
spectral imaging systems, giving a unique insight into the level of quality that
it is possible to obtain in practice.

Paper 2 delivers the most comprehensive reporting and analysis of the results
from this round-robin test and provides access to the test results in the form of
open data1. The paper also includes detailed supplementary material on the
hardware and acquisition parameters used, which provides valuable reference
material for future practitioners. Paper 2, therefore, can be seen together with
the Supporting Papers, S1 and S2, as answering in large part the second half
of our research question.

Limitations

The scope of Paper 1 is limited to providing an overview and classification of
spectral metrics. To be more comprehensive, a more detailed analysis would
be required showing the properties of each metric and in which situations each
is adapted. In addition, although the issue of a general spectral image quality
framework is discussed, no concrete proposition is made for one.

Although Paper 2 provides a very comprehensive analysis of the results from
the round-robin test, it limits itself to the subset of hyperspectral data that was
acquired, leaving an important body of multispectral data only published in a
fragmentary way. Also the round-robin test protocol limited itself to the collec-

1https://github.com/ruven/RRT

https://github.com/ruven/RRT
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tion of final processed data. It would have been interesting to have also been
able to compare the raw data produced.

4.1.2 What are the factors that influence multispectral and hyper-
spectral data quality and how can acquisition and calibration
workflows be improved?

Multispectral and hyperspectral imaging encompass a range of technologies,
which although they share common concepts, require different workflows and
processing. The subject of how to improve acquisition procedures and how to
calibrate data in the best possible way is an important one for fostering the
wider use of spectral imaging.

One of the most important contributions of this thesis is to answer this question
by examining acquisition and calibration workflows and providing guidelines
for both multispectral and hyperspectral systems. As these technologies were
initially developed for space and remote sensing, this question has been stud-
ied in detail within those fields for multispectral [137] and for hyperspectral
systems [138, 35]. For laboratory-based hyperspectral systems a range of re-
search has been carried out [139, 140, 141, 142, 143, 144]. More globally,
there is the on-going initiative from the IEEE SA P4001 Working Group on the
characterization and calibration of hyperspectral imaging devices [126].

However, the spectral imaging of art can require different methodologies and
workflows and the issues surrounding this are addressed in two papers, Paper 3
and Paper 4. These papers cover different technologies: multispectral cameras
in Paper 3 and hyperspectral systems in Paper 4. This combination provides
a comprehensive overview of the subject, providing both practical insights as
well as a conceptual framework for system calibration.

The papers are highly complementary, not only in terms of the different tech-
nologies studied, but also in the very different philosophical approaches taken
to address the topic. Paper 3 is presented as a tutorial and establishes a theoret-
ical framework for the multispectral imaging of art based on signal processing
approaches and provides a conceptual understanding of the underlying pro-
cesses. Paper 4 covers hyperspectral imaging and, in particular, pushbroom-
based systems and provides a more practical overview of the topic and looks
in detail at the acquisition process, providing advice and highlighting common
errors and pitfalls that can occur during acquisition or processing. The paper
goes on to define a full workflow for both the acquisition and processing of hy-
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perspectral data that aims to enable users to produce the best quality spectral
data possible.

The combination of these two papers makes it possible to answer our second
research question in a uniquely broad and comprehensive way covering two
generations of spectral imaging technology.

The papers also include other research contributions worth highlighting here.
Paper 3 provides an early use-case for the application of spectral imaging and
presents an example of the use of virtual restoration applied to a painting. The
restoration is performed entirely in the spectral domain rather than using col-
orimetric information. Paper 4 also goes beyond simply providing guidelines or
proposing abstract workflows and initiates efforts to develop fully open source
tools for spectral image calibration.

Limitations

Although these papers provide a solid basis for understanding spectral calibra-
tion and the workflow necessary to produce fully calibrated data, several as-
pects are either not addressed or only addressed superficially. In particular, Pa-
per 3 concentrates on radiometric calibration and does not address the question
of geometric calibration, which is an important issue when using the images for
multi-modal analysis or registration. Geometric calibration is addressed more
substantially in Paper 4, but the topic is a large one and, although research
exists for both multispectral [112] and hyperspectral imaging [145], works of
art present specific problems, requiring modified or custom solutions.

4.1.3 How to make high resolution quantitative image data acces-
sible? How can large volumes of spectral and other scientific
imaging data be visualized?

Our final research question concerns networked access to and the visualization
of high resolution spectral and other multi-modal images, and this topic is ad-
dressed by the final two papers that make up this thesis: Paper 5 and Paper
6.

Paper 5 presents an architecture and software platform2 that aims to provide
a solution to our research question. The solution is presented through a case-
study involving high resolution multi-modal and heterogeneous scientific im-
agery. The platform described in the paper shows not only how web-based

2https://iipimage.sourceforge.io

https://iipimage.sourceforge.io
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interfaces can be used to enable high resolution images to be viewed, but also
how more advanced features such as blending between different modalities,
on-the-fly processing of CIELAB or elevation data can be integrated into such a
platform. The case-study includes an unprecedented range of imaging modali-
ties acquired using a number of different acquisition techniques.

The research contribution of the paper includes the introduction of a number
of innovative concepts for the study of paintings. These include the use of
standards-based web platforms for carrying out the analysis of art and the in-
troduction of image blending as a means of interactive comparison of different
modalities. The platform described in the paper is also an important contribu-
tion, which provides a full working implementation of software for high reso-
lution multi-modal web-based visualization.

Paper 6 takes and extends the ideas in Paper 5 and applies them to, what is
on the surface, a very different field. The field of astronomy, however, is also
one rich in imaging and where scientific and multi-modal imagery are widely
used in ways not too dissimilar to those within cultural heritage. The major
difference is in the sizes and complexity of those images. Images acquired for
astronomy can be orders of magnitude greater in size than those acquired for
paintings. Efficiently handling such image data is a major challenge and Paper
6 pushes the concepts presented in Paper 5 to their scientific and technical
limits.

The research contributions of Paper 6 include the adaptation of the software
platform to astronomy, its extension to floating-point data and an evaluation
of the performance and issues surrounding the visualization of extremely large
images. The paper also presents a working demo showcasing this capability
with an example image of one terabyte in size, making it the largest single
image ever put online.

Thus, the work presented here does indeed provide a powerful solution to our
research question, providing a means of making very high resolution quantita-
tive image data accessible and allowing spectral data to be efficiently visualized
online.

Limitations

The work and software presented cannot, of course, solve the visualization
needs for all types of image data. As discussed in Paper 6, the system em-
ploys a large degree of server-side processing to maximize efficiency with very
large image sizes. However, increases in client-side processing capabilities and
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the convergence of web browsers towards web standards now makes a hybrid
model a real possibility in which it is now feasible for more sophisticated pro-
cessing to be carried out client-side. Moreover, although the use of browser-
based interfaces makes the model highly portable across systems, dedicated
desktop applications will always be capable of better performance and, there-
fore, of handling more sophisticated processing.

4.2 Scope of the Research

4.2.1 Breadth of the Research

The title of this thesis is Multispectral and Hyperspectral Imaging of Art: Quality,
Calibration and Visualization and a large part of the work undertaken as well
as the research included here is indeed focused on multispectral and hyper-
spectral imaging within the field of cultural heritage. However, several of the
papers present research that is broader in scope than this field or than of the
imaging of art. Paper 1, for example, provides a broad overview of spectral
metrics which is not specific to any single field. Paper 2 concerns the results
from a round-robin test conducted within a project whose subject was, indeed,
the documentation of cultural heritage. However, such large-scale round-robin
tests are rare and the results and analysis are of interest to a wider range of
users, especially to users of laboratory-based spectral imaging equipment or
spectral imaging carried out at close range more generally.

The two papers on the topic of calibration, Paper 3 and Paper 4, certainly focus
on calibration for art applications. But, the models and workflows they present
are sufficiently generic to be applied to other fields. The issues, guidelines and
workflows described in Paper 4, for example, are applicable to any short-range
laboratory-based hyperspectral imaging scenario.

This wider scope is even more clearly apparent for the two papers on remote
visualization. Although Paper 5 presents a case-study involving a work of art,
the concepts, architectures and technologies are applicable to any kind of multi-
modal imaging. Indeed, Paper 6, is explicitly outside of the field of cultural
heritage, being a paper on imaging within astronomy. There is, nevertheless, a
certain degree of overlap between the two fields in terms of imaging and Paper
6 has been cited not only from within the field of astronomy but also by papers
on cultural heritage as well as from the disciplines of hyperspectral imaging,
medical imaging, biology and scientific visualization [146].
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Thus, although the research included in this thesis aims to address the spectral
imaging of art, much of the work is clearly of wider interest and of a more
universal nature.

4.2.2 Chronology and Timeline

The research included within this thesis includes several separate strands that
have been conducted in parallel. The papers presented here have, therefore,
been grouped and presented by subject rather than in chronological order in
order to create a more logical narrative to this thesis.

The research also spans a relatively large period of time with there being over
ten years between the publication of the earliest paper and that of the latest.
Such a long period creates the risk that parts of the research become obsolete
over time. However, a closer examination shows that this is not the case for the
body of work presented here.

The earliest paper included in this thesis, Paper 3, concerns the calibration
of multispectral cameras. The paper is presented as a tutorial and remains
relevant. Technology has advanced in that time and many users have migrated
to hyperspectral technology, but the fundamental principles described in Paper
3 remain unchanged and indeed remain applicable to both multispectral and
snapshot hyperspectral systems. Paper 4 was published over a decade after
Paper 3 and covers the related topic of the calibration of hyperspectral systems.
Considerable experience has been gained over this intervening period of time
and Paper 4 has benefited from this and has integrated much of this experience
into its guidelines.

A related scenario exists for the first of the two papers that cover the subject of
image accessibility and visualization. The long timeframe between the publica-
tion of Paper 5 and the publication of this thesis provides a rare opportunity to
assess the impact of this research and of the software described. The paper and
the research behind it aimed to provide tools and facilitate the availability of
scientific imagery online. The notion of data sharing and reuse has had a slow
uptake in the field of cultural heritage and was far from accepted at the time of
publication. It is only relatively recently that institutions have started to make
such image data publicly accessible and many of the ideas presented as well as
the software itself have been more widely taken up by major museums [147]
as well as by international collaborative archives [148, 149].

Nevertheless, web technologies have advanced since the publication of Paper 5,
particularly browser technologies such as WebGL [150], which were not gener-
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ally available until several years after publication. Such technology potentially
makes the kind of sophisticated client-side processing mentioned in Section
4.1.3 possible. However, this kind of processing has yet to be implemented in
any comparable platform for scientific or high resolution images. For 3D mod-
els, however, WebGL-based tools have been developed and successfully applied
to cultural heritage [151].

4.2.3 Research Impact

Making an assessment of the impact of research is often difficult to do. How-
ever, the longevity of two of the papers allows a step back to be taken to make
a more considered assessment of this impact.

Paper 3 was the culmination of a larger co-coordinated research effort on multi-
spectral imaging, which had produced a series of research [38, 40, 152], which
had made a significant contribution to the multispectral imaging of art. Paper
3 itself has had over 30 citations [153], not only from within cultural heritage,
but also in fields such as signal processing [154] and optics [155].

The work presented in Paper 5 can also be considered to have made an im-
portant impact on the use of images within cultural heritage. The work and
software has contributed to the development of international initiatives to fos-
ter image re-use and sharing over the last few years. This has included, in
particular, the work surrounding IIIF (the International Image Interoperabil-
ity Framework) [156], which has become a de-facto standard within the field
and for which the software described here provides a reference implementa-
tion. The software has, moreover, become a key part of the infrastructures for
image visualization not only within the field of cultural heritage but also be-
yond, where direct use has been made by a wide range of institutions [157],
including within fields such as biology [158], microscopy [159] and, of course,
astronomy through Paper 6.
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Chapter 5

Conclusion

Multispectral and hyperspectral imaging can be powerful tools for analyzing
and documenting works of art due to their ability to simultaneously capture
both accurate spectral and spatial information. The data can be used for a wide
range of diagnostic and analytical purposes, including materials identification,
pigment mapping, the detection of hidden features or areas of lost material, for
colorimetric analysis or for precise quantitative documentation.

Thanks to this versatility, multispectral and hyperspectral imaging have become
increasingly used techniques in the field of cultural heritage. However, a num-
ber of technical challenges exist which have prevented them from realizing their
full potential and which have prevented the technologies from becoming a more
widely used and routine analytical tool.

Both multispectral and hyperspectral imaging systems require careful and pre-
cise acquisition workflows in order to produce useful data. In addition, process-
ing and calibration of the acquired data can be a challenge for many cultural
heritage users. Hyperspectral imaging, in particular, can produce vast quan-
tities of raw data that require complex processing and the ability to manage
the large resulting volumes of data. Moreover, the final high resolution and
multidimensional data that is produced can be difficult to use or to visualize.
This thesis has, therefore, sought to address some of these issues and has en-
deavored to analyze and quantify problems and propose tools, workflows and
methodologies to resolve and mitigate these issues.

The research has focused on two main areas. The first concerned the quality
of spectral data and how to measure, quantify and improve it. The work has
sought to determine what spectral quality is and what methods can be used
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to quantify it. The research went on to apply these methods to evaluate the
levels of quality seen in data acquired under routine operating conditions and,
in particular, data acquired from an extensive round-robin test of hyperspectral
imaging systems.

In order to improve the quality of spectral data, research was then carried out
in order to better understand the elements that affect spectral quality within
a system and, thereby, to improve the acquisition and calibration pipelines for
spectral imaging systems. This was carried out for both multispectral and hy-
perspectral imaging with complementary work contributing both a signal pro-
cessing framework for calibration as well as practical guidelines and workflows.

The second research area concerned the visualization of multispectral and hy-
perspectral image data and examined ways to facilitate and make large and
complex images accessible online. For this, an architecture, visualization tech-
niques and a full software platform were presented for the efficient distribution
and visualization of high resolution multi-modal and spectral image data. This
work was then extended in order to push the technology to the limits and to
apply the techniques to the field of astronomy where image sizes are at their
most extreme.

This ensemble of research has helped advance the state of the art along several
axes of research and has provided a better understanding of some of the is-
sues surrounding spectral imaging. It has also provided practical solutions and
guidelines to help future users better use both multispectral and hyperspectral
imaging equipment for the spectral imaging of art.

5.1 Perspectives

The research in this thesis covers some of the key areas within the multispec-
tral and hyperspectral imaging pipelines. The processes of acquisition and cal-
ibration form the fundamental basis for any spectral imaging and the work
presented here provides a solid foundation for understanding and improving
these workflows. Each of the various elements can, of course, be optimized.
In particular, there is significant scope for further research in the areas of ge-
ometric calibration, mosaicking and the fusion of spectral data from different
wavelength ranges.

There is scope also for the further development of the workflows and guide-
lines developed for hyperspectral acquisition and calibration in association with
international standardization efforts, such as the IEEE Standards Association
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P4001 Working Group on Characterization and Calibration of Ultraviolet through
Shortwave Infrared Hyperspectral Imaging Devices [126], which aims to provide
recommendations for application-specific tasks.

A particularly important area of research is on the use of spectral data for tasks
such as materials analysis or pigment mapping. This topic was outside of the
scope of this thesis, but, as described in Section 2.7, is one of the core applica-
tions of multispectral and hyperspectral imaging within cultural heritage. Pig-
ment mapping, for example, is based on the use of spectral classification meth-
ods, which have been developed around the needs of remote sensing. Strong
potential exists for improving the results obtained from these techniques by
better employing or adapting them to the field of cultural heritage. Each of
the various steps within the classification pipeline can be improved, including
the determination of the number of spectral end-members, the calculation of
those end-members, the appropriate choice of spectral distance measure and
the application of suitable clustering and classification methods. In addition,
issues such as the simplification and automation of the these processes need to
be addressed.

A further perspective concerns the combination of spectral data with other
imaging modalities or with other types of chemical mapping techniques, such
as X-ray Fluorescence (XRF) mapping. Although, the visualization of such data
has been addressed within this thesis through the work on multi-modal visual-
ization, the use of joint analysis for pigment mapping purposes has significant
potential and has, thus far, been rarely used within the field.

Other forms of combination that have significant potential include the fusion
of spectral images with 3D data or with elevation profiles of the surfaces of
paintings.



68 Conclusion



Bibliography

[1] Raju Shrestha, Ruven Pillay, Sony George, and Jon Y. Hardeberg. Qual-
ity evaluation in spectral imaging – Quality factors and metrics. JAIC -
Journal of the International Colour Association, 12(0):22–35, July 2014.

[2] Ruven Pillay, Marcello Picollo, Jon Yngve Hardeberg, and Sony George.
Evaluation of the Data Quality from a Round-Robin Test of Hyperspectral
Imaging Systems. Sensors, 20(14):3812, January 2020.

[3] Alejandro Ribés, Ruven Pillay, Francis Schmitt, and Christian Lahanier.
Studying That Smile. Signal Processing Magazine, IEEE, 25(4):14–26,
July 2008.

[4] Ruven Pillay, Jon Y. Hardeberg, and Sony George. Hyperspectral imag-
ing of art: Acquisition and calibration workflows. Journal of the Ameri-
can Institute for Conservation, 58(1-2):3–15, February 2019.

[5] Ruven Pillay. Multi-Modal Data Visualization and Analysis of “The Bed-
room at Arles” by Vincent van Gogh. In Proceedings of the 22nd CIPA
Symposium, Kyoto, October 2008.

[6] Emmanuel Bertin, Ruven Pillay, and Chiara Marmo. Web-based visual-
ization of very large scientific astronomy imagery. Astronomy and Com-
puting, 10:43–53, April 2015.

[7] Lindsay W. MacDonald, Tatiana Vitorino, Marcello Picollo, Ruven Pillay,
Michał Obarzanowski, Joanna Sobczyk, Sérgio Nascimento, and João
Linhares. Assessment of multispectral and hyperspectral imaging sys-
tems for digitisation of a Russian icon. Heritage Science, 5:41, September
2017.

69



70 BIBLIOGRAPHY

[8] Sony George, Jon Ynvge Hardeberg, João Linhares, Lindsay MacDonald,
Cristina Montagner, Sérgio Nascimento, Marcello Picollo, Ruven Pillay,
Tatiana Vitorino, and E. Keats Webb. A Study of Spectral Imaging Ac-
quisition and Processing for Cultural Heritage. In Digital Techniques for
Documenting and Preserving Cultural Heritage, pages 141–158. Arc Hu-
manities Press, Leeds, January 2018.

[9] Alexander F.H. Goetz. Three decades of hyperspectral remote sensing of
the Earth: A personal view. Remote Sensing of Environment, 113(Sup-
plement 1):S5–S16, September 2009.

[10] Di Wu and Da-Wen Sun. Advanced applications of hyperspectral imaging
technology for food quality and safety analysis and assessment: A review
— Part I: Fundamentals. Innovative Food Science & Emerging Technolo-
gies, 19:1–14, July 2013.

[11] E. Keith Hege, Dan O’Connell, William Johnson, Shridhar Basty, and
Eustace L. Dereniak. Hyperspectral imaging for astronomy and space
surveillance. In Imaging Spectrometry IX, volume 5159, pages 380–391,
San Diego, USA, January 2003. International Society for Optics and Pho-
tonics.

[12] F. A. Kruse, J. W. Boardman, and J. F. Huntington. Comparison of air-
borne hyperspectral data and EO-1 Hyperion for mineral mapping. IEEE
Transactions on Geoscience and Remote Sensing, 41(6):1388–1400, June
2003.

[13] Driss Haboudane, John R Miller, Elizabeth Pattey, Pablo J Zarco-Tejada,
and Ian B Strachan. Hyperspectral vegetation indices and novel algo-
rithms for predicting green LAI of crop canopies: Modeling and valida-
tion in the context of precision agriculture. Remote Sensing of Environ-
ment, 90(3):337–352, April 2004.

[14] Guolan Lu and Baowei Fei. Medical hyperspectral imaging: A review.
Journal of Biomedical Optics, 19(1):010901–010901, 2014.

[15] Athos Agapiou, Diofantos G. Hadjimitsis, Dimitrios Alexakis, and Apos-
tolos Sarris. Observatory validation of Neolithic tells (“Magoules”) in the
Thessalian plain, central Greece, using hyperspectral spectroradiometric
data. Journal of Archaeological Science, 39(5):1499–1512, May 2012.

[16] David Saunders and John Cupitt. Image Processing at the National
Gallery: The VASARI Project. The National Gallery Technical Bulletin,
14:72–85, January 1993.



BIBLIOGRAPHY 71

[17] A. Casini, M. Bacci, C. Cucci, F. Lotti, S. Porcinai, M. Picollo, B. Radi-
cati, M. Poggesi, and L. Stefani. Fiber optic reflectance spectroscopy and
hyper-spectral image spectroscopy: Two integrated techniques for the
study of the Madonna dei Fusi. In Optical Methods for Arts and Archae-
ology, volume 5857, pages 58570M–8, Munich, Germany, June 2005.
SPIE.

[18] Kirk Martinez, John Cupitt, and David R Saunders. High-resolution col-
orimetric imaging of paintings. Proceedings of SPIE, 1901(1):25–36, May
1993.

[19] Henri Maître, Francis Schmitt, Jean-Pierre Crettez, Yifeng Wu, and
Jon Yngve Hardeberg. Spectrophotometric Image Analysis of Fine Art
Paintings. Color and Imaging Conference, 1996(1):50–53, January 1996.

[20] Roy S. Berns. The Science of Digitizing Paintings for Color-Accurate
Image Archives: A Review. Journal of Imaging Science, 45(4):305–325,
July 2001.

[21] André Chéron. The Radiography of Pictures. Journal of the Röntgen
Society, 17(68):120–121, July 1921.

[22] Marie Farnsworth. Infra-red absorption of paint materials. Technical
Studies in the Field of the Fine Arts, 7:88–98, 1938.

[23] J. R. J. van Asperen de Boer. Reflectography of Paintings Using an In-
frared Vidicon Television System. Studies in Conservation, 14(3):96, Au-
gust 1969.

[24] James Joseph Rorimer. Ultra-violet rays and their use in the examination
of works of art. Parnassus, 4(4), 1931.

[25] Di-Yuan Tzeng and Roy S. Berns. Spectral-Based Six-Color Separation
Minimizing Metamerism. Color and Imaging Conference, 2000(1):342–
347, January 2000.

[26] Peter D. Burns and Roy S. Berns. Analysis Multispectral Image Capture.
Color and Imaging Conference, 1996(1):19–22, January 1996.

[27] D. Connah, J.Y. Hardeberg, and S. Westland. Comparison of linear spec-
tral reconstruction methods for multispectral imaging. In Image Process-
ing, 2004. ICIP ’04. 2004 International Conference On, volume 3, pages
1497 – 1500 Vol. 3, October 2004.



72 BIBLIOGRAPHY

[28] Michael E. Schaepman, Susan L. Ustin, Antonio J. Plaza, Thomas H.
Painter, Jochem Verrelst, and Shunlin Liang. Earth system science related
imaging spectroscopy–An assessment. Remote Sensing of Environment,
113(Supplement 1):S123–S137, September 2009.

[29] Robert O. Green, Michael L. Eastwood, Charles M. Sarture, Thomas G.
Chrien, Mikael Aronsson, Bruce J. Chippendale, Jessica A. Faust,
Betina E. Pavri, Christopher J. Chovit, Manuel Solis, Martin R. Olah,
and Orlesa Williams. Imaging Spectroscopy and the Airborne Visi-
ble/Infrared Imaging Spectrometer (AVIRIS). Remote Sensing of Envi-
ronment, 65(3):227–248, September 1998.

[30] C. Durell. IEEE P4001 Hyperspectral Standard: Progress and Coopera-
tion. In IGARSS 2019 - 2019 IEEE International Geoscience and Remote
Sensing Symposium, pages 4432–4434, July 2019.

[31] John R. Gilchrist, David W. Allen, and Chris Durell. IEEE P4001: Progress
towards a hyperspectral standard. In Algorithms, Technologies, and Appli-
cations for Multispectral and Hyperspectral Imagery XXV, volume 10986,
page 1098602. International Society for Optics and Photonics, May
2019.

[32] A. D. Meigs, L. J. Otten, and T. Y. Cherezova. Ultraspectral imaging:
A new contribution to global virtual presence. In 1998 IEEE Aerospace
Conference Proceedings (Cat. No.98TH8339), volume 2, pages 5–12 vol.2,
March 1998.

[33] Thomas S. Pagano. Ultraspectral infrared technology development on
the Atmospheric Infrared Sounder (AIRS) and future applications. In
Algorithms and Technologies for Multispectral, Hyperspectral, and Ultra-
spectral Imagery X, volume 5425, pages 304–310. International Society
for Optics and Photonics, August 2004.

[34] Steven A. Macenka and Michael P. Chrisp. Airborne Visible/Infrared
Imaging Spectrometer (Aviris) Spectrometer Design And Performance.
In Imaging Spectroscopy II, volume 0834, pages 32–43. International So-
ciety for Optics and Photonics, January 1987.

[35] Michael Eismann. Hyperspectral Remote Sensing, volume PM210. SPIE
Press, Bellingham, Washington, April 2012.

[36] Dimitris G. Manolakis, Ronald B. Lockwood, and Thomas W. Cooley. Hy-
perspectral Imaging Remote Sensing: Physics, Sensors, and Algorithms.
Cambridge University Press, October 2016.



BIBLIOGRAPHY 73

[37] Kirk Martinez, John Cupitt, David Saunders, and Ruven Pillay. Ten Years
of Art Imaging Research. Proceedings of the IEEE, 90(1):28–41, August
2002.

[38] Christian Lahanier, Georges Alquié, Pascal Cotte, Constantinos
Christofides, Chistophe de Deyne, Ruven Pillay, David Saunders, and
Francis Schmitt. CRISATEL: High definition spectral digital imaging
of paintings with simulation of varnish removal. In ICOM Committee
for Conservation, ICOM-CC : 13th Triennial Meeting, Rio de Janeiro, 22-
27 September 2002, pages 295–300, Rio de Janeiro, Brazil, September
2002. ICOM-CC, James & James.

[39] Christian Fischer and Ioanna Kakoulli. Multispectral and hyperspec-
tral imaging technologies in conservation: Current research and poten-
tial applications. Studies in Conservation, 51(Supplement-1):3–16, June
2006.

[40] Alejandro Ribés, Francis Schmitt, Ruven Pillay, and Christian Lahanier.
Calibration and Spectral Reconstruction for CRISATEL: An Art Painting
Multispectral Acquisition System. Journal of Imaging Science and Tech-
nology, 49(6):563–573, November 2005.

[41] Hideaki Haneishi, Takayuki Hasegawa, Asako Hosoi, Yasuaki Yokoyama,
Norimichi Tsumura, and Yoichi Miyake. System Design for Accurately
Estimating the Spectral Reflectance of Art Paintings. Applied Optics,
39(35):6621–6632, December 2000.

[42] A. Pelagotti, A. Del Mastio, A. De Rosa, and A. Piva. Multispectral imag-
ing of paintings. IEEE Signal Processing Magazine, 25(4):27–36, 2008.

[43] F. Imai, Mitchell R. Rosen, and R. Berns. Multi-spectral Imaging of Van
Gogh’s Self-portrait at the National Gallery of Art Washington DC. In
Proceedings of IS&T PICS Conference, pages 185–189, Rochester, USA,
2001. IS&T.

[44] Gianluca Novati, Paolo Pellegri, and Raimondo Schettini. An affordable
multispectral imaging system for the digital museum. International Jour-
nal on Digital Libraries, 5(3):167–178, May 2005.

[45] Marvin E. Klein, Bernard J. Aalderink, Roberto Padoan, Gerrit De Bruin,
and Ted A. G. Steemers. Quantitative Hyperspectral Reflectance Imag-
ing. Sensors, 8(9):5576–5618, September 2008.



74 BIBLIOGRAPHY

[46] Jon Yngve Hardeberg, Francis J. M. Schmitt, and Hans Brettel. Multi-
spectral color image capture using a liquid crystal tunable filter. Optical
Engineering, 41(10):2532–2548, October 2002.

[47] Gregory H. Bearman and Sheila I. Spiro. Archaeological Applications
of Advanced Imaging Techniques. The Biblical Archaeologist, 59(1):56,
March 1996.

[48] Haida Liang, David Saunders, and John Cupitt. A New Multispectral
Imaging System for Examining Paintings. Journal of Imaging Science and
Technology, 49(6):551–562, November 2005.

[49] John Delaney. Multispectral Imaging of Paintings in the Infrared to De-
tect and Map Blue Pigments. PNAS Sackler NAS colloquiem, pages 120–
136, 2005.

[50] P. Carcagnì, A. Della Patria, R. Fontana, M. Greco, M. Mastroianni,
M. Materazzi, E. Pampaloni, and L. Pezzati. Multispectral imaging
of paintings by optical scanning. Optics and Lasers in Engineering,
45(3):360–367, March 2007.

[51] Claudio Bonifazzi, Pierluigi Carcagnì, Andrea Della Patria, Stefano Ferri-
ani, Raffaella Fontana, Marinella Greco, Maria Mastroianni, Marzia Mat-
erazzi, Enrico Pampaloni, and Afra Romano. A scanning device for mul-
tispectral imaging of paintings. In Spectral Imaging: Eighth International
Symposium on Multispectral Color Science, volume 6062, page 60620M.
International Society for Optics and Photonics, January 2006.

[52] Claudio Bonifazzi, Pierluigi Carcagnì, Andrea Della Patria, Raffaella
Fontana, Marinella Greco, Maria Mastroianni, Marzia Materazzi, En-
rico Pampaloni, Luca Pezzati, and Afra Romano. Multispectral imag-
ing of paintings: Instrument and applications. Proceedings of SPIE,
6618(1):661816–661816–12, July 2007.

[53] Pelagotti, L. Pezzati, A. Piva, A. Del Mastio, and Largo E. Fermi. Multi-
spectral UV fluorescence analysis of painted surfaces. In Proceedings of
the 2006 14th European Signal Processing Conference, pages 1–5, Pisa,
2006. IEEE.

[54] William A. Christens-Barry, Kenneth Boydston, Fenella G. France,
Keith T. Knox, Roger L. Easton Jr, and Michael B. Toth. Camera system
for multispectral imaging of documents. In Sensors, Cameras, and Sys-
tems for Industrial/Scientific Applications X, volume 7249, page 724908.
International Society for Optics and Photonics, January 2009.



BIBLIOGRAPHY 75

[55] R.L. Easton, K.T. Knox, and W.A. Christens-Barry. Multispectral imaging
of the Archimedes palimpsest. In Applied Imagery Pattern Recognition
Workshop, 2003. Proceedings. 32nd, pages 111–116, October 2003.

[56] Emanuele Salerno, Anna Tonazzini, and Luigi Bedini. Digital image anal-
ysis to enhance underwritten text in the Archimedes palimpsest. Interna-
tional Journal of Document Analysis and Recognition (IJDAR), 9(2-4):79–
87, April 2007.

[57] Lawrence Taplin and Roy Berns. Practical spectral capture systems for
museum imaging. AIC Colour 05, May 2005.

[58] Francisco H. Imai, Roy S. Berns, and Di-Y. Tzeng. A Comparative Analysis
of Spectral Reflectance Estimated in Various Spaces Using a Trichromatic
Camera System. Journal of Imaging Science and Technology, 44(4):280–
287, July 2000.

[59] Antonino Cosentino. Identification of pigments by multispectral imag-
ing; a flowchart method. Heritage Science, 2(1):8, March 2014.

[60] G. Antonioli, F. Fermi, C. Oleari, and R. Reverberi. Spectrophotometric
Scanner for Imaging of Paintings and Other Works of Art. Conference
on Colour in Graphics, Imaging, and Vision, 2004(1):219–224, January
2004.

[61] Mauro Bacci, Andrea Casini, Costanza Cucci, Andrea Muzzi, and Simone
Porcinai. A study on a set of drawings by Parmigianino: Integration of
art-historical analysis with imaging spectroscopy. Journal of Cultural
Heritage, 6(4):329–336, December 2005.

[62] John K. Delaney, Jason G. Zeibel, Mathieu Thoury, Roy Littleton,
Kathryn M. Morales, Michael Palmer, and E. René de la Rie. Visible and
infrared reflectance imaging spectroscopy of paintings: Pigment map-
ping and improved infrared reflectography. In O3A: Optics for Arts, Ar-
chitecture, and Archaeology II, volume 7391, page 739103. International
Society for Optics and Photonics, July 2009.

[63] John K. Delaney, Jason G. Zeibel, Mathieu Thoury, Roy Littleton, Michael
Palmer, Kathryn M. Morales, E. René de la Rie, and Ann Hoenigswald.
Visible and Infrared Imaging Spectroscopy of Picasso’s Harlequin Mu-
sician: Mapping and Identification of Artist Materials in Situ. Applied
Spectroscopy, 64(6):584–594, June 2010.



76 BIBLIOGRAPHY

[64] Costanza Cucci, John K. Delaney, and Marcello Picollo. Reflectance
Hyperspectral Imaging for Investigation of Works of Art: Old Master
Paintings and Illuminated Manuscripts. Accounts of Chemical Research,
September 2016.

[65] John K. Delaney, Paola Ricciardi, Lisha Deming Glinsman, Michelle
Facini, Mathieu Thoury, Michael Palmer, and E. René de la Rie. Use
of imaging spectroscopy, fiber optic reflectance spectroscopy, and X-ray
fluorescence to map and identify pigments in illuminated manuscripts.
Studies in Conservation, 59(2):91–101, March 2014.

[66] Hilda Deborah, Sony George, and Jon Yngve Hardeberg. Pigment Map-
ping of the Scream (1893) Based on Hyperspectral Imaging. In Abder-
rahim Elmoataz, Olivier Lezoray, Fathallah Nouboud, and Driss Mam-
mass, editors, Image and Signal Processing, Lecture Notes in Computer
Science, pages 247–256, Cherbourg, 2014. Springer International Pub-
lishing.

[67] Ruven Pillay. Hyperspectral Imaging, Visualization and Database Inte-
gration. In Proceedings of the ICOM-CC Documentation & Paintings Work-
ing Groups Joint Interim Meeting, pages 15–16, The Hague, September
2013. ICOM-CC.

[68] Ludo Snijders, Tim Zaman, and David Howell. Using hyperspectral
imaging to reveal a hidden precolonial Mesoamerican codex. Journal
of Archaeological Science: Reports, 9:143–149, October 2016.

[69] Fabien Pottier. A Study of the Codex Borbonicus Coloring Materials - Non-
Invasive Spectroscopies Applied to Codicology. PhD Thesis, Université de
Cergy Pontoise (UCP), January 2017.

[70] Haida Liang, Andrei Lucian, Rebecca Lange, Chi Shing Cheung, and
Bomin Su. Remote spectral imaging with simultaneous extraction of 3D
topography for historical wall paintings. ISPRS Journal of Photogramme-
try and Remote Sensing, 95:13–22, September 2014.

[71] John K. Delaney, Paola Ricciardi, Lisha Glinsman, Michael Palmer, and
Julia Burke. Use of near infrared reflectance imaging spectroscopy
to map wool and silk fibres in historic tapestries. Analytical Methods,
8(44):7886–7890, November 2016.

[72] Sony George and Jon Yngve Hardeberg. Estimation and Correction of
Geometric Distortion in Pushbroom Hyperspectral System for Imaging
Art Paintings. Electronic Imaging, 2016(12):1–4, February 2016.



BIBLIOGRAPHY 77

[73] Roger N. Clark, Trude V. V. King, Matthew Klejwa, Gregg A. Swayze,
and Norma Vergo. High spectral resolution reflectance spectroscopy of
minerals. Journal of Geophysical Research: Solid Earth, 95(B8):12653–
12680, 1990.

[74] Kathryn A. Dooley, Suzanne Lomax, Jason G. Zeibel, Costanza Miliani,
Paola Ricciardi, Ann Hoenigswald, Murray Loew, and John K. Delaney.
Mapping of egg yolk and animal skin glue paint binders in Early Renais-
sance paintings using near infrared reflectance imaging spectroscopy.
Analyst, 138(17):4838–4848, July 2013.

[75] Linda Cséfalvayová, Matija Strlič, and Harri Karjalainen. Quantita-
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Spectral imaging has many advantages over conventional three channel colour imaging, and has 
numerous applications in many domains. Despite many benefits, applications, and different 
techniques being proposed, little attention has been given to the evaluation of the quality of spectral 
images and of spectral imaging systems. There has been some research in the area of spectral 
image quality, mostly targeted at specific application domains. This paper seeks to provide a 
comprehensive review on existing research in the area of spectral image quality metrics. We classify 
existing spectral image quality metrics into categories based on how they were developed, their main 
features, and their intended applications. Spectral quality metrics, in general, aim to measure the 
quality of spectral images without considering specifically the imaging systems used to acquire the 
images. Having many different types of spectral imaging systems that could be used to acquire 
spectral images in an application, it is important to evaluate the performance/quality of these spectral 
imaging systems too. However, to our knowledge, not much attention has been given in this direction 
previously. As a first step towards this, we aim to identify different factors that influence the quality of 
the spectral imaging systems.  In almost every stage of a spectral imaging workflow, there may be 
one or more factors that influence the quality of the final spectral image, and hence the imaging 
system used for acquiring the image. Identification of these factors, we believe, will be essential in 
developing a framework, for evaluating the quality of spectral imaging systems. 
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Introduction 

Spectral imaging has received much attention in recent years for its advantages over conventional 

three channel based colour imaging (usually RGB), and because of applications in a number of 

domains such as remote sensing, medical imaging, cultural heritage, biometrics and many more. A 

spectral imaging system captures image data at specific wavelength intervals (narrow or somewhat 

wider) across the electromagnetic spectrum. Based on their number of spectral bands, spectral 

imaging systems can be divided into two major types: multispectral and hyperspectral. There is no 

fine line separating the two; however, spectral imaging systems with more than 20 bands are generally 

considered as hyperspectral, and less than 20 as multispectral. We use the term spectral throughout 

this paper, to refer to both of them in a general sense. Hyperspectral imaging deals with imaging 

narrow spectral bands over a contiguous spectral range, and produces the spectra of all pixels in the 

scene. Multispectral imaging systems typically acquire images in a wider and limited number of 

spectral bands. They do not produce the spectrum of an object directly; but rather use spectral 

estimation algorithms to obtain spectral reflectances from the sensor responses. Hyperspectral 

imaging systems produce high measurement accuracy; however, the acquisition time, complexity and 

cost of these systems are generally high compared to multispectral systems.  
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A number of different acquisition techniques exist for both multispectral and hyperspectral 

imaging. Multispectral systems, for example, can be a multi-sensor based [1, 2], filter based using a 

filter wheel [3, 4] or tunable filter  [5, 6], multispectral filter array (MSFA) based [7-9] , or light 

emitting diode (LED) based  [10-13].  A filter-less and demosaicking-less colour sensitive device which 

uses transverse field detectors or tunable sensitivity sensors has also been proposed [14]. Many of 

these approaches require multiple shots in order to acquire a multispectral image, whereas a filter 

based one-shot solution which uses a stereo camera has been recently proposed [15-17]. Hyperspectral 

imaging systems can also be based on tunable filters and multiple shots, but are more often based on 

gratings, and used using a pushbroom technique [18].   

Having many different types of spectral image acquisition systems, an important question that 

arises is how do we evaluate the quality of the spectral image data captured? In other words, there 

should be a way to evaluate the quality of a spectral image, and possibly of the spectral imaging system 

used to acquire the image. Much research has been carried out on image quality for classic three 

channel colour images and recently, in particular, based on perceptual quality [19, 20]. And there has 

been research intended for spectral image quality in a number of specific application domains [21-26]. 

However, to our knowledge, little work has been done on evaluating the quality of spectral imaging 

systems. This paper provides a comprehensive review of the research carried out so far in the field of 

spectral image quality metrics, and also identifies important factors involved in describing the quality 

of spectral imaging systems and spectral image data acquired with them. We believe that this work 

can further help in the development of general and/or application specific spectral image quality 

frameworks. 

The next section reviews research that has been carried out on spectral image quality metrics. We 

then describe and classify the metrics into different categories before identifying and discussing the 

main quality factors and attributes that could form a basis of a global framework for spectral imaging 

quality.  

Spectral image quality metrics 

Many studies have been carried out on the quality evaluation of colour images. However, very little 

has been done on the evaluation of quality of spectral images. Before discussing the quality evaluation 

of spectral images, it would be useful to first discuss the notion of quality in the context of colour 

imaging and spectral imaging. There is no single universally accepted definition of colour image 

quality (CIQ), and this is even more true for spectral image quality. A number of tentative definitions 

can be found in the literature, and most of the definitions depend on particular applications. This is 

somewhat inevitable as quality always implies some application, nevertheless we think a more general 

approach will be beneficial.  

One such definition adopted by many researchers is that by ISO [27], which defines image quality 

as the impression of the overall merit or excellence of an image, as perceived by an observer neither 

associated with the act of photography, nor closely involved with the subject matter depicted. One 

recent and extensive work that has been done on image quality by Pedersen [20] adopted this 

definition of image quality. Most of the previous work on image quality considered the visual 

perception of images (perceptual quality), either on a display or printed images. Unlike colour image 

quality, the definition of spectral image quality should not be limited to perceptual quality only. Since 

spectral imaging is used in wider application domains, spectral image quality may be defined 

differently based on its application domain. For instance spectral imaging can be used for producing 
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more accurate colour reproduction. In this case, a spectral image and the imaging system, which 

produces the most accurate colour reproduction, may be considered as having the best quality. In the 

case of a spectral imaging system which is used to detect and classify the material composition of an 

object, the system which accurately detects and classifies can be considered as having the best quality. 

Thus, the notion of the quality of a spectral image should vary depending on the application. Several 

studies have been made on spectral image quality based on the application, purpose, and type of 

spectral imaging systems.  

There are fundamentally three different types of colour image quality metrics: no-reference, 

reduced-reference, and full-reference [20]. In the no-reference metric type, only the reproduction is 

available, and the calculation of quality is based only on the reproduction without use of the reference 

(i.e. the original). In the reduced-reference metric type, some information of the reproduction and the 

original is used in the calculation of quality. Both the reference and the reproduction are available in 

the full-reference metric type. These could be true in the case of spectral image quality metrics also. 

Unlike for colour images, subjective quality assessments or vision based models are not sufficient to 

measure the quality of spectral imaging. Moreover, an end user may not be a human as in the case of 

colour imaging. Quality can be assessed either in the spatial or spectral domain and it is highly driven 

by the application. A spectral image quality metric, thus, could be calculated pixel-wise in the whole 

image globally, or it could be calculated based on spatial pixel values in local segments in the image. 

Based on whether the purpose of a metric is to evaluate the quality of a spectral or perceptual 

response, or how good a certain task can be carried out, whether it is a full-reference type, and if the 

calculation is based on the global or local spatial context in a test image, we propose to classify 

spectral image quality metrics into five categories: global, full reference spectral quality (GFSQ); 

global, full reference, perceptual quality (GFPQ); spatial, full reference spectral quality (SFSQ); 

spatial, full reference spectral quality (SFPQ); and task based quality (TBQ) metrics. Before going into 

the details of the classification, we first define terms and conventions to be used in describing 

different spectral image quality metrics, in a consistent way. We use I to denote an image. A spectral 

image of dimension m n l   can be defined as ( , , )iI x y  , where 1, ,x m  , and 1, ,y n  . i  (

1, ,i l  ) denotes a spectral band or wavelength in a l -band spectral image. ( , )I x y , thus, 

corresponds to the spectral reflectance at pixel ( , )x y  in the image. We denote the original reference 

image as rI  and the test image acquired by an imaging system as tI .  

We now describe the spectral image quality metrics that fall into the five categories below.  

 

1. Global, Full-reference, Spectral Quality (GFSQ) metrics: Spectral image quality metrics, 

which are based on the calculation of the spectral response for every pixel of the test and reference 

images in a global context, fall into this category. In these types of metrics, metric values are 

calculated for every pixel of an image globally and the mean value (and possibly additional 

statistical information for instance, minimum and maximum values, standard deviation etc.) is 

computed by averaging over the metric values for all the pixels in the image. 

A number of quality metrics exist to evaluate the quality of spectral images based on spectral 

responses. One of the most widely used of these is the root mean square (RMS) error, which 

provides a statistical estimation of the difference between the spectral responses of test and  

reference images. RMS calculates the cumulative squared error between the original image and the 

test image. RMS has been widely used due to its easy calculation and analytical tractability. The 

mean RMS for the test spectral image tI  with respect to the given reference image rI  is given by: 
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1 1

1
( , )

m n

x y

RMS RMS x y
m n  


   , (1) 

where ( , )RMS x y  is the RMS error at pixel ( , )x y ,  and is calculated as: 

 2

1

1
( , ) ( , , ) ( , , )

l

t i r i
i

RMS x y I x y I x y
l

 


  . (2) 

Another metric, the peak signal-to-noise ratio (PSNR) is also widely used, and it can be considered 

as a GSFQ as it is calculated from the RMS: 

  10

1
20logPSNR

RMS
   
 

. (3) 

An alternative to the RMS is the goodness of fit coefficient (GFC), proposed by Romero et al. [28] . 

Unlike RMS, GFC is insensitive to the shift in magnitude, and its value is normalised to the range 0 

to 1, with 1 indicating the perfect estimation and 0 (zero) indicating the worst estimation. The GFC 

value at a pixel ( , )x y , ( , )GFC x y , is calculated as: 

1

2 2

1 1

( , , ) ( , , )
( , )

( , , ) ( , , )

l

t i r i
i

l l

t i r i
i i

I x y I x y
GFC x y

I x y I x y

 

 



 




 
. (4) 

Spectral Angle Map (SAM) [29] is another widely used metric, which is usually used for spectral 

segmentation, but which provides a measure of the difference in terms of spectral angle ( ) 

between two spectra. SAM is nothing but an inverse cosine of the GFC metric, and hence SAM at a 

pixel ( , )x y  is calculated as: 

 1( , ) cos ( , )x y GFC x y  . (5) 

Spectral Information Divergence (SID) is another metric used to compare spectral image data [30]. 

SID views each pixel spectrum as a random variable, and then measures the discrepancy of 

probabilistic behaviors between two spectra, thereby determining similarity and variability more 

effectively than SAM. SID at a pixel ( , )x y  is calculated using the equation: 

1

1 1 1 1

( , , ) ( , , ) ( , , ) ( , , )
( , ) log log

( , , ) ( , , ) ( , , ) ( , , )

l
t i r i t i r i

l l l l
i

t j r j t j r j
j j j j

I x y I x y I x y I x y
SID x y

I x y I x y I x y I x y

   

   

   

  
  
    
  
  
  


   

.

 (6) 

Yet another metric that falls into the category GFSQ is the spectral similarity value (SSV), proposed 

by Sweet et al. [22]. SSV combines magnitude (m) and shape (s) differences between two spectral 

vectors, giving each equal weighting. SSV at a pixel ( , )x y  is computed as: 

2 2( , ) ( , ) ( , )SSV x y m x y s x y  , (7) 
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where ( , )m x y  is computed as the root mean square value, ( , )RMS x y : 

 2

1

1
( , ) ( , ) ( , , ) ( , , )

l

t i r i
i

m x y RMS x y I x y I x y
l

 


    (8) 

and 

  
2

2 1

1
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l
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   

 


 
  

  
 
 
 


. (9) 

Here [ ( , )]tI x y and [ ( , )]rI x y  are means; and [ ( , )]tI x y  and [ ( , )]rI x y  are the standard 

deviation of two spectra at a pixel ( , )x y in the test and the reference images, computed across the 

l  wavelengths. The SSV approach is appropriate for use with hyperspectral images. 

GFSQ metrics are computed per pixel in an image, and therefore, do not take into account 

variability in specific regions or spatial information from the whole area of the image. Moreover, 

these metrics are useful only if reference spectral data/image is available, which would not be the 

case in many situations. 

2. Global, Full-reference, Perceptual Quality (GFPQ) metrics: These metrics are similar to 

the GFSQ metrics, except that in this case the metric calculation is based on visual perception 

(most commonly, the colour), instead of spectral responses. This type of metric is, therefore, useful 

in applications where we are interested in how a perceptually accurate image can be reproduced 

from the acquired spectral images. As in GFSQ, the GFPQ metric values are calculated for each 

pixels of the image, and then the mean value is calculated by averaging over all the values. Once a 

spectral image is transformed to a 3-band colour image for visual perception, depending on the 

need of an application, any colour image quality metric can then be used to evaluate its quality. As 

an illustration we will discuss a colour difference metric. 

Colour difference metrics are used to measure differences in colour between two colour patches. 

One of the most commonly used colour difference formula is CIE E*ab [31] which is based on a 

perceptually uniform colour space, namely the CIELAB colour space. The colour difference is 

computed as the Euclidean distance between the two colours in the CIELAB space. Extensions of 

E*ab have been proposed when it became apparent that it had problems, especially in the blue 

region with the CIE first proposing E*94 [32] and later E*00 [33]. Since these are increasingly 

complex compared to E*ab, E*ab is still widely used. The mean E*ab between the test image ( tI ) 

and the original reference image ( rI ) is computed by averaging the colour differences in each pixel 

in the two images. E*ab at a pixel ( , )x y is calculated using the formula: 

2 2 2* * * *( , ) ( , ) ( , ) ( , )abE x y L x y a x y b x y                 , (10) 

where  

* * *( , ) ( , ) ( , )t rL x y L x y L x y   ,  

* * *( , ) ( , ) ( , )t ra x y a x y a x y   , and  

* * *( , ) ( , ) ( , )t rb x y b x y b x y    
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are differences in luminance ( *L ) and chrominance ( *a  and  *b ) channels in the CIELAB space, 

at pixel ( , )x y  in the test and the reference images. 

Metamerism index based metrics which compare the extent to which two spectra have a different 

colour between a reference condition and a test condition under different illuminants and 

observers have also been proposed [34, 35]. Viggiano's metamerism index [35], at pixel ( , )x y  in 

an image, ( , )vM x y  is computed using the equation: 

1

( , ) ( , , ) || ( , , ) ||
l

v i i
i

M x y w x y x y  


  , (11) 

where ( , , ) ( , , ) ( , , )i t i r ix y I x y I x y      , and ( , , )iw x y   are weights computed as follows: 

2 2 2* * *( , ) ( , ) ( , )
( , , )

( , , ) ( , , ) ( , , )i i i

L x y a x y b x y
w x y

x y x y x y


     
       

              
. (12) 

Perception based quality metrics including GFPQ work only in the visible part of the spectrum, and 

thus ignore important information in invisible bands such as the infrared and ultraviolet. This 

limits the use of such metrics in object detection and classification. Moreover, one single image 

quality metric is inadequate to indicate the quality of an image [36]. None of the perception based 

spectral image quality metrics takes into account this fact, and therefore cannot be considered as 

complete spectral image quality metrics. 

3. Spatial, Full-reference, Spectral Quality (SFSQ) metrics: Some full-reference metrics aim 

to calculate spectral quality by taking into account the spatial distribution in images. These metrics 

can be categorised as SFSQ metrics.  

One such metric is the Q2n  index, proposed by Garzelli and Nencini [37].  The Q2n  index extended 

the universal quality index (UQI) proposed for monochrome images [38], as a generalisation to 

multispectral and hyperspectral images, through a hypercomplex correlation coefficient (CC) 

between the reference ( rI ) and the test images ( tI ). The index jointly measures both spectral and 

spatial distortions. The Q2n index is derived from the theory of hypercomplex numbers, 

particularly of 2n-ons (two-to-the-any-ons) [39], and made up of different factors to take into 

account for correlation, mean of each spectral band, intra-band local variance, and the spectral 

angle. Two hypercomplex image maps corresponding to the test and the reference images, ,t hI  and 

,r hI  are obtained from a 2n-on hypercomplex number at each pixel from the 2n spectral bands. If 

the number of bands is not a power of two, the image bands are appropriately zero-padded, to 

analyse the overall data with 2n spectral bands. The null bands do not influence the image quality 

measurement. A 2n-on hypercomplex number for an image, I  at a pixel ( , )x y  is represented as: 

1 2
2

( , ) ( , , ) ( , , ) i

n

h i
i

I x y I x y I x y j 


  , (13)

 
where 2 3 2

, , , nj j j  are hypercomplex unit vectors. Analogously to complex number, the 

conjugate *
hI  is given by: 

1 2
2

( , ) ( , , ) ( , , ) i

n

h i
i

I x y I x y I x y j 


  , (14) 
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and the modulus by 

2

1

| ( , ) | ( , , )
n

h i
i

I x y I x y 


   . (15) 

The Q2n computes the correlation, the mean of each spectral band, and the intra-band local 

variance, at each pixel ( , )x y  using a sliding window of size N N  in the hypercomplex image 

map. Let t  and r  be the pixel arrays within the sliding window in the test and the reference image 

maps respectively. The Q2n at pixel ( , )x y  is then computed using the equation: 

2 2 2 2

22
2 ( , ) . .nQ x y

  
   




tr t r

t r t r

tr

t r
, (16)

 

where t  and r  are means, and  t  and  r  are the standard deviations of t  and r  respectively. 

 tr  is the hypercomplex covariance between t and r . These terms are defined as: 

[ ]Et t , 

[ ]Er r , 
2 2[| | ] | |E  t t t , 
2 2[| | ] | |E  r r r , 

* *[( )( )] [ ] .E E     tr t t r r tr t r . 

Among the three terms in Equation (16), the first term measures the hypercomplex CC, the second 

term measures the mean of the spectral band, and the third term computes the intra-band local 

variance. The mean Q2n is then obtained by averaging the magnitudes of all Q2n’s over the whole 

image: 

2 | 2 ( , ) |n nQ E Q x y    . (17) 

The Q2n index assumes real values in the interval [0, 1], with 1 being the best value, which can be 

achieved if and only if the test image is identical to the reference image. This metric is useful to 

measure the fidelity of a spectral image with respect to a known reference in terms of both spatial 

and spectral distortions. 

4. Spatial, Full-reference, Perceptual Quality (SFPQ) metrics: Full-reference metrics which 

compute the quality of spectral images based on perceptual quality, taking into account local 

spatial information, can be classified into this category. The SFPQ metrics, therefore, are mainly 

based on spectral images in the visual range. 

LeMoan and Urban [40] recently proposed an evaluation technique of the perceptual quality of 

spectral images, which is based on pooling (averaging) the image quality indices proposed by 

Lissner et al. [41], computed under a set of different illuminants, with the images rendered in the 

perceptually uniform LAB2000HL colour space [42], whose perceptual uniformity is based on the 

CIE E*00  colour difference formula [33]. Based on the assumption that given the difference of 

two images under a certain illuminant, the error added by considering other illuminants can be 
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summarised solely in terms of chroma and hue difference, they proposed an approximation of the 

spectral image difference (SpID) between the two images as the average of colour image 

differences (CID) under different viewing conditions (VC). SpID at a pixel ( , )x y , ( , )SpID x y  is 

calculated using the equation: 

1

1
( , ) ( , )

VC

i

N

VC
iVC

SpID x y CID x y
N 

  , (18) 

where VCN  is the number of viewing conditions considered. CID under a visual condition, 

( , )vcCID x y  is computed by transforming spectral image to a CIE XYZ image, and then 

incorporating the chromatic adaptation transform (CAT) employed by CIECAM02. It is calculated 

using the equation: 

( , ) 1 ( , ) ( , ) ( , ) ( , ) ( , )VC L C H L LCID x y l x y l x y l x y c x y s x y  , (19) 

where Ll , Cl , Hl , Lc , and Ls   are image difference features (IDFs): lightness-difference, chroma 

difference, hue difference, lightness-contrast and lightness-structure respectively. These features 

are derived from the LAB2000HL images using the structural similarity index (SSIM) [19]. These 

terms at a pixel ( , )x y  are computed within a sliding window in the two images. Let t  and r  are 

the pixel arrays within this window in the test and the reference images. Among the five IDFs, 

lightness, chroma and hue differences are calculated as follows: 

2

1

1
( , )

. ( , ) 1
Ll x y

c L


 t r
 (20) 

2

4

1
( , )

. ( , ) 1
Cl x y

c C


 t r
 (21) 

2

5

1
( , )

. ( , ) 1
Hl x y

c H


 t r
 (22) 

where ( , )f t r  denotes a Gaussian-weighted mean of ( , )f x y , computed for the pixel ( , )x y , 
using all the pixel pairs in the two images, within the sliding window. C  is the chroma 

difference, the chroma being defined as 2 2C a b  .  Hue difference, H  is computed using 

the equation: 

2 2 2( ) ( )t r t rH a a b b C       . (23) 

Lightness-contrast and lightness-structure are computed as follows:  
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



tr

t r

 (25) 

where  t  and  r  are the standard deviations of the lightness components in the sliding windows. 

 tr  corresponds to the cosine of the angle between t t  and r r   in the lightness component 

[19]. 1 5, ,c c  are parameters that are adjusted for the colour space used, and large colour 

differences. 

Like GFPQ, being perceptual quality based metrics, SFPQ metrics also do not take into account 

information in the invisible bands. 

5. Task based (Functional) Quality (TBQ) metrics: There are some spectral image quality 

metrics which are aimed at an evaluation based on their performance for a certain task or function. 

These metrics can be categorised as TBQ metrics. One of the most common task is to detect 

targets/objects in a scene. Several spectral image quality metrics have been proposed in order to 

evaluate the performance for object detection and/or classification. In most cases, spectral data 

which cover a wider spectrum including the ultraviolet and/or infrared ranges are used as this 

allows detection even of targets invisible to the human eye.  

Kerekes and Hsu [23] proposed a model-based spectral quality rating scale (SQRS) for target 

detection in VNIR (Visible Near InfraRed)/SWIR (ShortWave InfraRed) hyperspectral images. The 

higher the SQRS value, the better the spectral quality of the image.  In their latest version of the 

work, SQRS is computed using the empirically-derived equation: 

10 10 1010.6 1.6log ( ) 3.3log ( ) 1.6log ( )SCR detectionSQRS t GSD SCR      (26) 

where GSD is the ground sample distance in cm, SCR is the signal-to-clutter ratio defined for a 

target and background having spectral mean vectors t  and b , and the background having a 

spectral covariance matrix, 
b . t is a threshold on the normalised match filter output test statistic 

  that leads to a specified false alarm rate on the image background. SCR, and  

( )p  (  for a pixel p) are computed using the equations: 

1( ) ( )t
t b b t bSCR         (27) 

1

1

( ) ( )
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( ) ( )

t
t b b b

t
t b b t b

p
p

  
   





  


  
 (28) 

Shen [43] analysed a large number of images with varying spectral image parameters and 

proposed a target detection probability measure ( DP ) based on a regression between some metrics 

and image parameters: 
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10 10 10 106.25 0.811log ( ) 0.12log ( ) 0.20log ( ) 2.43log ( )D sceneP GSD SNR        (29) 

where  GSD is the ground sample distance in cm, SNR  is the signal-to-noise ratio,  is the 

average spectral resolution of the channels in nm, and scene  is the average standard deviation in 

HYDICE scaled radiance units (1 HYDICE = 4/3 μW/cm2-sr-μm), of the pixels in the scene across 

all spectral bands. 

Martin et al. [21] defined spectral quality as the extent to which an image or data set precisely 

replicates the scene represented by the image or data set.  They proposed an approach to 

subjectively determine the utility through analyst assessments, calculate the quality of an image, 

and then relate these two metrics to obtain an objective quality metric. The postulated probability 

of correct material identification, CIP  is defined as a function of a number of parameters including 

the accuracy of signature definition, the sensor performance (spatial, spectral, and radiometric), 

the analysis of system performance, the sample abundance, and a decision criterion. 

Simmons et al. [44] tried to combine spectral and spatial information with the aim of a general 

quality metric based on semantic transformations of the spatial and spectral quality [44].  It 

calculates spatial and spectral confidences, and a single total confidence value is obtained by 

combining the two confidences: 

 1 (1 ).(1 )Total Spatial SpectralC C C    ,  (30) 

where SpectralC is the spectral confidence, which is obtained through an assessment of the 

separability of target and background spectral distributions or from results of hyperspectral image 

analysis techniques. SpatialC is the spatial confidence, which is largely driven by the size of the 

target relative to the image resolution, and is computed using the equation: 
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( / )

1 ( / )

E
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N N
C

N N



 , (31) 

where 502.7 0.7( / )E N N  , N is the number of resolutions cycles per minimum dimension of 

the target, and 50N  is the cycle criteria for 50 percent success and has values of 1.0±0.25, 4.1 ± 

0.35 and 6.4 ± 1.5 for detection, recognition and identification respectively. 

Most of the TBQ metrics are based on empirical modeling from a limited set of data, and therefore 

may not work well in a general sense. Since they use some of the information available from the 

original scene, they are of reduced-reference type. These metrics, in general, do not take into 

account spectral and colour accuracies.  

 

Purpose Full reference 

 Global Spatial 

Spectral RMS, PSNR, GFC, SAM, SID, SSV Q2n 

Perceptual/Colour E*ab, Mv, other CIQ metrics SpID 

Table 1: Summary table of the first four categories of the spectral image quality metrics. 
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Among the five categories of spectral image quality metrics just discussed above, we can 

summarise the first four as shown in Table 1. From the table we see that all the metrics belonging 

to these four categories are full-reference type. The TBQ metrics (SQRS, PD, PCI, Simons et al.’s 

CTotal) are mostly reduced-reference type, and they are calculated globally or spatially or a mix of 

both. We have found no no-reference type spectral image quality metric. From the review, we have 

seen that all the spectral image quality metrics are aimed at certain application requirements. For 

instance, GFSQ metrics are aimed at evaluating the accuracy of spectral responses of the test 

images compared to the original images. None of the metrics so far proposed has been universally 

accepted as a general spectral quality metric. A comparative study on GFSQ and GFPQ metrics 

showed that none of the metrics are superior to others for all purposes, and that the choice of 

metric should be made based on appropriateness to the application [45]. There is, therefore, a need 

to do further research towards a more effective and possibly a more general spectral image quality 

metric. 

Towards a framework for spectral imaging system quality 

We have reviewed a range of spectral image quality metrics, which essentially aim to objectively 

evaluate the quality of spectral images. As there are many different types of spectral imaging systems 

that can be used to acquire the spectral images, it is increasingly important to evaluate the quality of 

these imaging systems themselves. In general one or more appropriate spectral image quality metrics 

are used to evaluate the quality of the imaging systems also. But from the review of the existing 

spectral image quality research, we see that the spectral image quality metrics/techniques so far 

proposed do not take into account all of the parameters that can influence the overall quality, and 

hence these metrics are not sufficient to fully evaluate the quality of the imaging systems. There is, 

therefore, a need for a spectral image quality framework which takes into account all of these factors 

including the characteristics of the scene, acquisition system, algorithms, application requirements 

etc. Information from the different stages of the spectral imaging workflow such as: spectral 

acquisition, processing, and resulting spectral data could provide information on these attributes. In 

this section we try to identify some of the most important of these as a basis for developing a 

framework for spectral imaging system quality.     

 

 An important attribute that measures quality is the spectral accuracy. GFSQ metrics could be 

used to evaluate this attribute. 

 The perceptual quality of a colour image rendered from a spectral image can be an important 

broad level attribute. This could be further detailed using effective image quality metrics from 

GFPQ, including colour accuracy.  

 Spatial and spectral resolution are two important attributes whose information is available at the 

very beginning of the acquisition process. There could be a tradeoff between the spatial and 

spectral resolutions. A good example is the MSFA based spectral imaging system, where there is a 

need to compromise spatial resolution in order to increase the number of spectral bands. 

 Many spectral acquisition systems rely on image fusion or registration. In such systems, pixel-to-

pixel registration is important to obtain a high quality result. In some spectral imaging 

techniques, for example in satellite imaging, image fusion is one integral part of the spectral 
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imaging process and some research exists on the evaluation of the spectral images based on the 

quality of image fusion [25, 26]. Many of the spectral imaging systems use a combination of 

optical components that can produce both spatial and spectral distortion. These require careful 

characterisation, including the determination of a sensor model, in order to calibrate fully. 

 Noise is an inevitable part of digital imaging. Different capturing methods involve different noise 

characteristics. An effective noise measurement and model should be developed in order to take 

noise into account more realistically. 

 The processing stages may involve geometrical corrections, spectral estimation methods, and 

demosaicking algorithms, and these algorithms play a vital role in the final quality of a spectral 

image.  

 Target detection and recognition capabilities could be other attributes to be considered and TBQ 

metrics are useful here. 

 Repeatability and reproducibility are also very important for a good spectral imaging system. 

Vilaseca et al. [46] studied and analysed the repeatability, reproducibility and accuracy of a 

pushbroom hyperspectral system, and from their study they concluded that hyperspectral systems 

have good repeatability, adequate reproducibility and good accuracy. They used the spectral 

metric RMS and the colorimetric metrics E*ab and E*00 in order to evaluate the accuracy. 

We believe that taking into account all of these factors in a general quality framework would lead to 

a more effective evaluation of the quality of spectral imaging systems. 

Conclusions 

We have carried out a comprehensive review of previous studies on spectral image quality research. 

From this review, we found that most of the spectral image quality evaluations are intended for a 

number of specific domains and/or applications. They do not take into account all the key attributes 

that influence the quality of the resulting spectral data, and hence are not sufficient to be used to fully 

evaluate the quality of the spectral imaging systems. We have established a need for a generalised 

spectral image quality framework, and as a basis for its development, we have identified some of the 

important factors and attributes that might be involved in one or more of the steps in the workflow of 

the spectral acquisition process and which will, in turn, influence the overall quality of the spectral 

image data. Development of a general spectral image quality framework and metric, taking into 

account those attributes, will therefore be an important and useful area of future research. 
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Abstract: In this study, the results from a round-robin test of hyperspectral imaging systems are
presented and analyzed. Fourteen different pushbroom hyperspectral systems from eight different
institutions were used to acquire spectral cubes from the visible, near infra-red and short-wave
infra-red regions. Each system was used to acquire a common set of targets under their normal
operating conditions with the data calibrated and processed using the standard processing pipeline
for each system. The test targets consisted of a spectral wavelength standard and of a custom-made
pigment panel featuring Renaissance-era pigments frequently found in paintings from that period.
The quality and accuracy of the resulting data was assessed with quantitative analyses of the spectral,
spatial and colorimetric accuracy of the data. The results provide a valuable insight into the accuracy,
reproducibility and precision of hyperspectral imaging equipment when used under routine operating
conditions. The distribution and type of error found within the data can provide useful information
on the fundamental and practical limits of such equipment when used for applications such as
spectral classification, change detection, colorimetry and others.

Keywords: round-robin test; hyperspectral imaging; spectral quality; data quality; spectroscopy;
colorimetry

1. Introduction

Hyperspectral imaging provides a powerful combination of high spectral resolution and dense
spatial mapping and has become a valuable analytical tool in a wide range of fields, including remote
sensing [1], food science [2], astronomy [3], mineralogy [4], agriculture [5], medicine [6], the study of
art [7] and many others. Hyperspectral data can be used in a number of ways, including, for example,
materials mapping and identification, the detection of hidden features, change monitoring and many
other applications.

However, the accuracy of real-world hyperspectral imaging systems is not only limited by
the technical characteristics of the hyperspectral cameras themselves, but also by the overall setup,
how they are used and how the acquired data is processed. These factors include the power and spectral
content of the lighting used, the optical geometry, the integration time and acquisition parameters, as
well as the kind of processing and calibration of the data that is carried out. The reproducability of
hyperspectral data between systems, institutions and indeed over time is an important consideration
in many applications, especially when the comparison of data is important. For example, when
monitoring change, when performing classification using 3rd party spectral libraries or when
combining a variety of data sets in a multimodal analysis.

Sensors 2020, 20, 3812; doi:10.3390/s20143812 www.mdpi.com/journal/sensors
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In order, therefore, to assess the real-world reproducability and limits of hyperspectral imaging,
we will in this study compare a number of different hyperspectral data sets acquired of a single set of
targets, but using different hyperspectral imaging equipment from different institutions.

The experimental data for this study was acquired as part of a round-robin test for the COSCH
project [8] involving nineteen different institutions, which included research laboratories, universities,
equipment manufacturers and museums. The goal was to evaluate the effective limits in accuracy
of the spectral imaging equipment currently in use within these institutions. The data acquisition
was carried out using either multispectral or hyperspectral equipment from different manufacturers
and with different experimental acquisition setups, procedures and methodologies. The aim of the
comparison was not to compare the hardware specifications or raw performance of the imaging devices
themselves, but to measure the resulting effective performances of the systems globally under their
standard operating conditions and after the application of the calibration and processing workflows
that are usually applied by each institution to their system. The variability due to the different setups,
operating procedures and the way data was processed was, therefore, an important factor to take
account of and include in the study. In this way, an insight into the practical limits in accuracy of
hyperspectral systems within routine operating environments could be gleaned.

Round-robin tests are a useful means of comparing equipment or methodologies and have been
successfully carried out in various related fields including the measurement of the BRDF (Bidirectional
Reflectance Distribution Function) of diffuse reflectors [9], for radiometric calibration of a satellite
multispectral sensor [10] or in laboratory settings for field spectrometers [11]. Although the round-robin
test was mainly concerned with the study of cultural heritage, the methodology and results from the
test presented here are generic and relevant to a wide range of fields.

The round-robin test included both multispectral as well as hyperspectral imaging equipment.
However, for this study, we have limited ourselves to a subset of the participants who were able to
provide data from pushbroom hyperspectral imaging devices. This subset of data was obtained from
eight participating institutions including cultural heritage conservation centers, specialist research
laboratories, research libraries, universities as well as data obtained directly from two different
hyperspectral camera manufacturers.

These participants all used broadly similar pushbroom hyperspectral imaging devices, configured
to use either horizontal or vertical linear translation stages for scanning. For all systems, the
light sources moved together with the camera, providing constant, though not necessarily uniform,
illumination. Each hyperspectral camera system was used to acquire the set of targets under their
usual operating conditions. Calibration and processing of the data was carried out according to
the procedures that were routine for that particular system and institution. The data presented
here includes data from the visible and near infra-red (VNIR) spectral region (approximately
400–1000 nm) as well as from the short-wave infra-red (SWIR) spectral region (approximately
1000–2500 nm). Hyperspectral cameras with different detectors were used for the VNIR and SWIR
regions, with Silicon-based CCD (Charged Couple Device) or CMOS (Complementary Metal Oxide
Semiconductor) detectors for the VNIR and for the SWIR either InGaAs (Indium Gallium Arsenide)
based detectors with spectral ranges of approximately 1000–1700 nm or MCT (Mercury Cadmium
Telluride) detectors with spectral ranges of approximately 1000–2500 nm.

All eight institutions were able to provide usable data in the VNIR region with 6 of these also
providing data in the SWIR region. The systems included 8 different VNIR cameras from 3 different
manufacturers and 6 different SWIR cameras from 2 different manufacturers. The essential spectral
and spatial characteristics of the acquired data are given in Table 1, which show the hardware used,
the spectral ranges, the number of bands captured and the spatial resolution at which the data was
acquired. More detailed hardware characteristics and acquisition parameters used can be found in the
Appendix B in Table A2.

Each hyperspectral system was a production-ready system which had been characterized and
“factory-calibrated” for spectral alignment either directly by the manufacturer or by in-house specialists
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within the institution. As we can see from Table 1, although the hardware used was often very similar
or even identical, each system was configured to operate differently with different spectral ranges,
different numbers of spectral bands, different average bandwidths and different spatial resolutions.

Table 1. Hyperspectral cameras and the spectral and spatial characteristics of the acquired data from
the round-robin test.

System Wavelengths Number Average Resolution
(nm) of Bands Bandwidth (nm) (Pixels/mm)

VNIR
Hyspex VNIR1600 414.70–994.01 160 3.62 29.2
Hyspex VNIR1800 404.16–994.55 186 3.17 10.7

Specim V10E #1 400.11–900.77 406 1.23 3.84
Specim V10E #2 395.58–1006.05 210 2.91 10.7
Specim V10E #3 394.80–1009.13 776 0.79 10.26
Specim V10E #4 400.65–949.95 393 1.40 4.66

Specim sCMOS-50-V10E 400.73–999.98 472 1.27 9.46
Headwall Hyperspec 382.27–1001.14 346 1.79 11.6

SWIR
Specim V17E #1 (InGaAs) 954.45–1661.65 337 2.10 7.92

Specim V17E #2 (MCT) 965.18–2563.78 256 6.24 2.34
Specim V17E #3 (MCT) 919.66–2521.58 256 6.26 2.34
Specim V17E #4 (MCT) 932.20–2530.50 255 6.27 3.26

Specim SWIR (MCT) 907.16–2523.43 288 5.61 3.10
Hyspex SWIR384 (MCT) 954.98–2511.03 288 5.40 2.26

In addition, each system possessed slightly different acquisition optical geometries; different
illuminant light sources; different acquisition times and differed as to whether techniques such as
binning and averaging were used etc. There was also variability in the way raw data was processed by
each institution. In all cases, radiometric calibration was carried out, which entailed the use of a known
traceable reflectance standard (typically Spectralon R©, manufactured by Labsphere Inc.). Although
there were variations in the sophistication of the calibration procedures used by each institution,
the basic principles used by all groups were identical, consisting essentially of subtraction of the
dark noise current and then signal normalization to “absolute” reflectance. In all cases, this involved
the acquisition of a dark current signal using an identical integration time to the scan, which was
averaged over 10–100’s of acquisitions. And for normalization, this involved scanning a reflectance
standard and a uniform neutral target large enough to fill the entire field of view in order to correct
for inhomogeneity in the illumination and to scale the pixel responses to absolute reflectance factor.
Several systems performed this in a single step with a reflectance standard large enough to fill the field
of view. Several systems additionally had accurate pixel-wise relative responsivity values generated
using an integrating sphere carried out in-house or from a manufacturer-supplied characterization.
The calibration routines were, therefore, similar, but not identical and followed to varying degrees the
hyperspectral acquisition, processing and calibration workflows described in Reference [12]. Although
differences in the resulting spectra in such circumstances are to be expected, the scale of this variability
provides important information on the ability to compare data across systems and institutions.

The results presented here are from two of the test targets used for the round-robin test: a diffuse
lambertian Zenith Polymer R© wavelength standard and a custom-made pigment panel made up
of 7 different historical pigments in a tempera binder. For an overview of the round-robin test,
see Reference [13]. Details and results from the other test targets used in the round-robin test
(a Macbeth ColorChecker chart and a 19th Century Russian icon) can be found in References [14]
and [15] respectively.
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To evaluate the data, a number of different analyses were carried out on the data to ascertain the
accuracy of the data, the types of errors within the data and the variability between the different sets of
data. These analyses included quantitative evaluations of the accuracy of the data in terms of spectral
accuracy, geometric accuracy and colorimetric accuracy. In addition, the quality of the data in terms of
noise was also quantified and compared between data sets.

2. Test Targets and Methodology

The two test targets used for this analysis were a wavelength standard and a custom-made
pigment panel made up of historical pigments in an egg tempera binder.

2.1. Wavelength Standard

Wavelengths standards are reflectance targets designed for precise wavelength calibration of
spectrophotometers, reflectometers and other spectral instruments. The standard used in this study was
a Zenith Polymer R© wavelength standard (manufactured by SphereOptics GmbH) (Figure 1), which is
a chemically inert diffuse lambertian reflectance standard composed of PTFE (Polytetrafluoroethylene)
doped with the oxides of the rare earth elements Holmium, Erbium and Dysprosium. This combination
gives the standard a stable spectrum of characteristic, well-defined and narrow features over the UV,
visible and near infra-red spectral ranges, which is suited for use in accurate spectral calibration.
The standard is supplied with traceable, laboratory-certified reference reflectance measurements
covering the entire spectral range.

Figure 1. Rare-Earth Doped Wavelength Standard.

2.2. Pigment Panel

The other test target evaluated in this study was a painted panel of approximately 22 × 29 cm
that was made up of historical pigments at different concentrations in an egg tempera binder.
The panel, shown in Figure 2, was created especially for the round-robin test by IFAC-CNR, one of the
participating institutions. The paint preparation and application aimed to authentically reproduce the
medieval Tuscan painting technique described in Cennino Cennini’s 15th century Il Libro dell’Arte [16].

The panel consists of a wooden support with a gypsum ground, a canvas layer, and a second
gypsum ground layer. Before application of the paint layer, five types of drawing materials (watercolor,
charcoal, graphite, a lead and tin-based metalpoint and a lead-based metalpoint) were used to create
lines and line patterns that were then covered with paints applied with two different thicknesses.

Seven pigments (obtained from Zecchi - Colori, Belle Arti, Florence) were chosen which were
widely used during the Renaissance and were commonly applied using an egg tempera technique,
The pigments were Burnt Umber, Carmine, Vermilion, Malachite, Azurite, Lead White, and Ivory Black
(the compositions of the pigments can be found in the Appendix B in Table A1). These pigments were
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mixed in an egg tempera binder and applied to the panel creating the vertical strips seen in Figure 2.
Additional details on the panel and on the source and composition of the pigments used for the panel
can be found in Reference [17].

Figure 2. Pigment panel with vertical strips of historical pigments mixed in an egg tempera
binder. From left to right: ivory black, lead white, azurite, malachite, vermilion, carmine and burnt
umber. To the right of the pigments is an unpainted gypsum ground layer with various types of
metalpoint drawing.

The pigments were chosen as they all have distinct spectra in both the VNIR and SWIR spectral
ranges, allowing useful spectral analysis to be carried out in either spectral region. In particular, each
pigment has strong absorption bands in the VNIR range and all behave differently with respect to
each other in the SWIR region. Carmine, for example, is very transparent in the SWIR whereas Burnt
Umber is opaque. In addition, Lead White, Azurite and Gypsum possess sharp and medium-strong
absorption bands in the SWIR region which can be used to test the ability of the different hyperspectral
systems to detect such spectral features.

The choice of a hand-made painted panel using historical pigments was made because one of the
goals of the spectral imaging carried out for the project was the documentation and study of works
of art and, in particular, of paintings. Natural pigments typically do not contain the kinds of abrupt
absorption features seen in the wavelength standard and possess smooth continuous spectra [18].
Such a target, therefore, provides very different characteristics to more industrial materials and
provides, therefore, an important test case.

As with the wavelength standard, a set of reference spectra was required with which to compare
the acquired hyperspectral data to. These were obtained using Fiber Optic Reflectance Spectroscopy
(FORS) at IFAC-CNR. FORS measurements in the UV-Visible-NIR-SWIR range were performed using
two single-beam spectroanalyzers (Zeiss MCS601 Si UV-NIR & MCS611 InGaAs NIR 2.2WR) using a
0/45◦ geometry. Data was calibrated and processed using the manufacturer supplied software, giving
spectra with 0.8 nm and 6 nm resolutions in the VNIR and SWIR respectively resulting in a total
spectral range from 350–2200 nm. The reflectance spectra of the seven pigments and ground layer are
shown in Figure 3. Of course, as the hand-made target is not perfectly homogeneous, the FORS data
does not necessarily provide objective spectral data. However, for the purposes of this study, it does
provide a sufficiently accurate base-line from which to compare the hyperspectral data cubes.
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Figure 3. FORS reference reflectance spectra for the panel pigments.

2.3. Acquisition and Measurement Methodology

Each hyperspectral system acquired data with each of the two test targets. However, one of the
participants (using a VNIR Headwall Hyperspec) did not provide data for the pigment panel, resulting
in 8 data sets in the VNIR spectral range for the wavelength standard and only 7 data sets for the
pigment panel. All 6 SWIR systems provided data for both targets.

The hyperspectral data itself was acquired and processed by each institution under the operating
conditions that were standard for the institution and equipment. The acquisition parameters were
all set to values considered appropriate for obtaining high quality data from the targets. The list
of available parameters is provided in the Appendix B in Table A2 and the characteristics of the
final data can be found in Table 1. Other parameters such as detector gain, were kept at the default
level of 1 by all participants. For the illumination, all systems used similar 100 or 150 W variable
Tungsten-Halogen light sources with smooth spectra that covered the whole of the spectral ranges
of the cameras. However, many of the systems allow variable output and the precise illumination
levels are, therefore, not known. Additionally, for the majority of systems, the acquisition integration
times were not recorded by the manufacturer-supplied acquisition software and are, therefore, not
available. Nor is the closely related translation stage scan speed, which was not recorded by any of the
acquisition software.

After acquisition and processing carried out by the participating institutions, the resulting final
calibrated spectral images were provided for analysis. The spectral data used in this paper (available
as Supplementary Material) was extracted directly from these spectral images using identical protocols
to ensure any variability in the spectra came from the data and not from the analytical methodology.

For both the wavelength standard and the pigment panels, the representative reflectance spectra
from the acquired hyperspectral data was obtained by averaging the spectra over several hundred or
thousand pixels. In this way, noise was significantly reduced and inhomogeneities averaged out.

In the case of the wavelength standard, the used pixel spectra were taken from a central circular
region of size 2

3 of the diameter of the target. For the pigment panel a square region within each pigment
within the hyperspectral image was extracted, which was chosen to be approximately coincident to
that used for physically obtaining the FORS reference spectra. The region was chosen to be, once again,
2
3 of the size of the width of the pigment strip in order to allow the data to be averaged.
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3. Results and Analysis

In this section, we will look in detail at the results obtained from the different VNIR and SWIR
hyperspectral systems for both the wavelength standard and pigment panel. There are a number of
ways to evaluate and quantify the hyperspectral data obtained and we will examine a range of these.
These include various quantitative measures for how accurately the spectra have been reproduced,
the level of noise within each data set, the geometric accuracy of the images and the fidelity of the
colorimetry of each system.

3.1. Spectral Accuracy

The most important criteria for a hyperspectral imaging system is how accurately the spectra are
reproduced. However, quantifying this is not always straightforward as there are various ways to
quantify spectral accuracy and the appropriate measure of accuracy can depend on how the results
will be used. For example, when using hyperspectral data for classification tasks, measures of “spectral
distance” are generally used, whereas when using data for spectroscopy, factors such as the accuracy
of the localization of spectral features will be more important. In this section, therefore, we will use a
number of different ways to evaluate the spectral accuracy of the systems, including residual errors,
distance metrics, spectral mis-alignment, spectral feature detection and how accurately the derivatives
are reproduced.

3.1.1. Spectral Errors

The spectral responses of the different systems for the wavelength standard are shown in Figure 4
together with the reference values supplied by the manufacturer. All systems were able to produce
spectra that are similar to the reference values for both the VNIR and SWIR cameras and which
correctly detect the main spectral features present in the wavelength standard. However, a more
detailed examination shows that there are small but clear differences in the form of the spectra and, in
addition, small spectral mis-alignments in the location of the spectral features between the reference
spectra and the data from the various hyperspectral imaging systems.
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Figure 4. Reference and measured spectral reflectances for the wavelength standard for the visible
and near infra-red (VNIR) systems (left) and short-wave infra-red (SWIR) systems (right), where the
colored lines represent the individual spectra measured by each system. The systems all produced
similar spectra and were able to reproduce the main spectral features in the standard. However,
there are small but clear differences in the measured spectra and small spectral mis-alignments for
certain systems.

If we consider the responses with respect to wavelength, we see that the spectral responses are
close to the reference for the majority of the spectral ranges of each system, but a number of the
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SWIR systems have problems beyond 2000 nm, where differences in both the shape and amplitude
are evident.

The reference target contains sharp narrow peaks and troughs, which are in several cases, beyond
the spectral resolution of the hyperspectral imaging systems. Each hyperspectral system has slightly
different wavelength ranges, different numbers of bands with different central wavelengths and
different bandwidths for each band. Therefore, in order to make meaningful quantitative comparisons,
it was first necessary to resample each of our data sets to a common discretization. As the traceable
laboratory reference values have a higher sampling resolution of 0.5 nm, this reference was resampled
using the given center wavelengths and the given FWHM (full width half maximum) for each band for
each camera. The reference spectra were essentially convolved at each center wavelength for each band
with a Gaussian with the given FWHM in order to mimic the spectral and bandwidth characteristics of
each of the different hyperspectral systems.

From these resampled reference spectra, the residual error was calculated for each system by
subtracting the measured spectra from the reference spectra for each band. These residual errors can
be seen in Figure 5. As we can see, there are large errors at the sharp peaks and troughs, but otherwise
taking the average errors and trends, we see that the error ranges are relatively small, ranging from
0.05–0.18 for the VNIR systems and 0.01–0.15 for the SWIR.
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Figure 5. Residual errors between measured reflectance and reference spectra for wavelength standard
for the VNIR (left) and SWIR systems (right) where the colored lines represent the individual errors
calculated for each system. Errors are relatively small ranging from 0.05–0.18 for the VNIR systems
and 0.01–0.15 for the SWIR systems.

The results for the pigment panel are shown in Figure 6 which shows the processed spectra
measured by each hyperspectral system together with the FORS reference for the ensemble of pigments
used on the pigment panel plus the Gypsum ground layer. As with the wavelength standard, both the
VNIR and SWIR systems were able to broadly reproduce the overall shape and essential features
of the spectra of each pigment. Although the spectra match very closely in the VNIR in most cases,
there is again more variation in the SWIR spectra both in terms of spectral shape and in terms of the
amplitudes of the spectra.
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Figure 6. Spectral reflectances measured by each hyperspectral system (VNIR left and SWIR right)
together with the FORS reference for the ensemble of pigments used on the pigment panel plus the
Gypsum ground layer, where the colored lines represent the individual spectra measured by each
system (note that the FORS wavelength range has a maximum of only 2200 nm in the SWIR region).
The spectral shapes are all accurately reproduced, especially in the VNIR region.
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3.1.2. Spectral Alignment

Closer inspection of the data from Figure 4 shows that there are slight mis-alignments between
the spectra acquired by the hyperspectral systems with respect to the reference. This can be seen more
clearly if we take the results from a single system and Figure 7 shows the full VNIR spectra for the
reference and for a single data set. The spectral mis-alignment is clearly visible in the zoomed view on
the right, showing a narrower range of wavelengths.
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Figure 7. Comparison of the reflectance spectra of wavelength standard for one of the hyperspectral
systems with the reference values. The zoomed view (right) shows more clearly the spectral
mis-alignment.

In order to quantify this spectral mis-alignment seen in several of the hyperspectral cameras,
the derivative of the spectra was used, as the target contains a large number of narrow peaks and
troughs. The zero-crossings in the derivative correspond to the top and bottoms of the peaks and
troughs of the reflectance spectra and phase correlation [19] was applied to the derivative of the
spectra to calculate a global offset between the resampled reference signal and the measured spectra.
In Figure 8, we can see the alignment error for each system (the values are provided in the Appendix B
in Table A3). The mis-alignment ranges from 0.0–2.6 nm for our different VNIR hyperspectral systems
with an average mis-alignment magnitude of 0.93 ± 0.83 nm, which is less than the average distance
between center wavelengths. The SWIR systems behave very similarly with error magnitudes ranging
from 0.1–5.5 nm and an average mis-aligment magnitude of 1.75 ± 1.05 nm, which is again less than
the average system bandwidth.

Mis-alignment can also vary with respect to wavelength and to evaluate this, the mis-alignment
was calculated at different wavelengths by using small sub-sections of the spectra. However,
no measurable difference was found with respect to wavelength for any of the systems.
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Figure 8. Errors in the spectral alignment for each hyperspectral system (colored lines) calculated from
the data from the wavelength standard.

3.1.3. Distance Metrics

Hyperspectral imaging is often used for the purposes of material identification, which is usually
performed through some form of classification. Classification algorithms [20] require a quantitative
measure of the difference (or distance) between different spectra. In addition, they typically require the
appropriate setting of threshold parameters, whose values are often dependent on the distance metric
used and which can make an important difference to the classification results obtained. Given the
central role played by distance metrics in classification workflows, it is useful to be able to quantify the
range and variability of the spectral distances observed in real data sets.

A large number of ways exist for calculating this distance, each of which have their own particular
characteristics and properties [21]. The most widely used of these distance metrics is the “Spectral
Angle” used in Spectral Angle Mapper (SAM) classification. This measure is extensively used in remote
sensing and is derived from the angle formed between a reference spectrum and the image spectrum of
each pixel [22]. A number of other more recent distance metrics exist, including Spectral Information
Divergence [23], Spectral Correlation Mapping [24], Spectral Gradient Angle [25] amongst many others.
Although these metrics improve on SAM, SAM remains the most widely used distance measure thanks
to its relative simplicity and integration in many hyperspectral processing software packages.

If we calculate the spectral distance between the measured reflectance spectra and the reference
spectra, we can obtain a value for the accuracy of each system. Knowing how the measurement errors
found in typical hyperspectral data affect distance metrics provides useful information for the setting of
thresholds in classification workflows and for understanding the results and limits from classification.

These errors can be seen in Figure 9, which shows the Spectral Angle distance (Equation (A1) in
the Appendix A) between each measured spectra and the appropriately resampled reference for the
wavelength standard. The distances are listed in the Appendix B in Table A3. The average Spectral
Angle for the VNIR systems is 0.0211 for the VNIR and 0.567 for the SWIR systems.

The results for each individual pigment in the pigment panel can be seen in Figure 10. The median
of the result over all pigments (both thickly and thinly applied as well as for the Gypsum ground) for
each individual system can be seen in Figure 11 with the distances listed in Table A3. As the FORS
reference values in the SWIR region cover a smaller range of wavelengths (up to around 2200 nm)
than the MCT -based systems, only the subset of the hyperspectral data that was coincident with the
reference was used for calculating the Spectral Angle. The average over all pigments in the VNIR is
0.0608 ± 0.0261 and 0.0890 ± 0.0481 in the SWIR, so although the average magnitude of the errors are
similar in both wavelength ranges, there is more variability in the results from the SWIR systems. If we
look in more detail at the individual pigments, we note that in the VNIR region, the Spectral Angle
error looks to be correlated to the average level of reflectance with the most reflective materials, Lead
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White and Gypsum. having lower errors than the colored pigments and the very dark pigment, Ivory
Black which has a reflectivity of only around 3%, having by far the largest errors.

As we saw in Section 3.1.1, the average error is again higher in the SWIR than the VNIR systems
for both targets.
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Figure 9. “Spectral Angle” calculated between the spectra measured by each hyperspectral system and
the reference for the wavelength standard. (Note that the vertical axis of the SWIR data is a logarithmic
scale due to the wide range of scores).
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FORS reference for each (thickly applied) pigment.
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Figure 11. Median of the Spectral Angle errors over the ensemble of pigments and Gypsum ground
layer for each hyperspectral system.

3.1.4. Spectral Feature Detection

The top row of Figure 12 shows the spectra from the different VNIR systems for two pigments,
carmine and vermilion, which have a similar red color. The samples used on the panel are in their
pure form and can be easily differentiated visually in Figure 2. However, when used in a painting,
such pigments will often be mixed with a white pigment, such as lead white, in order to obtain the
desired shade of red. It is often, therefore, difficult to identify a pigment from its color alone and the
use of distinguishing spectral features can be an important tool in pigment identification. As can be
seen from their spectra, these two pigments are indeed distinguishable from the shapes of their spectra
with vermilion characterized by a very sharp upward slope between around 575–625 nm, whereas
carmine possesses a less steep upward slope between 600–725 nm.

A common way of studying the kind of spectral shapes seen in carmine and vermilion is through
the use of derivative analysis, which can be a useful tool for the identification of pigments [26] as well
as for material identification more generally [27].

The derivatives for the thickly applied patches of carmine and vermilion from each of the
hyperspectral systems in the VNIR region are shown beneath their respective reflectance spectra
in the bottom row of Figure 12. As certain data sets had significant levels of noise, the derivatives
have been smoothed using a moving average and the derivatives normalized in order to make them
comparable between systems. As we can see, the location and shape of the derivatives are faithfully
reproduced by all systems.

Azurite also possesses a very characteristic spectral shape within the VNIR region (Figure 13)
with a strong peak in the blue region of the spectrum at around 480 nm which provides the pigment’s
dominant color, a minima at around 645 nm and a rapid increase in reflectance after around 850 nm.
Between this and the minima, there is a subtle inflection in the spectra, which gives a characteristic
derivative signature. As we can see at the bottom of Figure 13, the derivative (again after application of
a moving average and normalization) is accurately reproduced by all the systems, though considerable
levels of noise is visible in one of the results.
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Figure 12. Reflectance spectra measured by each VNIR hyperspectral system along with the FORS
reference for the two red pigments, Carmine (top left) and Vermilion (top right). The calculated
derivatives of the respective pigment spectra from each system are shown in the bottom row.
All systems were able to faithfully reproduce the reflectance spectra as well as reproduce distinct
and accurate derivatives.

To evaluate this quantitatively, the wavelength location of the peak in the blue region of the
spectra and the local minima at around 645 nm were calculated for each system as well as for the
FORS reference data by identifying the wavelength at which the derivative crosses zero on the Y-axis.
Piece-wise linear interpolation was used to find an accurate location for the zero crossing. The results
for Azurite are given in Table 2 and show that the majority of the systems were able to accurately
identify the wavelength of the dominant blue peak with 4 of the systems accurate to within just 2 nm.
The local minimum in the reflectance spectra proved more difficult to find accurately due to it being
much broader and less well-defined. The sharp minimum in the derivative was harder to identify
precisely due to noise in the derivative of the spectra, but was nonetheless correctly identified within
an average of 5.2 nm.

Within the SWIR region, Azurite also has a characteristic but subtle spectral feature at around
1500 nm [26]. This feature is not easy to distinguish in Figure 6 as it is partially transparent in the
infra-red and its spectra is, therefore, modulated by the Gypsum ground layer. This makes it an
interesting test-case for the hyperspectral imaging systems and the “Azurite” column in Table 3 shows
the error in the position of the calculated location of this feature for each system with respect to that
found in the FORS reference. As we can see, despite the small size of this feature, the systems were
all able to accurately locate the minima to within 3–4 nm, which is within the spectral resolution of
the cameras.
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Figure 13. Reflectance spectra measured by each VNIR hyperspectral system (colored lines) for Azurite
together with the FORS reference (top) and their derivatives (bottom). The characteristic form of the
derivative is accurately reproduced, though significant levels of noise is visible in one of the results.

Table 2. Errors with respect to the FORS reference in the location of the wavelengths identified by
the VNIR cameras for the blue peak, the minima in the spectral reflectance and the minima of the
derivative of the pigment Azurite. (The FORS reference values for these wavelengths were 476.3, 644.1
and 518.7, respectively). The blue peak was accurately identified by the majority of the systems, while
the reflectance minimum proved more difficult for the systems to accurately locate. The minimum
in the derivative shows the most error, but was nonetheless correctly identified with an average
error of 5.2 nm.

Wavelength Location Error (nm)

System Blue Peak Reflectance Minimum Derivative Minimum

Hyspex VNIR1600 0 4 3 8 −4 2
HyspexVNIR1800 1 3 9 0 −1 3

SpecimV10E#1 −7 9 −0 9 −5 1
SpecimV10E#2 6 0 1 2 10 4
SpecimV10E#3 1 4 −1 1 6 3
SpecimV10E#4 1 4 11 6 −7 2

SpecimSCMOS− 50−V10E 5 1 3 0 2 2
Average Error Magnitude 3.4 ± 2.7 4.4 ± 3.9 5.2 ± 2.9

A much more prominent feature can be found in the Gypsum ground layer, which possesses a
strong absorption band at around 1950 nm. This can be clearly seen in Figure 6, but is beyond the
spectral range of the InGaAs-based SWIR camera. Table 3 shows the errors in the wavelength location
calculated for this feature for each MCT-based system and again, there is a good level of accuracy
within the results with the location of the spectral feature identified with errors that are within the
spectral resolution of the cameras.
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Table 3. Error in the wavelength location with respect to the FORS reference determined by each
system for two characteristic spectral features in the SWIR region for the pigments Azurite and
Gypsum. For Azurite, a local minimum at 1495.5 nm and for Gypsum a strong absorption feature at
1942.5 nm (Note that the wavelength range of the InGaAs-based camera is limited to a maximum of
1661 nm and so was not able to detect the Gypsum feature).

Error (nm)

System Azurite Gypsum

Specim V17E #1 0.5 —
Specim V17E #2 –7.3 –2.7
Specim V17E #3 –1.2 4.1
Specim V17E #4 –3.3 2.8

Specim SWIR 2.7 5.5
Hyspex SWIR384 –3.7 –0.7

Average 3.1 ± 2.2 3.2 ± 1.6

3.2. Noise

The level of noise is an important criteria for the quality of the acquired data. The targets used in
this paper have homogeneous areas which allow spectral measurements to be calculated from data
averaged over several hundreds or thousands of pixels, resulting in relatively noise-free and “clean”
data. However, when acquiring hyperspectral data of inhomogeneous real-world objects rather than
test targets, such averaging is rarely possible and data needs to be as noise-free as possible in order to
maximize its utility. Quantifying this noise is, therefore, useful and to do this we will use the most
commonly used metric for measuring noise, namely the Signal to Noise Ratio (SNR).

The spectral cubes acquired from the wavelength standard were used to calculate the SNR at each
spectral band with pixels were taken from a circular region with a fixed diameter of 100 pixels located
at the center of the wavelength standard. For the SNR statistics to be comparable, it was necessary to
use the same number of pixels from each data set. However, the resolutions of the acquired data are
not identical and, thus, the collected pixels do not cover precisely the same area on the wavelength
standard. Nevertheless, although not perfect, the target is sufficiently homogeneous to be able to use
the data in this way to make indicative comparisons between the data.

The graph shown in Figure 14 shows how the SNR varies as a function of wavelength for
each system.

Each of the spectral cubes was acquired with slightly different ranges of wavelength, as already
seen in Table 1. The sensitivity of a sensor can drop dramatically at the extremes of its nominal
operating range and in Figure 14 we indeed see much reduced SNR at the edges of the wavelength
ranges. In order to make a meaningful quantitative comparison between the spectral cubes, a subset
of the data was used which corresponds to the wavelength range common to all systems. From this
subset, the SNR was calculated for each band and the max, min and average SNR over all bands were
calculated. The results can be seen in Figure 15 and detailed in the Appendix B in Table A3 and we can
see a wide degree of difference between the minima and maxima for each system as well as a wide
spread across the systems. The minimum SNR ranges from 10.88 to 64.01 and the maximum from
70.26 to 277.88 with the average ranging from 42.77 to 203.87.

It should be noted that the SNR measures represent noise within the final processed data and
not noise that is intrinsic to the system, such as detector noise etc. The differences in SNR between
the systems are, therefore, not due to the hardware used, but mainly to how the acquisition was
performed and the parameters used. These include factors such as the level and type of illumination,
the acquisition integration time and whether noise reduction techniques such as binning or averaging
have been used.
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Figure 14. Signal to Noise Ratio (SNR) with respect to wavelength (smoothed) for each system (where
the colored lines represent the SNR calculated for each system) showing how the SNR varies as a
function of wavelength for each camera. As expected, SNR drops at the extremes of the wavelength
range for each system. However, large differences in the amplitudes of the SNR can be seen between
the acquired hyperspectral data.
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Figure 15. Minimum, maximum and average signal to noise ratios for each acquisition of the
wavelength standard. All systems exhibit a wide range of SNR between their spectral bands and
the average SNR across all wavelengths also varies considerably between systems.

3.3. Spatial Accuracy

3.3.1. Spatial Resolution

The hyperspectral systems tested are capable of varying levels of spatial resolution. The scans
were not necessarily acquired at the maximum resolution possible for each system, but at the resolution
deemed appropriate by each user given the target size, optical arrangement and the capabilities of
the systems themselves. The field of view and working distances of the systems can be seen in the
Appendix B Table A2 and the final spatial resolutions of the acquired data in Table 1. As we can
see, there is a wide range of resolutions spanning from 3.84 to 29.2 pixels/mm with an average of
11.2 pixels/mm for the VNIR data and a narrower range of 2.26 to 3.26 pixels/mm for the MCT-based
SWIR data, whose average is much lower at 3.54 pixels/mm. The single InGaAs-based SWIR system
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provided data at a higher resolution of 7.92 pixels/mm, though of course with less spectral range than
the MCT-based systems.

3.3.2. Geometric Distortion

In many applications, the spatial accuracy of the data can often be as important as the quality
of the spectral data. Geometric distortion can be a common problem and there are many types
of such distortion that can occur in hyperspectral imaging systems, which can make registration
between VNIR and SWIR data sets or with other imaging modalities more difficult. Various optical
distortions can exist that require correction and the complex multi-component optics often used in
hyperspectral systems can result in complex non-linear distortions in the data that require a sensor
model to correct. Data from pushbroom scan-based systems can also have distortions due to the
movement and inaccuracy of the translation stages. Indeed a common problem for such scanning
systems is for synchronization between the horizontal pixel resolution and the scan speed along the
axis of movement. Incorrect calculation of the acquisition speed in the direction of scan movement can
result in errors in the resulting aspect ratio of the data.

Many of these distortions require specialized equipment or targets to measure. The aspect ratio,
however, is something that can be accurately and reliably calculated from the data acquired during the
round-robin test and this was, moreover, the type of geometric distortion that was most visible and
obvious in several of the data sets.

To assess aspect ratio accuracy, the effective resolution was measured in both the X and Y axes
and the error calculated with respect to a perfect square pixel aspect ratio of 1.0. To do this, the images
from the wavelength standard were used. The wavelength standard is a perfect circle and so a Hough
transform [28] was used to automatically extract the coordinates of the circle with sub-pixel accuracy
and the eccentricity (if any) of the shape calculated. The results are shown in Figure 16 and the detailed
results can be found in the Appendix B in Table A3. As we can see, the errors for most systems were
relatively small.
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Figure 16. Aspect ratio errors expressed as a percentage for each system. The errors vary from zero for
two of the systems to 6.39%.

Five of the eight VNIR systems had errors of less than 2% with the three others having errors of
between 5% and 6%. For the SWIR systems, two systems had perfect aspect ratios, while the other four
had errors ranging from 1.22% to 4.24%. These lower levels of error can be explained by the fact that
the SWIR data was acquired at much lower resolution.
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3.4. Colorimetric Analysis

Accurate colorimetry that is illuminant-independent and free of metamerism has always been an
important goal for spectral imaging in fields such as cultural heritage [29,30]. It is, therefore, useful to
also look at the colorimetric performance of each system. The VNIR system data was, therefore, used
to calculate color coordinates in the CIELAB color space under a D65 standard daylight illuminant for
each of our targets.

This was done by first determining the CIE XYZ tristimulus values through multiplying the
spectral reflectance curves by the CIE standard 2◦ observer color matching functions and by the
spectral energy of the illuminant (D65 standard daylight). The values were summed and normalized
for each of X,Y and Z (Equation (A2) in the Appendix A where E is the spectral energy and R is the
reflectance). CIELAB coordinates were then calculated from the CIE XYZ coordinates.

The colorimetric coordinates were calculated for each target for each hyperspectral system as well
as for the reference spectra. The color differences between the measured spectra and the reference
were determined using CIE ∆E2000 [31].

Although the primary goal of the use of a wavelength standard is the assessment of spectral
performance, an evaluation of the accuracy of color rendering can provide complementary information.
The CIELAB color coordinates for the wavelength standard are shown in Table 4 along with the error
with respect to the reference.

Table 4. CIELAB Color Coordinates and Error for Wavelength Standard Ordered by Error.

System L a b ∆E2000

Reference 92.79 2.93 6.09 0.00
Hyspex VNIR1600 93.04 0.20 11.43 5.72
Hyspex VNIR1800 93.01 1.77 8.18 2.45

Specim V10E #1 93.64 2.66 6.55 0.36
Specim V10E #2 93.79 3.16 5.04 1.15
Specim V10E #3 93.78 2.10 5.03 1.41
Specim V10E #4 92.61 2.70 6.98 5.72

Specim SCMOS-50-V10E 93.13 3.55 7.34 1.15
Headwall Hyperspec 93.82 3.45 6.00 0.93

The colorimetric errors range from 0.36 to 5.72 ∆E2000 (with an average of 2.41) and the L* lightness
values all closely correspond to the reference, being all within 1% of the reference. However, the a*
and b* chromacity values vary far more between the data sets with there being sometimes significant
errors in the b* values.

CIELAB color coordinates were also calculated for each of the different pigments from the
hyperspectral data as well as for the reference spectra. The colorimetric error for each of the thickly
applied pigments can been seen in Figure 17 and the average errors for each system over the ensemble
of pigments are given in Table 5.

Table 5. CIE ∆E2000 errors averaged over all six pigments (both thin and thick layers) plus the Gypsum
ground for each hyperspectral system.

System Average ∆E2000 Std Deviation

Hyspex VNIR1600 3.09 1.42
Hyspex VNIR1800 2.48 0.93

Specim V10E #1 1.68 0.77
Specim V10E #2 2.37 0.92
Specim V10E #3 3.90 2.11
Specim V10E #4 4.46 2.34

Specim sCMOS-50-V10E 2.74 1.04
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Figure 17. CIE ∆E2000 errors for panel pigments (only the thickly applied pigments are shown
for clarity).

4. Discussion

The spectral data obtained in this study for the two test targets from the various systems and
institutions show a good degree of coherence and accuracy. As can be seen in Figures 4 and 6, they were
all capable of distinguishing the various spectral features in the wavelength standard and were able to
accurately reproduce the shapes and essential features of the pigment spectra. Using the acquired data,
it was also possible to carry out reliable spectroscopic analysis and all systems were able to accurately
identify sometimes subtle spectral features in both the reflectance spectra and their derivatives.

There was, nevertheless, a certain amount of variation between the results from the various
hyperspectral imaging systems that were used in the study and it is useful to look in more detail at
where these occur and how these errors can be reduced.

As we saw in several of the analyses, it is interesting to note that the SWIR systems had higher
average levels of error than the VNIR system in the majority of the analyses and this is noticeable in
Figures 4 and 6, particularly at the higher end of their wavelength ranges. Particular care, therefore,
clearly needs to be taken when acquiring and calibrating SWIR data.

Looking at the systems individually, no single data set was perfectly accurate, even data that had
been acquired directly by the camera manufacturers. Indeed it is interesting to note that there was
no consistent ranking between the various data sets when using the various measures of accuracy.
In other words, systems that had the best accuracy in one category did not necessarily have the best
in another.

If we consider the various measures of accuracy used, it is difficult to compare or rank the absolute
magnitudes as it is the intended end-use of the data which will determine which types of accuracy
are more important for a particular task. For example, for classification, accurate spectral distance
measures will be critical, whereas for spectroscopy applications, spectral alignment and the ability to
detect spectral features will be more important.

However, the level of variation between each of the systems for a particular measure can provide
useful information and we see that the levels of SNR found within the final processed data have by
far the most variability across the systems with SNR differing by up to a factor of 6 for the VNIR and
12 for the SWIR systems. The SNR measured here is the SNR found in the final processed data and
is something that is affected far more by the acquisition parameters, setup and calibration than by
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the hardware used. This can be clearly seen in our results where there are large differences in the
SNR found in the processed data even when using identical hardware. A number of straightforward
improvements can be made to improve the SNR within a system [12], including tuning the acquisition
parameters to the spectral characteristics of the target, the use of binning, the use of averaging or the
use of equalization filters.

Other errors, such as spectral alignment errors, are difficult to correct without specialist equipment
and accurate measurement, but errors in, for example, basic spatial accuracy can be improved relatively
straightforwardly in many cases. For example, the aspect ratio measure used here to assess geometry
only provides a very partial view of the spatial accuracy of a system, but this error is often the most
visible and can encompass several types of distortion. These include optical distortions as well as
errors in translation stage speed or accuracy, all of which can be corrected for.

5. Conclusions

A round-robin test was conducted using 14 different pushbroom hyperspectral imaging systems
from 8 different institutions encompassing both the VNIR and SWIR spectral ranges. A single set
of targets was used and hyperspectral data acquired using each of the imaging systems under the
operating procedures, conditions and acquisition parameters that were standard for each institution
and for each system. The data from each system was calibrated using the post-processing workflow
that was also standard for that institution and system in order to obtain final calibrated spectral
data. The aim was to compare these final data sets in order to better ascertain the reliability and
comparability of hyperspectral imaging under “real-world” operating conditions where the equipment
is often, to some extent, considered to be a black box. Although the study was focused on the
acquisition of hyperspectral data for cultural heritage, the results will be of interest to the wider
community performing laboratory-based hyperspectral imaging.

The comparison of the data shows that the majority of the systems were able to provide data that
was usable and accurate enough for general use. There were, however, significant levels of variability
in the data. The spectral, geometric and colorimetric accuracies were highly variable. Several of the
systems measured had spectral mis-alignment errors and residual errors were common for all systems.
The largest amount of variation between the systems was in terms of the levels of noise found in the
processed data with SNR differing by up to a factor of 6 for the VNIR and 12 for the SWIR systems.

This variability can have an important impact on the use of such data for tasks such as material
classification or for the detection of change over time. The results, moreover, highlight the importance
of defining better and standardized workflows for hyperspectral imaging. By identifying the nature of
these differences and by quantifying their magnitudes and variability, significant improvements can
be made to the acquisition and processing pipelines. Measures, such as SNR, are highly dependent
on the acquisition parameters and significant improvements are possible by the setting of more
optimal parameters.

Furthermore, variability of this sort can have an impact on the behavior of metrics such as spectral
distance measures. These metrics form a key component of tasks such as classification, where the
choice of threshold parameters can make an important difference to the results obtained. By gaining a
better understanding of the characteristics and variability of the underlying data, it will be possible to
make better use of hyperspectral data for classification, change detection and other applications.

Supplementary Materials: The spectral data used in this paper is available from https://github.com/ruven/RRT.
The site includes processed spectral data of the references and the acquired system spectra from each system for
both test targets. The site also features interactive graphs allowing exploration of the references and acquired
spectra in more detail.
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Abbreviations

The following abbreviations are used in this manuscript:

VNIR Visible Near Infra-Red
SWIR Short Wave Infra-Red
BRDF Bidirectional Reflectance Distribution Function
MCT Mercury Cadmium Telluride
InGaAs Indium Gallium Arsenide
CCD Charged Couple Device
CMOS Complementary Metal Oxide Semiconductor
FORS Fiber Optic Reflectance Spectroscopy
UV Ultra Violet
SAM Spectral Angle Mapper
SNR Signal to Noise Ratio

Appendix A. Equations

SAM(x, y) = arccos
( 〈x, y〉
‖x‖2‖y‖2

)
(A1)

[X, Y, Z] = 100 ∗
∫

EλRλ[x̄, ȳ, z̄]λdλ∫
Eλȳλdλ

(A2)

Appendix B. Tables

Table A1. Chemical composition of the pigments used in the Pigment Panel target.

Pigment Composition

Burnt Umber Manganese Hydroxide and Oxide with Iron Hydroxide
Carmine Carminic acid lake

Vermilion Mercury(II) Sulphide: HgS
Malachite Basic copper carbonate: CuCO3·Cu(OH)2
Azurite Hydrated copper carbonate: 2CuCO3·Cu(OH)2

Lead White Basic lead carbonate: 2PbCO3·Pb(OH)2
Ivory Black Phosphorus, calcium and magnesium with carbonate
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Table A2. Hyperspectral cameras and the hardware and acquisition parameters used for data acquisition during the round-robin test. Note that information on
the entry slit width is not available for the Hyspex systems. Also acquisition integration times are not recorded by the majority of the acquisition software and are,
therefore, not provided here.

System Detector Aperture Field of Working Entrance Spectral Frame Equalization
Type View (◦) Distance (cm) Slit (µm) Binning Averaging Filter

VNIR
Hyspex VNIR1600 CCD f/2.5 17 30 – 2 8 True
Hyspex VNIR1800 CCD f/2.5 17 100 – 2 20 True

Specim V10E #1 CCD f/1.7 38 50 18 2 1 True
Specim V10E #2 CCD f/1.7 38 50 30 4 1 False
Specim V10E #3 CCD f/1.7 38 50 30 1 1 False
Specim V10E #4 CCD f/1.7 38 50 30 2 1 False
Specim sCMOS sCMOS f/2.5 34 50 30 2 1 False

Headwall Hyperspec sCMOS f/2.0 34 40 25 1 1 False

SWIR
Specim V17E #1 InGaAs f/2.0 16 50 18 2 1 False
Specim V17E #2 MCT f/2.0 16 50 30 1 1 False
Specim V17E #3 MCT f/2.0 16 50 30 1 1 False
Specim V17E #4 MCT f/2.0 16 50 30 1 1 False

Specim SWIR MCT f/2.0 16 50 30 1 1 False
Hyspex SWIR384 MCT f/2.0 17 30 – 1 20 False
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Table A3. Analysis data for both the VNIR and SWIR systems for the spectral mis-alignment, signal to noise statistics (mean, minimum and maximum), aspect ratio
errors and Spectral Angle errors for the wavelength standard and the pigment panel (the median over the ensemble of the pigments) respectively. (Note that one of
the VNIR systems did not acquire pigment panel data and, thus, the Spectral Angle error for that system and target is not available).

Spectral SNR Aspect Ratio SAM Error
Mis-Alignment Error Wavelength Pigment

System nm Mean Min Max % Standard Panel

VNIR
Hyspex VNIR1600 0.0 117.29 42.99 154.7 1.06 0.00534 0.0527
Hyspex VNIR1800 –0.1 203.87 63.62 277.88 5.81 0.0119 0.0373

Specim V10E #1 –1.3 125.46 30.31 174.32 1.43 0.0206 0.0242
Specim V10E #2 2.6 59.39 19.59 84.44 1.83 0.0307 0.0505
Specim V10E #3 1.1 155.72 24.67 249.26 1.78 0.0242 0.0460
Specim V10E #4 1.0 42.77 10.88 70.26 6.39 0.0221 0.1050
Specim sCMOS 1.3 151.46 64.01 214.5 5.59 0.0370 0.0585

Headwall Hyperspec 0.0 89.24 35.47 116.75 1.69 0.0279 —
Average Magnitudes 0.93 ± 0.83 118.40 ± 50.04 36.44 ± 18.22 167.76 ± 70.90 3.20 ± 2.14 0.0211 ± 0.0117 0.0534 ± 0.0234

SWIR
Specim V17E #1 0.1 170.89 75.12 235.01 1.22 0.000301 0.0192
Specim V17E #2 0.3 170.44 5.63 291.26 2.63 0.0300 0.0396
Specim V17E #3 0.6 146.11 5.62 234.5 1.68 1.36 0.1483
Specim V17E #4 –5.5 89.32 15.91 161.61 0.0 1.66 0.1296

Specim SWIR 2.0 168.48 68.19 213.21 0.0 0.342 0.0792
Hyspex SWIR384 2.0 172.77 72.52 223.68 4.24 0.0114 0.0258

Average Magnitudes 1.75 ± 1.84 153.00 ± 29.88 40.50 ± 31.70 226.54 ± 38.13 1.63 ± 1.49 0.567 ± 0.682 0.0736 ± 0.0503
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Abstract

Hyperspectral imaging has become an increasingly used tool in the analysis of works of art. However, the quality of the
acquired data and the processing of that data to produce accurate and reproducible spectral image cubes can be a challenge
to many cultural heritage users. The calibration of data that is both spectrally and spatially accurate is an essential step in
order to obtain useful and relevant results from hyperspectral imaging. Data that is too noisy or inaccurate will produce
sub-optimal results when used for pigment mapping, the detection of hidden features, change detection or for quantitative
spectral documentation. To help address this, therefore, we will examine the specific acquisition and calibration workflows
necessary for works of art. These workflows includes the key parameters that must be addressed during acquisition and
the essential steps and issues at each of the stages required during post-processing in order to fully calibrate hyperspectral
data. In addition we will look in detail at the key issues that affect data quality and propose practical solutions that can
make significant differences to overall hyperspectral image quality.
Key words: hyperspectral imaging; radiometric calibration; geometric calibration; registration; spectralon; works of art;
equalization filter; open-source

1 Introduction

1.1 Hyperspectral Imaging for Cultural Her-
itage

Spectral reflectance imaging can be a valuable tool for an-
alyzing and documenting works of art due to its ability
to simultaneously capture both accurate spectral and spa-
tial data. The introduction of spectral reflectance imaging
technologies to the cultural heritage field occurred initially
through multispectral imaging systems able to capture a
handful of spectral bands (Saunders and Cupitt 1993; Mar-
tinez et al. 2002; Lahanier et al. 2002). However, the de-
velopment and commercial availability of push-broom hy-
perspectral cameras able to capture hundreds of narrow
contiguous wavelengths soon became a practical possibility
and a small number of institutions were able to develop
bespoke equipment (Bacci et al. 2005; Delaney et al. 2010).

A number of system designs have been implemented
for push-broom hyperspectral imaging of art. Standard
laboratory systems for industrial use are usually horizon-
tally mounted with the target lying flat on a horizontal
surface. This set-up works well for manuscripts (figure
1(a)), books or drawings. However, for easel paintings, a
vertical alignment is better suited, which therefore requires
a custom-made set-up, such as that in figure 1(b). Vari-
ous push-broom based hyperspectral imaging systems have
been put in place for cultural heritage to analyze paintings
(Bacci et al. 2005; Delaney et al. 2009), codices (Snijders
et al. 2016; Pottier 2017), wall paintings (Liang et al. 2014)
and many others. In almost all of these systems, the push-
broom hyperspectral camera moves linearly along one or
more axes, while the painting remains mounted on a static
easel. It is also possible, however, to mount the hyper-
spectral camera on a motorized rotating tripod (George and
Hardeberg 2016) or use a rotating scan mirror in front of

Preprint prepared by author.
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(a) Horizontally-mounted push-broom hyperspectral system with
motorized Y-axis scanning a manuscript.

(b) Vertically-mounted push-broom hyper-
spectral system with motorized XY axes
scanning a painting.

Figure 1. Hyperspectral imaging equipment used in the cultural heritage field.

the hyperspectral camera to enable snapshot imaging of the
work of art (Delaney et al. 2010).

Although the use of such equipment within cultural her-
itage institutions remains relatively rare, an increasing
number of studies have made use of such equipment and
hyperspectral imaging has successfully been used for a va-
riety of applications including the revealing of otherwise
hidden features and areas of lost material (Bacci et al. 2005),
for materials identification and pigment mapping (Delaney
et al. 2014; Deborah et al. 2014) where methods and algo-
rithms from the field of remote sensing have been applied
as well as for documentation and visualization (Pillay 2013).

Nevertheless, a number of important challenges exist,
which will need to be addressed before hyperspectral imag-
ing can become more widely used within the cultural her-
itage sector. The sheer volumes of hyperspectral data that
can be produced from an acquisition requires high-end
processing, data storage capacity and the expertise to go
with it. Such facilities are rarely available in museum en-
vironments, making this a major challenge. In addition,
existing methodologies, algorithms and software for cali-
bration, spectral mapping and unmixing methods etc. have
been developed and optimized mainly for remote sensing
applications. These will require careful customization and
tuning to the needs of cultural heritage if the full potential
of hyperspectral imaging is to be realized.

1.2 Calibration Workflow

The accurate calibration of spectral data is an essential step
in order to obtain useful and relevant results from hyper-
spectral imaging. Colorimetric or spectral analysis of the
data is highly sensitive to incorrect or sub-optimal calibra-
tion. The issue of spectral calibration has been well studied
in the field of remote sensing (Woodward et al. 2009; Eis-
mann 2012), environmental imaging (Aspinall et al. 2002),
plant biology (Behmann et al. 2015) and for astronomy (Fi-
lacchione et al. 2009). For laboratory-based systems, there
have been several studies carried out, in particular (Polder
et al. 2003; Geladi et al. 2004; Burger and Geladi 2005,

2006; Boldrini et al. 2012) and more recently (Khan et al.
2018). However, none of these have addressed the specific
requirements for the spectral imaging of works of art such
as paintings or manuscripts.

In the following sections, we will, therefore, look at the
issues arising from the imaging of works of art where the
goal is to obtain high-resolution spectral as well as spatial
data. We will consider the overall acquisition and calibration
pipeline and examine ways to improve the accuracy and
precision of the resulting data.

We will draw, in particular, on the results obtained from
a round-robin test (RRT) of spectral imaging equipment
(George et al. 2018), which involved a number of institutions
and a variety of different hyperspectral systems and set-
ups. The RRT provided an important insight into how such
equipment is used in real-world settings, the kind of data
that is typically obtained and the specific problems and
errors that can arise when applying hyperspectral imaging
to works of art.

The results revealed a number of issues related to system
calibration, reproducability and the lack of standardized
workflows that have acted as a barrier to the greater take-
up and use of hyperspectral imaging within the cultural
heritage community. We will, therefore, attempt to address
some of the key issues by examining in detail the acquisition
and processing steps, the factors that affect performance
and common errors that can arise when using hyperspectral
imaging and, thereby, help to provide a more standardized
workflow and guidance for users seeking to make better use
of their equipment.

A full workflow for the set-up and processing of hy-
perspectral acquisition for 2D artworks is described in the
following sections. The typical pipeline in spectral cali-
bration involves first the removal of fixed pattern noise
(dark current), pixel sensitivity normalization, denoising,
illumination correction and finally spectral calibration to
reflectance factor. Spatial geometric correction then needs
to be carried out and finally mosaic assembly is required if
the data has been acquired in multiple sections.

The resultant output from this calibration workflow is
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a spectral image cube that has been fully calibrated both
radiometrically and spatially and which contains quantita-
tive reflectance data suitable for use in applications such as
materials mapping.

2 Hyperspectral Acquisition Parame-
ters

Hyperspectral imaging systems are very sensitive to acqui-
sition parameters and operating conditions. Ensuring the
best possible acquisition conditions will not only help im-
prove the quality of the resulting data but can also greatly
simplify post-processing and data handling.

2.1 Reference Targets

Reflectance Targets

In order to be able to obtain quantitative spectral data, a
known reference must be used to normalize the acquired
spectra to absolute reflectance factor. To do this, an acquisi-
tion must be made of a known reflectance standard or set of
reflectance standards under the same operating conditions
and acquisition parameters used for the acquisition of the
work of art itself. These conditions include lighting levels,
integration time, scan speed, acquisition geometry, camera
gain settings etc.

Ideal reference targets are uniform and diffuse lamber-
tian planar surfaces that have constant reflectance across a
wide spectral range. These are typically durable and chemi-
cally inert PTFE (Polytetrafluoroethylene) targets, the most
widely used of which is Spectralon® 1. Typically, a single
reflectance standard is used and, indeed, the majority of
the participants of the RRT acquired a single 99% reference
standard image.

However, the quality of the radiometric calibration can
often be improved by acquiring a set of different reference
targets with a range of reflectivities. An example of such a
target is shown in figure 2. Again, these must be acquired
using the same parameters as those for the painting acqui-
sition either during the same scan sequence or separately.

Figure 2. Multi-step reflectance standard with reflectances at 99%, 50%, 25%
and 12.5%

1 manufactured by Labsphere Inc.

For many works of art, tuning the acquisition parame-
ters in order to acquire a good image of the 99% reference
standard will result in sub-optimal results for the work
of art itself. The maximum reflectance found in even a
bright painting is rarely close to that of a 99% reference
target and dark paintings can have maximum reflectances
of 50% or less, meaning that half of the dynamic range
of the hyperspectral sensor is lost. Indeed as detectors
become non-linear when operated at close to saturation,
users are recommended by the manufacturers to set their
acquisition parameters in order to capture data below the
saturation level and often at around 80% or less. Thus, in
practice, a dark painting would only use 40% of the sensor’s
full dynamic range, significantly degrading the potential
performance of the system.

By using several reference targets together, however, the
integration time of the system can be set according to the
requirements of the artwork itself rather than be limited by
any particular reference target. The integration time of the
acquisition can, therefore, be increased for darker works of
art and set at an optimal level for them. In practice, this
means performing a test scan over the brightest part of the
work of art and increasing the integration time until the
detector is at, for example, 80% saturation. In this way, the
acquisition uses as much of the available dynamic range as
possible, significantly improving signal-to-noise and the
quality of the resulting data.

An additional advantage to using multiple reference tar-
gets is the ability to combine the measurements from all
of the (unsaturated) reference targets and calculate a more
accurate linear fit, especially when using low light levels or
with less sensitive or noisy equipment (Burger and Geladi
2005).

If the integration time has been tuned to the work of art
and only a single reference target is to be used, it should
have a reflectance that is similar or less than the brightest
part of the work of art and it is essential that the data from
this target is not saturated.

A spectral image cube of one or more reference standards
is critical for calibrating to reflectance factor and it is im-
portant that this data is of high quality and, in particular,
that only those not saturated in any spectral band are used
for radiometric calibration.
Geometric Targets

Push-broom hyperspectral systems are essentially line-
scanners that acquire one single spatial line at a time. In
order to acquire a full 2D image, it is necessary to physically
move the camera perpendicular to this scan line along the
Y-axis. In order to avoid errors in the aspect ratio of the
resulting image, it is important to correctly calculate the
scan speed along this direction of motion. Some hyperspec-
tral camera manufacturers supply acquisition software that
automatically calculates this scan speed, but many do not,
thereby requiring the user to input a scan speed manually.
This can often be tricky as tiny errors in the calculation of
the scan speed can result in large accumulated errors over
extended scan areas. Indeed, incorrect aspect ratios due
to incorrectly calculated scan speeds were a common error
seen in the RRT.

In order to better calculate the scan speed and to help
correct for any residual errors during post-processing, a
geometric calibration target can be placed in the scene. Such
a geometric calibration target can be something as simple
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(b) Optimal sharpness location as a function of wavelength.

Figure 3. Focus metrics for the HySpex VNIR1600 showing how the optimal focus distance varies with respect to wavelength.

as a ruler or printed grid, which can be used to calculate the
appropriate scan speed or can be used to re-scale the data
during post-processing.

2.2 Focusing and Image Sharpness

The alignment of the work of art is an important initial
step in most hyperspectral imaging workflows. The work of
art must be at an appropriate distance to the hyperspectral
camera and as perpendicular as possible to both the camera
and to the direction of scanning. This alignment is impor-
tant for obtaining a good sharp focus across the entire field
of view and to avoid introducing geometric errors.

Hyperspectral imaging systems need to capture as much
light as possible and so typically use lenses with low F-
numbers and, therefore, very open apertures. This, however,
results in relatively shallow depths of field. Hyperspectral
imaging was originally devised for use in remote sensing
where focus is obtained at infinity and depth of field is less
of an issue. For close-range imaging, however, obtaining
a spectral image cube that is sharp and in-focus across
the whole spectral range can be difficult. This is especially
true for targets such as panel paintings which can often be
warped or have uneven surfaces and sub-optimal focusing
was indeed an issue for several participants in the RRT,
where data were often blurred.

Hyperspectral acquisition systems can be either fixed-
distance focusing or can be focused through the lens. In
both cases, the need for appropriate focusing is essential.
The ideal focus setting generally varies with respect to wave-
length. Although spectral acquisition systems are designed
to minimize spectral aberration, this is difficult to eliminate
entirely. Finding the ideal focus is, therefore, a compro-
mise over the entire spectral range. In figure 3(a), we see
the results from measuring the level of sharpness of an
image for each captured wavelength at different distances
for a visible – near infrared (VNIR) hyperspectral system
with a fixed-distance lens. In this example, the measure of
“sharpness” is the simple, but widely used variance (Groen
et al. 1985) of the image for each individual band.

We see from figure 3(a) that the peak for each wave-
length occurs at a different distance of the camera to the
target. If we plot the locations of the peaks with respect to

wavelength, figure 3(b), we see that the ideal focus distance
is different at each wavelength. Knowing this, it is possible
to choose a focus setting either suited to the spectral region
most of interest or which is a suitable compromise that
provides good focus for the data as a whole.

An improvement to using a single focus distance would
be to extend the depth of field through image processing
techniques such as focus-stacking (Pieper and Korpel 1983)
whereby multiple images are acquired at different focus
distances and combined into a single image in focus at
every wavelength.

2.3 Filters

Equalization Filters

Hyperspectral camera detectors use various semiconductors
that have different optimal operating ranges and sensitivi-
ties. This sensitivity (or quantum efficiency) is dependent
on the wavelength of the light being measured and is differ-
ent for each semiconductor material. The factory-measured
quantum efficiency curve from the Silicon-based CCD used
in several VNIR hyperspectral cameras, such as the HySpex
VNIR16002 is given in figure 4(a). The signal at the low and
high extremes of the spectral range of the detector has a
significantly lower sensitivity and is, therefore, prone to
significant noise.

However, the sensitivity of the system as a whole is
dependent not only on the camera detector, but also on
the illumination used. The spectral power distribution of a
typical extended spectral range illuminant for VNIR systems
is given as a function of wavelength in figure 4(b), where
we can see that although power at the upper limit of the
detector’s range towards 1000nm is excellent, the power
towards the lower end at 400nm drops to very low levels.
If we multiply the quantum efficiency with the output of
the illuminant, we obtain the combined efficiency of the
system (the second plot in figure 4(d)) which shows that
our peak sensitivity occurs at just under 600nm and that
our sensitivity at 1000nm, despite the strong output of the
light source at that wavelength, is very weak indeed with

2 manufactured by Norsk Elektro Optikk AS
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(b) Spectral power distribution for EKE-ER 150W full spec-
trum lamp (Illumination Technologies Inc.).
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(c) Equalization filter transmission.
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(d) Resultant spectral efficiencies after taking into account
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Figure 4. The quantum efficiency of the detector and the impact of the illuminant and equalization filter on it.

an efficiency that is over 50 times less than that at 600nm.
Unlike in a snapshot system (as typically used for multi-

spectral imaging), where each spectral band is acquired in-
dependently, the integration time for a push-broom hyper-
spectral camera must be set globally for the entire spectral
range, making data quality very variable between regions
of high and low sensitivity. There are, nevertheless, several
ways to improve the signal-to-noise at the extremes of the
spectral range.

The first is to increase the intensities of the spectral
content of the light sources in those wavelengths where
our illuminant is weak and the detector has low sensitivity.
Thus, in our example, this means in the blue region towards
400nm, where secondary narrow-wavelength lamps may
be employed.

Alternatively, or in addition to the previous method, it
is possible to use an equalization filter. Equalization filters
are designed to reduce the sensitivity in the central most
sensitive region of the detector’s spectral range, thereby
improving the relative signal-to-noise at the extremes. This
can greatly improve the overall signal-to-noise of the data,
but necessarily requires longer integration times and re-
duces signal-to-noise for the central wavelengths.

The ideal equalization filter would be the exact inverse
of the quantum efficiency. However, obtaining an exact
inverse is difficult to obtain in practice and figure 4(c)
shows the measured transmission of a commercially avail-

able equalization filter. The combination of the illuminant,
camera quantum efficiency and equalization filter is shown
by the third plot in figure 4(d), which has a relatively flatter
response over the spectral range, thereby improving the
relative efficiency at 1000nm with respect to the average
and maximum efficiencies. As we can see from the plot,
however, the overall efficiency is much lower, therefore, re-
quiring an integration time in this case around three times
as long as it would be without a filter.
Polarizing Filters

For works of art that have areas that are very reflective
and which have large amounts of specular reflection, it
is possible to use polarizing filters in order to reduce this
effect. Both the light source and hyperspectral camera optics
require polarized filters with the filter in front of the optics
rotated with respect to the those on the illumination in
order to block light directly reflected from the surface.

The use of polarized filters in this way, however, neces-
sarily reduces the light incident on the camera detector by
half and will, therefore, require longer integration times.

2.4 Frame Averaging

A complementary technique to the use of equalization fil-
ters is frame averaging, whereby a number of co-incident
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scans of the same line on the work of art are averaged to-
gether to improve signal-to-noise (Kohler and Howell 1963).
This technique improves signal-to-noise by a factor of √

N,
where N is the number of scans used in the averaging. In
general, push-broom hyperspectral systems achieve this by
slowing down or momentarily halting the acquisition scan
movement and scanning a single line multiple times. This,
however, increases the overall acquisition time, so may not
be practical in many cases.

By combining the use of both an equalization filter and
averaging, significant improvements in data quality can be
achieved at the expense of increased scan time.

3 Data Processing - Calibration
Workflow

The acquired raw hyperspectral data will need to be pro-
cessed to produce accurate and calibrated reflectance data.
The processing can be divided into two domains: radiomet-
ric calibration and geometric calibration and an overview of
the steps can be seen in figure 5. As was seen in the RRT,
all participants applied varying levels of radiometric cali-
bration to their data. Geometric calibration, was, however,
rarely carried out.

3.1 Radiometric Calibration

Radiometric calibration takes the raw pixel data and pro-
duces accurate quantitative reflectance values for each pixel.
This step needs to compensate for the variations in the
spectral sensitivity for each pixel and both the spatial in-
homogeneity and the spectral content of the illumination.
In addition, it must also take into account various sources
of noise, which can often be significant in hyperspectral
imaging.

The first step in the calibration workflow is to remove
dark current (also sometimes referred to as fixed pattern)
noise. Dark current is essentially electronic noise within the
detector which increases with respect to integration time
and the operating temperature of the camera. To correct for
this, a dark current scan is acquired using the same acqui-
sition settings as for the main scan with no light incident
on the detector. In practice this involves blocking the cam-
era optics with either a lens cap or by using an electronic
shutter. This should be carried out several times in order
to average the data, thereby minimizing random noise and
revealing the underlying fixed pattern offset. For push-
broom hyperspectral systems, this involves performing a

scan over typically a hundred lines with the optics blocked.
The dark current is then calculated by simply averaging the
individual pixel values from each scan line to provide a dark
current for each pixel on both the spatial and spectral axes.
This dark current offset should then be subtracted pixel-
wise from all subsequent scan data. Certain manufacturers
include this functionality within their acquisition software,
thereby automating and simplifying this step.

The following step involves correcting for the variability
in the sensitivities of each pixel. This is a particular prob-
lem for MCT (Mercury Cadmium Telluride) SWIR detectors,
which often exhibit very marked striping in their raw data
(Rogalski 2005). To correct this, an image must be acquired
under constant and extremely uniform lighting conditions,
such as in an integrating sphere. This characterization data
is usually acquired by the manufacturer and often automat-
ically corrected for by the acquisition software.

Spatial variability in the illumination and from the optics
then also needs to be corrected for. This can be performed
by acquiring a diffuse uniform grey or white target that
fills the entire field of view and the data must be scaled
accordingly.

Once, the pixel sensitivities and spatial illumination
has been accounted for, a final spectral correction must
be performed by acquiring an image of a known spectral
reflectance standard. The spectral image cube can then be
scaled to true reflectance factor.

For push-broom hyperspectral systems, it is often prac-
tical to combine these last 2 steps into a single step by using
a spectral reflectance standard that is large enough to fill
the entire field of view.
Reflectance Standard Reliability

The use of one or more reflectance standards is essential
in order to calibrate spectral reflectance data. Often, how-
ever, this is carried out in a very rudimentary form where
the spectral image cube is simply scaled to the nominal re-
flectance factor given for the reference target - in practice
this means dividing the spectral image cube by the mea-
sured pixel values of an image of a reflectance standard.
Indeed the vast majority of the participants of the RRT used
a reference target in this way.

These spectral reflectance standards are widely consid-
ered to have a constant reflectance at their nominal re-
flectance value. However, although they are highly uniform
compared to other reflective materials, their reflectances
are never perfectly constant and can vary with respect to
wavelength. Reflectance standards are usually supplied
with individual traceable laboratory-certified absolute refer-
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Figure 6. Variability in spectral reflectance for various reflectance standards at 99% and 50% nominal reflectance.

ence reflectance values across the spectral range for which
these targets are intended to be used, typically covering
the UV, visible and SWIR (short-wave infrared) spectral
regions. Figure 6 shows the variability that exists for the
certified reflectances of five different reflectance standards
with nominal reflectances of 99% and 50%.

Although the 99% reflectance targets are close to uni-
form over the visible to near infrared region, this is no longer
the case from 1500nm to 2500nm. Indeed there are inflec-
tions in the spectral curves at around 2130 and 2230nm for
all three 99% targets with the reflectance in reality ranging
from 90% to 99%. For the 50% reflectance targets exam-
ined, the differences are greater still with our two examples
exhibiting diverging gradients and real reflectances which
vary from 37% to 67%.

Thus, in order to accurately calibrate hyperspectral data
to absolute reflectance factor, especially in the short-wave
infrared region, the supplied certified reference reflectance
values should be used to normalize the hyperspectral data
individually for each spectral band rather than just assuming
a constant fixed reflectance across the entire spectral range.
Reflectance Standard Statistics

There are also a number of subtle statistical errors that can
be introduced when processing reflectance standards, as
even the best maintained reference standards can get dirty,
causing incorrect values to be obtained. One way to avoid
this is to exploit the fact that we have a line-scan set-up
and can average the data points for each column of the ref-
erence target. In this way, the effect of dirt can be reduced.
However, such a method, although an improvement on a
spot measurement is still subject to bias if done naively.
In order to better understand our data, it is useful to first
analyze the results obtained from the reference targets in
terms of homogeneity and spatial behavior.

A typical measured spatial profile at a particular wave-
length from a line along the X (horizontal) direction of a
reference target can be seen in figure 7(a). The individual
pixel values within the spatial profile are a function of both
the reflectance at each point, the illumination and camera
noise. Ideally this distribution should be as flat as possi-
ble to ensure that the signal-to-noise is constant across
the field of view. However, a perfectly even distribution
is difficult to achieve in practice and as we can see from

the example, the measured values can vary quite markedly
across the field of view despite careful adjustment of the
light sources and of their alignment. The signal is also quite
noisy with several outliers due to dirt or imperfections on
the target. In order to reduce the effect of this noise, it
is usual with push-broom hyperspectral systems to scan
along the Y direction of the reference standard and average
along this axis in order to obtain a relatively noise-free
measure of the reflectance for each pixel.

However, although the average is the most widely used
statistic, dirt and other imperfections have an asymmetric
effect on the distribution resulting in a biased result. For
a more accurate statistic, a skewed Gaussian distribution
(Azzalini and Valle 1996) provides a better fit and we see
from figure 7(b) the skewed form of the distribution of pixel
values and the close fit provided by the skewed Gaussian
model. Both the mean and median values understate the
true value due to the assymetric nature of the outliers and,
in this example, there is almost a 5% difference in the
calculated result, which will impact any spectral values
calculated from this.

3.2 Noise Reduction

Hyperspectral systems are particularly prone to noise, given
the narrow wavelengths used and the wide variability in
quantum efficiency (as already seen in figure 4(a)) across
the spectral range of the sensor. Although an optimal use of
illumination and integration time combined with the use of
equalization filters and averaging can significantly improve
the quality of the data, noise will invariably exist, partic-
ularly at the extremes of the spectral range of the sensor.
And this noise can have a significant negative effect on the
use of hyperspectral data for tasks such as classification,
anomaly detection or materials identification (Landgrebe
and Malaret 1986).

Denoizing through post-processing is often, therefore, a
necessary step in maximizing the utility of the data obtained.
A wide range of noise reduction methods exist in image
processing. Classic methods developed for greyscale or color
images include linear filtering methods such as gaussian
blurring, as well as a number of non-linear methods, such
as median filtering.

However, spectral data consists of a sequence of highly
correlated spectral bands, and it is advantageous to take this
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Figure 7. The raw spatial line profile from a hyperspectral camera of a single target (left) and the histogram of pixel values for a single point on the profile when
scanned along the Y-axis (right).

extra dimensionality into account. A considerable amount
of research exists covering denoising methods adapted to
hyperspectral data. These generally consist of adapting ex-
isting 2D image denoising methods to take into account the
spectral dimension. Examples of these adapted methods
include the use of wavelets (Rasti et al. 2012), an extension
to non-local means (Qian et al. 2012), variational meth-
ods (Mansouri et al. 2015) and combined spectral-spatial
approaches (Yuan et al. 2012).

3.3 Geometric Calibration

Geometric calibration is rarely carried out for laboratory-
based hyperspectral imaging as, in general, only the spectral
values are of interest or the data is to be used in isolation.
Such calibration is, therefore, seldom available in the ac-
quisition or calibration software provided by the manufac-
turer. However, if registration to other imaging modalities
is intended or if mosaicking will be carried out, geometric
calibration (Špiclin et al. 2010; Khan et al. 2018) will need
to be performed on the acquired data.

Hyperspectral systems produce geometric distortions
due to the scan motion, to the arrangement of dispersion
optics, from the lens itself and also from alignment errors
with respect to the work of art. The RRT results showed that
not only were the spectral results highly variable, but the re-
sulting image geometries were often equally so (MacDonald
et al. 2017).

The complex multi-component optics often used in hy-
perspectral systems can produce non-parametric distor-
tions that require the characterization of a sensor model in
order to correct. A precise sensor model can be produced
by using a micrometer and measuring the angle of view for
each pixel and several system manufacturers provide such
characterization data. A typical sensor model is given in
figure 8 and we see that there are differences of up to 20%
in the effective pixel sizes across the field of view that must
be corrected if spatially accurate data is to be obtained.

In addition, if the scan speed has not been correctly cal-
culated, the aspect ratio of the resulting spectral image cube
may be incorrect. This can be the case even if the correct
scan speed has been calculated due to tiny residual errors in
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Figure 8. Variation in effective pixel size for each pixel along X-axis for the
HySpex VNIR1600

the calculation or in the precision of the movement of Y-axis
translation stage, which can accumulate over extended scan
areas. In order to correct for this, the geometric calibration
target should be used to re-scale the data appropriately
along one of the axes.

3.4 Spatial Co-registration

It is often the case that data from spectral cameras with
different spectral ranges are available, such as VNIR and
SWIR. Data with an extended spectral range can be impor-
tant for segmentation and materials identification. In order
to make full use of this, it is necessary to co-register the
data cubes into a single spectral image cube. SWIR detec-
tors, such as those based on MCT or InGaS (Indium Gallium
Arsenide) have much lower numbers of pixels (typically
256-320 pixels for MCT and up to 640 pixels for InGaAs),
than VNIR cameras and so this step necessarily involves the
resampling of data.

Although several participants of the RRT acquired both
VNIR and SWIR spectral data, none were able to provide
combined co-registered data cubes. Indeed, these comple-
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mentary data sets were treated as if they were independent
of each other.

If geometric correction has been applied, co-registration
should only require alignment and resampling in order to
match the spatial pixel sampling. However, even after geo-
metric calibration, small errors can still exist due to minor
optical aberrations etc. Co-registration can be optimized
by several methods, such as, for example, feature-based
matching over an overlapping spectral range (Schwind et al.
2014), which can provide an automated and robust result
with sub-pixel level accuracy.

3.5 Mosaicking

Hyperspectral detectors have made great progress in terms
of both spectral and spatial resolution. However, spatial
resolutions remain limited to at best 2200 pixels for current
generation VNIR cameras. Thus, in order to obtain suffi-
cient spatial resolution of a work of art, it is necessary to
perform mosaicking of the data cube as the final step in the
processing pipeline.

Such mosaicking is now performed routinely for remote
sensing data (Palubinskas et al. 2003), which often has the
benefit of both accurate GPS positional and height data to
help align and ortho-rectify hyperspectral scans. Laboratory
push-broom hyperspectral systems that possess both X-
and Y-axes are able to scan very regularly spaced strips.
However, this level of precision is often insufficient and
any variability in the planarity of the artwork can result in
distortions due to the close-range nature of the acquisition.
Many panel paintings, for example, display warping and
even canvas paintings are rarely perfectly flat due to the
chassis or from the topographical relief produced by uneven
or thick paint layers.

Although the majority of participants in the RRT carried
out mosaicking manually using software such as ENVI3,
more advanced methods for both mosaicking and registra-
tion have been used in the cultural heritage field (Conover
et al. 2015).

4 Software
A range of both commercial and open-source software ex-
ists for handling data from hyperspectral imaging systems,
which can be used to perform a calibration workflow. These
include commercial remote sensing software such as ENVI,
open source software such as SpectralPython4 and Orfeo
Toolbox5 as well as the manufacturer supplied acquisition
software which can occasionally include basic calibration
functionality. However, this software is often ill-suited and
limited for use on works of art, lacking in key functionality
or difficult to use. Indeed, commercial spectral imaging
software can be prohibitively expensive for most cultural
heritage institutions.

The participants of the RRT used a mixture of commer-
cial remote sensing software such as ENVI, custom-made
tools and generic data processing packages such as Matlab6.
Many participants had difficulties in using the software

3 Harris Geospatial Solutions, Inc.
4 https://www.spectralpython.net/
5 https://www.orfeo-toolbox.org/
6 Mathworks Inc.

and cited the lack of specific functionality adapted to the
imaging of works of art.

Therefore, in order to address this issue and allow cul-
tural heritage users to more easily process their data, a suite
of custom open-source software tools has been developed
and made available7 that provides efficient implementations
of the various steps of the calibration workflow described
in this paper. By developing software collaboratively within
the cultural heritage community, it will be possible to ex-
tend the software to handle the variety of equipment that
is used and provide software adapted to the various needs
found within cultural heritage. The use of a common set
of software specifically designed for the cultural heritage
sector will, furthermore, help improve the quality of hyper-
spectral data and foster the use of hyperspectral imaging
more generally.

5 Conclusion
Hyperspectral imaging has become an increasingly used
tool in the analysis of works of art. However, the quality of
the acquired data and the processing of that data to produce
accurate and reproducible spectral image cubes can be a
challenge to many cultural heritage users. As seen in the
COSCH RRT (round-robin test), a significant number of
users had difficulties in acquiring high fidelity data

The calibration of data that is both spectrally and spa-
tially accurate is an essential step in order to obtain use-
ful and relevant results from hyperspectral imaging. Data
that is too noisy or inaccurate will produce sub-optimal
results when used for pigment mapping, the detection of
hidden features, change detection or for quantitative spec-
tral documentation. To help address this, therefore, we
have examined the specific acquisition and calibration work-
flows required for the hyperspectral imaging of works of
art. These workflows include the key parameters that must
be addressed during acquisition and the essential steps and
issues at each of the steps required during post-processing
in order to fully calibrate hyperspectral data.

To accompany this, we have also released a suite of open-
source software tools that will enable users to more easily
apply the steps described within the workflow. In addi-
tion, we have described a number of areas where image
quality can be compromised and have proposed techniques
to mitigate these problems and help improve overall data
quality.
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Multi-modal Data Visualization and Analysis of
“The Bedroom at Arles” by Vincent van Gogh

Ruven Pillay*

Abstract—In this paper we present an open source
software platform for providing high resolution multi-
modal visualization and analysis of advanced heteroge-
neous scientific imagery. The system has been designed
around the needs and requirements of cultural heritage
and provides a powerful, flexible and easy-to-use means
for conservators, researchers or art historians to interact
and analyze scientific imagery of works of art. The
platform allows cultural heritage institutions to manage
and maintain very large image data sets and for multiple
simultaneous users to remotely visualize heterogeneous
data at high resolution using efficient image streaming
techniques. As a case study, we present an example of a
recent laboratory analysis carried out by the C2RMF of a
work by Vincent Van Gogh: The Bedroom at Arles. The
extensive range of imaging techniques carried out for this
painting was unique in it’s depth and range and showcase
the potential of multi-modal visualization techniques.

Index Terms—multispectral, 3D, multi-modal, registra-
tion, visualization

I. INTRODUCTION

A. Motivation

IN order to accurately and more fully document
works of art for conservation or scientific study,

multiple orthogonal digital acquisition techniques
are often required. High r solution scientific imag-
ing techniques, such as multispectral imaging, 3D
structured light acquisition, high dynamic range
(HDR) imaging, light transmission imaging, X-ray
radiography, UV florescence, raking light and infra-
red reflectography all provide different views of
the holistic whole. Although each technique can
be used in isolation, in order to fully understand
the nature of the work of art, the ensemble of
data needs to be brought together in a meaningful
way. Advanced software tools adapted to the needs
of cultural heritage are necessary for restorers, art

*C2RMF, Palais du Louvre - Porte des Lions, Paris 75001, France
Email: ruven.pillay@culture.gouv.fr

historians and the general public to make sense of
such data. The fusion and visualization of these very
large and diverse data sets not only allow existing
images to be better exploited, but also allow new
kinds of analysis to be carried out.

B. The Painting
The subject of this study was a painting by the

Dutch post-impressionist painter Vincent Van Gogh
(30 March 1853 – 29 July 1890). La Chambre à
Arles or the Bedroom in Arles is a composition
showing the interior of the bedroom of his house at
2, Place Lamartine in Arles, France. Three versions
of the composition exist: at the Van Gogh museum
in Amsterdam, the Art Institute of Chicago and the
Musée d’Orsay in Paris.

The first version, believed to be that currently at
the Van Gogh museum, was painted in 1888 with
the other two painted in 1889. The different versions
are similar, but are not exact copies having several
details differing. In addition the third version, that
of the Musée d’Orsay, is significantly smaller than
the others, measuring 57.5 x 74 cm compared to 72
x 90 cm for the other two. It is this third version
that was the subject of this particular study.

C. Multi-national Study
An extensive range of scientific analyses was

carried out at the Centre de Restauration et de
Recherche des Musées de France (C2RMF), the
national restoration and research centre for French
museums, housed within the Louvre Museum. The
analyses carried out formed part of a multi-national
study involving all three of the museums holding
versions of the painting. Good timing and the
availability of equipment allowed us to apply an
unprecedented range and combination of advanced
imaging techniques to this particular version of the
painting.
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D. Ultra High Resolution Colorimetric Imaging

A high resolution and high fidelity color render-
ing is an essential part of any image acquisition
of a painting. Color digital cameras, however, are
limited in their resolution and color accuracy. In
order to fully study this painting, it was necessary
to go well beyond the limitations of our camera
hardware. Our high-end Imacon/Hasselblad digital
SLR has a good native resolution of 20 mega pixels.
However, we were aiming for a resolution of around
20 pixels per mm on the painting, which equates to
around 180 mega-pixels of data. In order to achieve
such a resolution with our equipment an image
mosaic approach was required. Numerous images of
details were taken under fixed lighting conditions
and camera geometry and stitched together. Cor-
rections were made for lens distortion, vignetting
and key-stoning etc. Color accuracy was crucial, so
a full colorimetric characterization of the camera
and lighting was made. This involved dark current
correction, pixel sensitivity normalization, measure-
ment of the lighting inhomogeneity, spectral mea-
surement of the light source and target calibration
using a MacBeth ColorChecker SG reference chart.
The resulting high resolution image was profiled
to CIEL*a*b* color-space. Verification of the final
result (Figure 1) was carried out both visually under
daylight D65 lamps and using photo-spectrometer
spot tests on several points on the painting.

Fig. 1. Colorimetric 180 mega-pixel mosaic of The Bedroom at Arles
by Vincent Van Gogh, oil on canvas, 1889. Copyright © C2RMF 2009

E. Multispectral Infra-Red Imaging

Two forms of multispectral imaging were carried
out in the near (NIR) and short wavelength (SWIR)
infra-red spectral regions. These infra-red regions
are particularly useful for pigment identification
as many pigments with similar colors are only
distinguishable by their spectral signatures in this
region (Casadio, 2001).

1) Narrow-band imaging: Narrow-band multi-
spectral imaging was carried out by the Cultural
Heritage group of the National Institute of Ap-
plied Optics (INOA-CNR - Gruppo Beni Culturali)
of Italy. The system used was an experimental
multispectral imaging system based on an InGaAs
photodetector linked to interferential filters through
fiber optics. These fiber optics relay light from a
single source lens mounted on an automated me-
chanical X-Y translation stage (Bonnifazzi, 2008).
In effect, the apparatus acts as a high speed spec-
trometer that automatically takes millions of spot
readings along the entire surface of the painting.
The advantage of such an approach is that it avoids
errors due to the lens and fore-optics, and due to
geometrical mis-alignment caused by the different
refractive indices of the filters. In all, 14 narrow-
band filters with an approximate band-width of
50nm were used for this scan with an overall spec-
tral range of 800-2300 nm and a spatial resolution of
2.5 pixels per mm. The resulting data was corrected
for noise, gain, normalized using reference targets
and compiled into image files per filter.

2) Wide-band imaging: In addition to the multi-
spectral infra-red imaging, wide-band infra-red
imaging was carried out using the high resolution
InGaAs based Osiris camera (Falco, 2009). This
camera was used with bandpass filters of 900-
1200nm and 1200-1700nm to obtain several infra-
red acquisitions with higher spatial resolution than
was possible from the narrow-band multi-spectral
apparatus. Affordable InGaAs sensors are often of
relatively low resolution. Thus, in order to obtain
sufficiently high spatial resolution, the camera is
able to automatically employ a mosaicing technique.

Figure 2 shows a selection of the wide and
narrow-band infra-red images.

F. Structured Light 3D Imaging

The paintings of Van Gogh often possess a strong
coarse brushwork. This is certainly the case for
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Fig. 2. Infra-red images: wide-band 900-2300nm (top), narrow-band
1600nm (bottom). Copyright © C2RMF 2009

the Bedroom at Arles, making a 3D acquisition of
the surface particularly interesting. The 3D scan-
ning technique used was that of structured light
(Frankowski, 2000). In this method, a sequence of
pattern fringes of different sizes is projected onto
the surface of the painting and scanned by a digital
camera. The distortion in the fringes resulting from
the surface roughness makes it possible to calculate
the height at each point (Figure 3a). This is done
by a combined Gray Code/Phase shift technique
(Park, 2001). The scan itself was carried out by the
Breuckmann company (Breuckmann, 2000) using
their OptoScan system (Figure 3b). In order to ob-
tain a sufficiently high spatial resolution, once again
a mosaic technique was used. The resulting dense
point cloud of three dimensional coordinates for the
surface of the painting had a spatial resolution of

Fig. 3. (a) Principal of Structured Light Projection, (b) Breuckmann
OptoTop equipment

around 20 pixels per mm in X-Y and a resolution
in Z (depth) of approximately 20µm.

G. Infra-red, Ultra-violet Florescence and X-ray

Together with the advanced techniques used
above, more mainstream scientific imaging were
carried out at the C2RMF. To cover other important
parts of the electro-magnetic spectrum, UV flores-
cence and X-rays were used. In addition, techniques
such as raking light photography (from multiple
directions) and light transmission imaging (where
the light source is placed behind the painting) was
carried out in both the visible and infra-red regions.
Indeed the range of imaging techniques applied
to this painting was quite unprecedented. Never
before had a painting been so comprehensively
photographed at the C2RMF with such a wide range
of equipment and techniques.
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II. MULTI-MODAL REGISTRATION

Because of the differing imaging techniques, op-
tics, acquisition geometries and sensor character-
istics, registration of the different images was not
straightforward. Geometric distortion, key-stoning,
chromatic aberration, and errors in the image mo-
saics all make a simple linear transformation im-
possible. In addition, the content of the images
themselves can not always be exactly correlated.
For example, raking light images show the shadow
cast by a feature on the surface of the painting and
not the feature itself. X-rays and Infra-red images
penetrate into the painting and are not, therefore, in
the same geometric plane as, for example, a UV
florescence image, which originates at the upper
surface layer of the painting. In order to resolve this,
a combination of different registration techniques
adapted to each imaging type was employed (Zitová,
2003). This consisted of a combination of semi-
automatic registration based on cross-correlation,
phase correlation as well as manual alignment in
certain cases.

III. VISUALIZATION

A. Remote Visualization
In order to be useful for conservators, researchers

or member of the public, the large quantity of
heterogeneous data produced by scientific imaging
needs to be synthesized and made available to the
user in an efficient manner. In order to achieve this,
remote visualization software was employed.

B. IIPImage
The remote visualization platform is based on IIP-

Image1, an open source image streaming system for
ultra-high resolution and scientific imagery (Pitzalis,
2006; Saunders, 1999). It works by streaming tiles
corresponding to the area currently under view at the
requested resolution to the client. In this way, the
user can efficiently view, navigate and zoom around
at the maximum resolution possible. In addition
to sRGB imagery, scientific image types such as
16 bit, colorimetric CIEL*a*b*, multispectral and
3D height/normal data are supported. The software
is based on a client-server architecture with an
imaging server providing tiles, image processing
and metadata resources via a RESTful protocol. In

1http://iipimage.sourceforge.net

order to be as efficient as possible and reduce the
load of the server, image data is stored in a multi-
resolution tiled TIFF format.

The client software, embedded within a web in-
terface, is platform independent, giving users access
to multi gigabyte size scientific images without
having to install any 3rd party software or requiring
any particular hardware / software configuration or
operating system. Excellent performance is avail-
able even on old or slow hardware. The client
incorporates numerous functions allowing the user
to easily navigate and zoom within the data. In
addition several more advanced features exist.

C. Image Blending
The ability to easily compare and contrast any of

the images and do so interactively is a potentially
extremely powerful tool in order to fully understand
the material composition, layering or technique of
a painting. An extension to the IIPImage client has
been especially designed to give the user the ability
to select any pair of registered images and then
simultaneously navigate and zoom within both. At
any time, the user can perform a superposition and
smooth blending back and forth between the pair of
images. Subtle differences that may not be apparent
on viewing them statically and separately can be
far more easily discerned from such an interactive
manipulation. An example of the blending between
the colour and X-ray is shown in Figure 4.

D. Spectral Visualization
The ability to determine the spectral reflectance at

any point on the painting gives crucial information
on the material composition of the paint layer. Spec-
tral curves can be compared to reference spectra for
pigment or material identification. Within IIPImage,
a graphing area is available within the interface,
allowing the user to click on any point on the
painting and instantly see the spectral curve for that
point. This feature was applied to the narrow-band
multispectral infra-red data acquired (Figure 5).

E. 3D Hillshade Rendering
High resolution 3D data is not easy to stream

or make multi-resolution. Furthermore as our soft-
ware is essentially image-centric, a 2D rendering
approach to visualization was favoured. Inspiration
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Fig. 4. Image blending showing the superposition of the color and
X-ray images and the blended smooth transition between them

Fig. 5. Spectral reflectance curve for any point on painting

was taken from the domain of cartography and
the surface of the painting was considered as a
digital relief map (DEM). In order to facilitate
the integration of such data into IIPImage, the 3D
model data was converted to point data representing
the vector normal at each point and the height at
each point. In this form, they are able to be stored
in standard TIFF format, and are thus able to be
tiled and used directly for multi-resolution stream-
ing with IIPImage. A basic rendering technique is
that of hill-shading (Horn, 1981) where a virtual

directional illumination is used to create shading
on virtual ”hills”. A fast hill-shading algorithm has
been implemented in IIPImage allowing the user
to interactively set the angle of incidence of the
lighting source and view a dynamically rendered
hill-shaded relief map. By moving the light source, a
better understanding of the surface relief is possible
(Figure 6).

Fig. 6. Hill-shading applied in two different directions to 3D model
data

IV. CONCLUSION

Advanced imaging techniques give conservators,
restorers and researchers unprecedented access to
highly detailed information from numerous kinds of
analytical technique. However, this heterogeneous
mass of data can often be unwieldy and difficult
to view let alone undertake basic analyses with.
We have presented here an open source streaming-
based solution designed around the needs and re-
quirements of cultural heritage that addresses these
issues. The example of The Bedroom at Arles
provided us with an exceptional and unprecedented
range of imaging data to handle. The integration
of the ensemble into a single visualization system
demonstrates the potential of such a platform for
museums and researchers. In addition, ability to
stream the data online make it especially useful
when research is undertaken by different research
teams or in an international context.

In addition to the already implemented func-
tionality, many potentially interesting applications
are conceivable. For example automatic pigment
spectra classification or identification. Or the use
of the height data from a 3D acquisition to provide
renderings of cross sections etc.
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Abstract

Visualizing and navigating through large astronomy images from a remote location with current astronomy display tools can be a
frustrating experience in terms of speed and ergonomics, especially on mobile devices. In this paper, we present a high performance,
versatile and robust client-server system for remote visualization and analysis of extremely large scientific images. Applications of
this work include survey image quality control, interactive data query and exploration, citizen science, as well as public outreach.
The proposed software is entirely open source and is designed to be generic and applicable to a variety of datasets. It provides
access to floating point data at terabyte scales, with the ability to precisely adjust image settings in real-time. The proposed clients
are light-weight, platform-independent web applications built on standard HTML5 web technologies and compatible with both
touch and mouse-based devices. We put the system to the test and assess the performance of the system and show that a single
server can comfortably handle more than a hundred simultaneous users accessing full precision 32 bit astronomy data.

Keywords: visualization, scientific data, web application, high resolution, HTML5

1. Introduction

Although much of the extraction of information from as-
tronomy science images is now performed “blindly” using com-
puter programs, astronomers still rely on visual examination for
a number of tasks. Such tasks include image quality control,
assessment of morphological features, and debugging of mea-
surement algorithms.

The generalization of standardized file formats in the as-
tronomy community, such as FITS (Wells et al., 1981), has fa-
cilitated the development of universal visualization tools. In
particular, SAOimage (Vanhilst, 1990), Aladin (Bonnarel et al.,
1994), SkyCat (Albrecht et al., 1997), Gaia (Draper, 2000) and
ds9 (Joye and Mandel, 2003). These packages are designed to
operate on locally stored data and provide efficient access to
remote image databases by downloading sections of FITS data
which are subsequently read and processed locally for display;
all the workload, including image scaling, dynamic range com-
pression, color compositing and gamma correction, is carried
out client-side.

However, the increasing gap between storage capacities and
data access bandwidth (Budman, 2011) makes it increasingly

∗Corresponding author
Email addresses: bertin@iap.fr (Emmanuel Bertin),

ruven.pillay@culture.gouv.fr (Ruven Pillay),
chiara.marmo@u-psud.fr (Chiara Marmo)

efficient to offload part of the image processing and data ma-
nipulations to the server, and to transmit some form of pre-
processed data to clients over the network.

Thanks to the development of wireless networks and light
mobile computing (tablet computers, smartphones), more and
more scientific activities are now being carried out on-the-go
outside an office environment. These possibilities are exploited
by an increasing number of scientists, especially experimen-
talists involved in large international collaborations and who
must interact remotely, often in real-time, with colleagues and
data located in different parts of the world and in different time
zones. Mobile devices have increasingly improved display and
interfacing capabilities, however, they offer limited I/O perfor-
mance and storage capacity, as well as poor battery life when
under load. Web-based clients, or simply Web Apps, are the ap-
plications of choice for these devices, and their popularity has
exploded over the past few years.

Thanks to the ubiquity of web browsers on both desktop and
mobile platforms, Web Apps have become an attractive solution
for implementing visual interfaces. Modern web browsers fea-
ture ever faster and more efficient JavaScript engines, support
for advanced standards such as HTML5 (W3C, 2012) and CSS3
(W3C, 2011), not to mention interactive 3D-graphics with the
recent WebGL API (Khronos Group, 2013). As far as data visu-
alization is concerned, web applications can now be made suffi-
ciently feature-rich so as to be able to match many of the func-
tions of standalone desktop applications, with the additional

Preprint submitted to Astronomy and Computing



benefit of having instant access to the latest data and being em-
beddable within web sites or data portals.

One of the difficulties in having the browser deal with
science data is that browser engines are designed to display
gamma-encoded images in the GIF, JPEG or PNG format,
with 8-bits per Red/Green/Blue component, whereas scientific
images typically require linearly quantized 16-bit or floating
point values. One possibility is to convert the original science
data within the browser using JavaScript, either directly from
FITS (Lowe, 2011; Kapadia, 2013), or from a more “browser-
friendly” format, such as e.g., a special PNG “representation
file” (Mandel, 2014), or compressed JSON (Federl et al., 2011).
In practice this is currently limited to small rasters, as manag-
ing millions of such pixels in JavaScript is still too burdensome
for less powerful devices. Moreover, lossless compression of
scientific images is generally not very efficient, especially for
noisy floating-point data (e.g. Pence et al., 2009). Hence, cur-
rently, server-side compression and encoding of the original
data to a browser-friendly format remains necessary in order
to achieve a satisfactory user experience on the web client, es-
pecially with high resolution screens.

Displaying images larger than a few megapixels on moni-
tors or device screens requires panning and/or pixel rebinning,
such as in “slippy map” implementations (Google Maps™,
OpenStreetMap1 etc.). On the server, the images are first de-
composed into many small tiles (typically 256 × 256 pixels)
and saved as PNG or JPEG files at various levels of rebinning,
to form a “tiled pyramid”. Each of these small files corresponds
to a URL and can be loaded on demand by the web client. No-
table examples of professional astronomy web apps based on
this concept include the Aladin Lite API (Schaaff et al., 2012),
and the Mizar plugin2 in SITools2 (Malapert and Marseille,
2012).

However, having the data stored as static 8-bit compressed
images means that interaction with the pixels is essentially lim-
ited to passive visualization, with little latitude for image ad-
justment or interactive analysis. Server-side dynamic process-
ing/conversion of science-data on the server and streaming of
the processed data to the web client are necessary to alleviate
these limitations. Visualization projects featuring dynamic im-
age conversion/streaming in Astronomy or Planetary Science
have mostly relied on browser plugins implementing propri-
etary technologies (Federl et al., 2012) or Java clients/applets
(Muller et al., 2009; Kitaeff et al., 2012). Notable exceptions
include Helioviewer (Hughitt et al., 2008), which queries com-
pressed PNG tiles directly from the browser with the tiles gen-
erated on-the-fly server-side from JPEG2000 encoded data.

In this paper we describe an open source and multi-
platform high performance client-server system for the pro-
cessing, streaming and visualization of full bit depth scientific
imagery at the terabyte scale. The system consists of a light-
weight C++ server and W3C standards-based JavaScript clients
capable of running on stock browsers. In section 2, we present
our approach, the protocols and the implementation of both the

1http://www.openstreetmap.org
2https://github.com/TPZF/RTWeb3D

server and the client. Sections 3 and 4 showcase several appli-
cations in Astronomy and Planetary Science. In Section 5, we
assess the performance of the system with various configura-
tions and load patterns. Finally in Section 6, we discuss future
directions in the light of current technological trends.

2. Material and Methods

The proposed system consists of a (or several) central im-
age server(s) capable of processing 32 bit floating point data
on-demand and of transcoding the result into an efficient form
usable by both light-weight mobile devices or desktop comput-
ers.

2.1. Image Server
At the heart of the system is the open source IIPImage3 im-

age server (Pitzalis et al., 2006). IIPImage is a scalable client-
server system for web-based streamed viewing and zooming of
ultra high-resolution raster images. It is designed to be fast,
scalable and bandwidth-efficient with low processor and mem-
ory requirements.

IIPImage has a long history and finds its roots in the mid
1990s in the cultural heritage field where it was originally cre-
ated to enable the visualization of high resolution colorimet-
ric images of paintings (Martinez et al., 1998). The original
system was designed to be capable of handling gigapixel size,
scientific-grade imaging of up to 16 bits per channel, colori-
metric images encoded in the CIEL*a*b* color space and high
resolution multispectral images (Martinez et al., 2002) (Fig. 1).
It had hitherto been very difficult to simply even view such im-
age data locally, let alone access it remotely, share or collab-
orate between institutions. The client-server solution also en-
abled integration of full resolution scientific imaging such as
infra-red reflectography, Xray, multispectral and hyperspectral
imagery (Fig. 2) into museum research databases, providing
for unprecedented levels of interactivity and access to these re-
sources (Lahanier et al., 2002).

Beyond cultural heritage, the system has also been adapted
for use in the field of biomedical imaging. For example, to
visualize ultra-large high resolution electron microscopy maps
created by ultra-structural mapping or virtual nanoscopy (Faas
et al., 2012), or to explore high resolution volumetric 3D cross-
sectional atlases (Husz et al., 2012).

In practice the IIPImage platform consists of a light-weight
C++ Fast-CGI (Brown, 1996) server, iipsrv, and an AJAX-
based web interface. Image data stored on disk are structured
in order to enable efficient and rapid multi-resolution random
access to parts of the image, allowing terapixel scale data to
be efficiently streamed to the client. As only the region being
viewed needs to be decoded and sent, large and complex im-
ages can be managed without onerous hardware, memory or
network requirements by the client. The IIPImage server per-
forms on-the-fly JPEG compression for final visualization, but
as the underlying data is full bit depth uncompressed data, it

3http://iipimage.sourceforge.net
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Figure 1: Spectral visualization of Renoir’s Femme Nue dans un Paysage,
Musée de l’Orangerie, showing spectral reflectance curve for any location and
controls for comparing different imaging modalities

can operate directly on scientific images, and perform opera-
tions such as rescaling or filtering before sending out the results
to the client.

IIPImage, therefore, possessed many of the attributes nec-
essary for astronomy data visualization and rather than develop
something from scratch, it was decided to leverage this existing
system and extend it. A further benefit to this approach would
be access to a larger scientific community beyond that of astron-
omy with certain similar data needs. Moreover, as IIPImage
forms part of the standard Debian, Ubuntu and Fedora Linux
distributions, access to the software, installation and mainte-
nance would be greatly simplified and sustainable in the longer
term.

Hence a number of modifications were made to the core of
IIPImage in order to handle astronomy data. In particular, to
extend the system to handle 32 bit data (both integer and IEEE
floating point), FITS metadata, functionality such as dynamic
gamma correction, colormaps, intensity cuts, and to be capa-
ble of extracting both horizontal and vertical data profiles. The
resulting code has been integrated into the main IIPImage soft-
ware development repositories and is available from the project
website4, where it will form part of the 1.0 release of iipsrv.

2.2. Data Structures and Format

Extracting random image tiles from a very large image re-
quires an efficient storage mechanism. In addition to tile-based
access, the possibility to rapidly zoom in and out imposes some
sort of multi-resolution structure on the data provided to the
server. The solution adopted for “slippy map” applications is
often simply to store individual tiles rebinned at the various res-
olution levels as individual image files. For a very large image
this can translate into hundreds of thousands of small files being

4http://iipimage.sourceforge.net

Figure 2: Hyperspectral imaging of paintings

created. This approach is not convenient from a data manage-
ment point of view, and for IIPImage a single file approach has
always been preferred.

The current version of IIPImage supports both TIFF and
JPEG2000 formats. Multi-resolution encoding is one of the
major features of JPEG2000, but the lack of a robust, high
performance open source library has been a serious issue un-
til recently. Nevertheless, the encoding of floating point values
spanning a large dynamic range remains a concern with current
open-source libraries, as in practice input data is managed with
only fixed point precision (Woodring et al., 2011; Kitaeff et al.,
2014).

The combining of tiling and multi-resolution mechanisms
is also possible with TIFF. TIFF is able to store not only 8 bit
and 16 bit data, but also 32 bit integers, and single or double
precision floating point numbers in IEEE format. As a well
supported and mature standard with robust and widely used
open source development libraries readily available, TIFF was
adopted as the main server-side storage format, rather than cre-
ating a completely new format or adapting existing science for-
mats in some way.

2.3. Image Transcoding
Astronomy imaging data are usually stored in the FITS for-

mat (Wells et al., 1981). FITS is a flexible container format
that can handle data encoded in up to 64 bits per value. FITS
supports image tiling, whereby the original raster is split into
separate rectangular tiles, which can be retrieved quickly and
read and decoded independently (Pence, W. et al., 2000). Ver-
sions of the same image could be stored at multiple resolution
levels in different extensions, at the price of an increased file
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size. However currently neither tiling nor multi-resolution is
present in archived FITS science images. Hence, regardless of
the adopted storage format (TIFF in our case), a considerable
amount of pixel shuffling and rebinning must be carried out in
order to convert FITS data before they can be handled by the
server.

Transcoding from basic FITS to multi-resolution tiled TIFF
is carried out via the STIFF conversion package (Bertin, 2012).
The multi-resolution structure consists of an image “pyramid”
whereby pixels in each image are successively rebinned 2 × 2
and stored in separate TIFF virtual “directories” in tiled format.
Tile size remains constant across all resolution levels (Fig. 3).
The total number of pixels stored in the pyramid is increased
by approximately one third compared to the original raster, but
TIFF’s widespread support for various lossless compression al-
gorithms (e.g., LZW, Deflate) mitigates some of this extra struc-
tural overhead. Note that using pixel rebinning instead of dec-
imation (as in traditional astronomy image display tools) aver-
ages out background noise as one zooms out: this makes faint
background features such as low surface brightness objects or
sky subtraction residuals much easier to spot.

The default orientation for TIFF images (and most image
formats) is such that the first pixel resides in the upper left cor-
ner of the viewport, whereas FITS images are usually displayed
with the first pixel in the lower left corner. To comply with these
conventions, STIFF flips the original image content along the y
direction by proceeding through the FITS file backwards, line-
by-line.

STIFF takes advantage of the TIFF header “tag” mecha-
nism to include metadata that are relevant to the IIPImage server
and/or web clients. For instance, the ImageDescription tag
is used to carry a verbatim copy of the original FITS header.
Another set of information of particular importance, especially
with floating point data, is stored in the SMinSampleValue and
SMaxSampleValue tags: these are the minimum and maximum
pixel values (S min and S max) that define the display scale. These
values do not necessarily represent the full range of pixel val-
ues in the image, but rather a range that provides the best visual
experience given the type of data. STIFF sets S max to the 999th
permil of the image histogram by default. S min is computed in a
way that the sky background S sky should appear on screen as a
dark grey ρsky ≈ 0.001 (expressed as a fraction of the maximum
display radiant emittance: 1 ≡ full white):

S min =
S sky − ρsky S max

1 − ρsky
. (1)

STIFF currently takes simply the median of all pixel values
in the FITS file to compute S sky, although better estimates could
be computed almost as fast (Bertin and Arnouts, 1996).

Transcoding speed can be a critical issue, for instance in
the context of real-time image monitoring of astronomy obser-
vations. On modern hardware, the current STIFF conversion
rate for transcoding a FITS file to an IIPImage-ready tiled pyra-
midal TIFF ranges from about 5Mpixel/s to 25Mpixel/s (20-
100MB/s) depending on the chosen TIFF compression scheme
and system I/O performance. This means that FITS frames with

Figure 3: Illustration of tiled multi-resolution pyramid with 4 levels of resolu-
tion.

dimensions of up to 16k×16k pixels can be converted in a mat-
ter of seconds, and just-in-time conversion is a viable option
for such images. Note that although STIFF is multithreaded, all
calls to libtiff for writing tiles are done sequentially in the
current implementation and there may, therefore, be some room
for significant performance improvements.

2.4. Protocol and Server-Side Features

IIPImage is based on the Internet Imaging Protocol (IIP), a
simple HTTP protocol for requesting images or regions within
an image, which allows the user to define resolution level, con-
trast, rotation and other parameters. The protocol was originally
defined in the mid-1990s by the International Imaging Industry
Association (Hewlett Packard, Live Picture, Eastman Kodak,
1997), but has since been extended for IIPImage. The use of
such a protocol provides a rich RESTful-like interface to the
data, enabling flexible and consistent access to imaging data.
IIPImage is also capable of communicating using the simpler
tile request protocols used by Zoomify or Deepzoom and the
more recent IIIF image access API (International Image Inter-
operability Framework, Sanderson et al., 2013).

Table 1 lists the main commands already available in the
original, cultural heritage-oriented version of IIPimage. For a
complete description of the protocol, see the full IIP protocol
specification (Hewlett Packard, Live Picture, Eastman Kodak,
1997).

For this project the entire IIPImage codebase was updated
and generalized to handle up to 32 bits per pixel, with support
for single precision floating point data. Support for double pre-
cision (at the expense of performance) would require a rela-
tively simple code update. In addition, several extensions were
implemented that allow the application of predefined colormaps
to grayscale images, adjust the gamma correction, change the
minimum and maximum cut-offs of the pixel value range, and
that enable the export of image data profiles. A list of the new
available commands is given in table 2.

4



Command Description

FIF Image path p. [FIF=p]

OBJ Property/ies text to be retrieved from image and
server metadata. [OBJ=text]

QLT JPEG quality factor q between 0 (worst) and 100
(best). [QLT=q]

SDS Specify a particular image within a set of se-
quences or set of multi-band images. [SDS=s1,s2]

CNT Contrast factor c. [CNT=c]

CVT Return the full image or a region, in JPEG format.
[CVT=jpeg]

WID Width w in pixels of the full sized JPEG image re-
turned by the CVT command (interpolated from the
nearest resolution). [WID=w]

HEI Height h in pixels of the full sized JPEG image
returned by the CVT command (interpolated from
the nearest resolution). [HEI=h]

RGN Define a region of interest starting at relative
coordinates x, y with width w and height h.
[RGN=x,y,w,h]

ROT Rotate the image by r (90, 180 or 270 degrees).
[ROT=r]

JTL Return a tile with index n at resolution level r, in
JPEG format. [JTL=r,n]

SHD Apply hillshading simulation with azimuth and al-
titude angles a, b. [SHD=a,b]

SPECTRA Return pixel values in all image channels for a par-
ticular point x,y on tile t at resolution r in XML
format. [SHD=r,t,x,y]

Table 1: Main commands available in IIPImage

2.4.1. Examples
In order to better understand how these commands can be

used, here are several examples showing the typical syntax and
usage for applying colormaps, setting a gamma correction and
for obtaining a full bit-depth profile.

All requests take the general form:

<protocol>://<server address>/<iipsrv>?<IIP Commands>

The first IIP command must specify the image path and sev-
eral IIP command–value pairs can be chained together using the
separator & in the following way:

FIF=<image path>&<command>=<value>&<command>=<value>

Thus, a typical request for the tile that fits into the small-
est available resolution (tile 0 at resolution 0) of a TIFF image
named image.tif is:

http://server/iipsrv.fcgi?FIF=image.tif&JTL=0,0

Let us now look at some more detailed examples using the
new functionality created for IIPImage. For example, in order

Command Description

CMP Set the colormap for grayscale images. Valid col-
ormaps include GREY, JET, COLD, HOT, RED, GREEN
and BLUE. [CMP=JET]

INV Invert image or colormap. [Does not require

an argument]

GAM Set gamma correction to g. [GAM=g]

MINMAX Set minimum min and maximum max for channel
c. [MINMAX=c:min,max]

PFL Request full bit-depth data profile for resolution
r along the line joining pixel x1,y1 to x2,y1.
[PFL=r:x1,y1-x2,y2]
Note: Only horizontal (y1 = y2) and vertical profiles
(x1 = x2) currently supported

Table 2: List of new commands implemented in IIPImage.

to export a profile in JSON format from pixel location x1,y1
horizontally to pixel location x2,y2 at resolution r on image
image.tif, the request would take the form:

FIF=image.tif&PFL=r:x1,y1-x2,y2

In order to request tile t at resolution r and apply a standard
jet colormap to image image.tif, the request would take the
form:

FIF=image.tif&CMP=JET&JTL=r,t

and the equivalent inverted colormap request:

FIF=image.tif&CMP=JET&INV&JTL=r,t

In order to obtain metadata containing the minimum and
maximum values per channel:

FIF=image.tif&OBJ=min-max-sample-values

In order to request tile t at resolution r and apply a gamma
correction of g and specify a minimum and maximum of m1 and
m2 respectively for image band b:

FIF=image.tif&MINMAX=b:m1,m2&GAM=g&JTL=r,t

Commands are not order sensitive excepting JTL and CVT

that must always be specified last.

2.5. Security
A client-server architecture also has the advantage in terms

of control and security of the data as the raw data at full bit
depth does not necessarily need to be made fully available to
the end user. Indeed, the raw data need never be directly ac-
cessible by the public and can be stored on firewalled internal
storage and only accessible via the IIPImage server. Thus only
8 bit processed data is ever sent out to the client and restrictions
and limits can be applied if fully open access is not desired.
The IIPImage server also contains several features for added se-
curity, such as a path prefix, which limits access to a particu-
lar subdirectory on the storage server. Any requests to images
higher up or outside of this subdirectory tree are blocked.
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If an even greater level of security is required on the trans-
mitted data, the IIPImage server can also dynamically apply a
watermark to each image tile with a configurable level of opac-
ity. Watermarking can be randomized both in terms of which
tiles they are applied to as well as their position within the tile
itself, making removal of watermarks extremely difficult.

2.6. Web Clients
Two web clients, developed using different approaches and

different goals in mind, are presented in this paper as examples
to illustrate the capabilities of the system.

The first one, known as VisiOmatic, is built on top of the
leaflet JavaScript mini-framework, and is designed to display
large celestial images through a classic image tile-based view.

The second client builds on the existing IIPMooViewer
client to demonstrate two experimental features more specif-
ically relevant to planetary surface studies: hillshading and
advanced compositing / filtering performed at the pixel level
within the browser.

3. Astronomy Applications

3.1. Celestial Images
Two essential features of astronomy image browsers are

missing in the IIPMooViewer client originally developed for
cultural heritage applications: the handling of celestial coor-
dinates and a comprehensive management system for vector
layers (overlays). It soon became clear that developing such
a system from scratch with limited human resources would
raise severe maintenance issues and portability concerns across
browsers and platforms. We investigated several JavaScript li-
braries that would provide such functionality and decided to
build a new client, VisiOmatic, based on the Leaflet library
(Agafonkin, 2010). Leaflet is open-source and provides all
the necessary functions to build a web client for browsing in-
teractive maps. It is, in fact, not simply a client, but a small
framework, offering features not directly available in standard
JavaScript such as class creation and inheritance. It has a well-
documented, user-friendly API and a rich collection of plug-ins
that significantly boost its potential, while providing many ad-
vanced programming examples. Indeed, VisiOmatic operates
as a Leaflet plug-in and as such comes bundled as a NodeJS
package. Documentation for the VisiOmatic API is available
on the VisiOmatic GitHub page5.

Once the iipsrv server has been installed, embedding a
zoomable astronomy image in a web page with the VisiOmatic
and Leaflet JavasScript libraries is very simple and can be done
with the following code:

<div id="map"></div>

<script>

var map = L.map(’map’),

layer = L.tileLayer.iip(’/fcgi-bin/iipsrv.fcgi?

FIF=/path/to/image.ptif’).addTo(map);

</script>

5https://github.com/astromatic/visiomatic

Leaflet was built from the ground up with mobile device
support in mind. VisiOmatic capitalizes on this approach by
defining the current map coordinates at the center of the view-
port instead of the mouse position. This also makes the co-
ordinate widget display area usable for input, copy or paste
as coordinates do not change while moving the mouse. Ce-
lestial coordinates are handled through a custom JavaScript li-
brary that emulates a small subset of the WCS standard (Cal-
abretta and Greisen, 2002), based on the FITS header content
transmitted by the IIPImage server. Our simplified WCS library
fits into Leaflet’s native latitude–longitude coordinate manage-
ment system, giving access to all layer contents directly in ce-
lestial coordinates. This makes it particularly easy to synchro-
nize maps that do not use the same projection for e.g., orienta-
tion maps, “smart” magnifiers, or multi-band monitoring.

Changing image settings is done by appending the relevant
IIP commands (see e.g., Table 2) to the http GET tile requests.
Metadata and specific data queries, such as profile extractions,
are carried out through AJAX requests. VisiOmatic also uses
AJAX requests for querying catalogs from other domains, with
the restriction that the same origin security policy6 present in
current browsers requires that all requests transit through the
image server domain, which must, therefore, be configured as a
web proxy.

The VisiOmaticwebsite7 showcases several examples of ap-
plications built with the VisiOmatic client. They involve large
images of the deep sky stored in floating point format, includ-
ing a one terabyte (500,000 ×500,000 pixels) combination of
250,000 exposures from the 9th Sloan Digital Sky Survey data
release (Ahn et al., 2012), representing about 3TB worth of raw
image data (Fig. 4).

Display performance with the VisiOmatic client varies from
browser to browser. Browsers based on the WebKit render-
ing engine (e.g., Chrome, Safari) generally offer the smoothest
experience on all platforms, especially with complex overlays.
User experience may also vary because of the different ways
browsers are able to deal with data. For example, examin-
ing images at exceedingly high zoom levels and scrutinizing
groups of pixels displayed as blocks is common practice among
astronomers. Leaflet takes advantage of the built-in resam-
pling engines in browsers to allow image tiles to be zoomed
in smoothly through CSS3 animations. VisiOmatic uses the
image-rendering CSS property to activate nearest-neighbor
interpolation and have the pixels displayed as blocks at higher
zoom levels. Although this works in, for example, Firefox
and Internet Explorer 11, other browsers, such as Chrome,
do not offer the possibility to turn off bilinear interpolation at
the present time, and zoomed images will not appear pixelated
in those browsers. Hopefully, it is expected that such resid-
ual differences will eventually disappear as browser technology
converges over standards.

6The Cross-Origin Resource Sharing (CORS) mechanism implemented in
modern browsers could in principle prevent that, but it is not supported by the
main astronomy data providers at this time.

7http://visiomatic.org
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Figure 4: The VisiOmatic web client showing a part of an SDSS release nine image stack (Ahn et al., 2012) provided by the IIPImage server in the main layer, plus
two vector layers superimposed. Yellow: local detections from the photometric SDSS catalog provided by the Vizier service (Ochsenbein et al., 2000). Purple:
horizontal profile through the image extracted by the IIPImage server.

4. Planetary Science

Planetary Science data are largely heterogeneous with re-
spect to the physical quantities they describe (chemical abun-
dances, atmospheric composition, magnetic and gravitational
fields of Earth-like planets and satellites, reflectance, surface
composition) and with respect to the formats they are encoded
in (raster, vector, time-series, in ASCII or various binary for-
mats). Two scientific communities are essentially involved in
Planetary Science research: astronomers and geologists / geo-
physicists.

Geographical Information Systems (GIS) are the basis for
planetary surface studies but they often suffer from a lack of
systematic and controlled access to pixel values for quantitative
physical analyses on raster data (Marmo, 2012).

In Earth Sciences, distributors of GIS commercial software
have been ready to exploit the potential of the Web. This is the
case, for example, of the online ArcGIS WebMap Viewer8.

However, the difficulty in sending 16 or 32 bit precision sci-
entific data using current web technologies has, hitherto, lim-
ited web visualization to public outreach applications such as

8http://www.arcgis.com/home/webmap/viewer.html

the Microsoft World Wide Telescope available for images of
Mars (Scharff et al., 2011) or Google Earth for Mars9.

Nevertheless, remote scientific visualization has been
achieved with tools such as JMars10 (Christensen et al., 2009)
and HiView11, which are both Java clients that aim to visual-
ize both remote and local data. The first is GIS based (layer
superposition oriented) while HiView is more a remote sensing
software (raster manipulation oriented) that is an ad-hoc prod-
uct for HiRISE12 and which uses the JPIP protocol for remote
access to JPEG2000 imagery.

The visualization system we propose already supports basic
manipulations on raster layers, raster layer superposition and
could easily manage vector layer creation and superposition. It,
moreover, enables access to full precision pixel values and pro-
vides a simple and generic solution for planetary applications,
efficiently and elegantly blending both GIS and remote sensing
approaches.

9http://www.google.com/earth/explore/showcase/mars.html
10http://jmars.mars.asu.edu
11http://hirise.lpl.arizona.edu/hiview/
12http://hirise.lpl.arizona.edu
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Figure 5: Example of a planetary application using HRSC Mars images
(ESA/DLR/FU Berlin/G. Neukum). The resulting color image is a linear com-
bination of input channels. The mixing matrix is defined by a user-adjustable
combination of Red, Green, Blue and a contrast factor for each input channel.

4.1. Color Compositing
Color compositing is an essential feature in both GIS and

remote sensing applications and is used to point out differences
in surface composition by performing on-demand composition
of specific color bands. Interactive color composition on the
Web can be achieved using the HTML5 canvas element which
allows us to directly access and manipulate image pixel values.
This, therefore, enables more complex real-time image process-
ing directly within the client and we have developed a version
of our client making extensive use of HTML5 canvas proper-
ties13 in order to implement on-demand color composition with
multiple input channels (Fig. 5).

Color compositing performance depends essentially on can-
vas size (the overall image size is irrelevant as only the dis-
played part of the image needs to be processed). For the exam-
ple cited above the processing time is about 1 to 3 ms per tile
(256 × 256 pixels), depending on browser and client hardware.

4.2. Terrain Maps - Hillshading
High resolution 3D data is not easy to stream or to make

multi-resolution. Furthermore as IIPImage is essentially image-
centric, a 2D rendering approach to visualization was favored.
In order to facilitate the use of DEM (digital elevation map)
data, two approaches have been developed in our IIPimage
framework.

The first approach is the dynamic application of custom col-
ormaps to grayscale images. A new command CMP has been

13http://image.iap.fr/iipcanvas/hrsc.html

added to the IIP protocol, which can also be useful for the vi-
sualization of other physical map data such as gas density, tem-
perature or chemical abundances in real or simulated data.

In the second approach, elevation point data is converted to
vector normal and height data at each pixel. In this form, they
are also able to be stored within the standard TIFF format. The
XYZ normal vectors can be packed into a 3 channel “color”
TIFF, whereas the height data can be packed into a separate 1
channel monochrome TIFF. They are both, therefore, able to be
tiled, compressed and structured into a multi-resolution pyra-
mid for streaming with IIPImage. A basic rendering technique
for DEM data is that of hill-shading (Horn, 1981) where a vir-
tual directional illumination is used to create shading on virtual
“hills”. A fast hill-shading algorithm has been implemented
server-side in IIPImage and extended to 32 bit data allowing
the user to interactively set the angle of incidence of the light
source and view a dynamically rendered hill-shaded relief map.
An example showing a Mars terrain map from Western Arabia
Terra can be seen online14 and in Fig. 6.

5. Performance Analysis

Although the use of JPEG compression as a delivery for-
mat significantly reduces the bandwidth required, data access,
dynamic processing and compression of 32 bit data can im-
pose significant server-side overhead, that will ultimately dic-
tate the maximum number of users that a server will be able
to handle. Timings and memory usage depend on image type,
server settings and commands in the query; we chose to focus
on the typical case of browsing a large, single channel, single
precision floating-point image stored with tiles of 256 × 256
pixels in size. In order to fully test this, we created a large
131, 072×131, 072 pixel FITS image by combining contiguous
SDSS i-band images using the SWarp package (Bertin et al.,
2002). This large image was then converted to a 92GB multi-
resolution TIFF comprising 9 resolution levels using STIFF.

Our tests were performed on two Dell PowerEdge servers
running GNU/Linux (Fedora distribution with kernel 3.11) and
equipped with 2.6GHz processors, 32 and 48 GB of RAM and a
Perc5i internal RAID controller. In order to check the influence
of the I/O subsystem on server performance, we installed the
TIFF file on two different types of RAID:

a) a RAID 6 array of 12×3 TBytes SAS (6Gb/s) hard drives
formatted with the XFS filesystem.

b) a RAID 5 array of 6×1 Tbytes SATA3 (6Gb/s) solid-state
drives (SSDs) formatted with the Ext4 filesystem.

On both systems we obtain a typical sequential read speed
of 1.2 GB/s for large blocks; but obviously access times are
much lower on the RAID of SSDs (< 1ms vs 15ms for the one
with regular hard drives).

The client consists of a third machine sending requests to
any of the two servers through a dedicated 10GbE network. We

14http://image.iap.fr/iipdiv/hirise.html
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Figure 6: Example of a planetary web application using HiRISE Mars images (NASA/JPL/University of Arizona). The digital elevation model (a floating point
raster) is displayed using the JET colormap with cuts set by the user from the control panel. Superimposed is the hill-shading layer computed by the IIPImage server
from the DEM; the azimuth incidence angle can be adjusted from the control panel.

used a modified version of ab, the ApacheBench HTTP server
benchmarking package, to send sequences of requests to ran-
dom tiles among the 262,144 that compose the highest image
zoom level. Appropriate system settings, as prescribed in Veal
and Foong (2007), were applied server-side and client-side to
ensure that both ends would stand the highest possible concur-
rency levels with minimum latencies and maximum through-
put. We conducted preliminary tests through Apache’s httpd15,
Lighty Labs’ lighttpd16, a combination of Nginx17 and Lighty
Labs’ spawn-fcgi and finally LiteSpeed Technologies’ Open-
LiteSpeed18. We found the latter to offer the best combination
of performance and robustness, especially at high concurrency
levels; hence all the requests to iipsrv in the tests reported be-
low were served through OpenLiteSpeed (one single lshttpd

instance).

5.1. Timings

Figure 7 shows the distribution of timings of the main tasks
involved in the server-side processing of a tile, for several sys-
tem and iipsrv cache settings. In order to probe the impact of

15http://httpd.apache.org
16http://www.lighttpd.net
17http://nginx.org
18http://open.litespeedtech.com

I/O latencies, we set up an experiment where the server system
page cache is flushed and the iipsrv internal cache is deacti-
vated prior to running the test (upper row of Fig. 7). With such
settings most accesses to TIFF raw tiles do not benefit from
caching. As a consequence, iipsrv timings are dominated by
random file access times when the data are stored on spinning
hard disks, with access latencies reaching up to ≈ 25ms in un-
favorable situations. As expected, switching to SSDs reduces
the uncached file access latencies to less than 1ms.

However, in practice much better timings will be obtained
with regular hard drives, as tiles are generally not accessed ran-
domly. Moreover, leaving the system page cache un-flushed
between test sessions when using spinning hard drives reduces
access latencies to a few milliseconds (lower row in Fig. 7).
Activating iipsrv’s internal cache system will further reduce
latencies close to zero for tiles that were recently visited.

Further testing with TIFF images of different size was car-
ried out in order to ensure that the system would also scale in
terms of file size and the timings reported above remain roughly
identical as file size increases up to at least 1.8TB.

5.2. Concurrency and Data Throughput

Each single-threaded FastCGI process takes about 5-10ms
to complete, and is therefore capable of serving up to 100-200
256 × 256 “new” tiles per second. Higher tile serving rates
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Figure 7: Cumulative distributions for the timings of the main tasks involved in the processing of random 256 × 256 pixel tiles in four different contexts (see text
for details). “Initialization” is the time taken to initialize various objects and (re-)open the TIFF file that contains the requested raw tile (call to TIFFOpen()). “Tile
access” is the time spent accessing and reading the content of a raw tile. “Normalization” and “Gamma correction” respectively measure the time it takes to apply
intensity cuts and to compress the dynamic range of pixel values for the whole tile. “8 bit quantization” is the time spent converting the tile to 8 bit format, while
“JPEG encoding” is the time taken to encode the tile in JPEG format.

are obtained by running several instances of iipsrv on servers
with multiple CPU cores. But how is the system able to keep
up with a large number of concurrent requests?

As Fig. 8 shows, the tile serving rate remains remarkably
flat, and latency scales linearly with the concurrency level when
the number of concurrent requests exceeds that of CPU cores.
Setting a limit for average latency to ∼500ms for comfortable
image browsing, we see that a single 12-core web server can
handle ∼700 concurrent 256 × 256 tile requests, which corre-
sponds to about 100 users frantically browsing large, uncom-
pressed, single-channel floating-point images. This estimation
is well verified in practice, although it obviously depends on
tile size and on the amount of processing carried out by iipsrv.
Note that the average tile serving rate obtained with a single 12-
core web server corresponds to a sustained data rate of 60MB/s
for 256×256 tiles encoded at a JPEG quality factor of 90; higher
JPEG quality factors bring the data rate close to the saturation
limit of a 1GbE connection.

6. Conclusion and Future Work

A high performance web-based system for remote visual-
ization of full resolution scientific grade astronomy images and
data has been developed. The system is entirely open-source
and capable of efficiently handling full resolution 32 bit float-
ing point image and elevation map data.

We have studied the performance and scalability of the sys-
tem and have shown that it is capable of handling terabyte-size
scientific-grade images that can be browsed comfortably by at
least a hundred simultaneous users, on a single server.

By using and extending an existing open source project, a
system for astronomy has been put together that is fully mature,
that will benefit from the synergies of the wider scientific imag-
ing community and that is ready for use in a busy production
environment. In addition the IIPImage server, is distributed as
part of the default Debian, Ubuntu and Fedora package reposi-
tories, making installation and configuration of the system very
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Figure 8: Tile serving rate (in blue) and latency (in orange) as a function of the
number of concurrent tile requests using 12 instances of iipsrv on a 12-core
server equipped with an SSD RAID.

straightforward. All the code developed within this project for
iipsrv has been integrated into the main code base and will
form an integral part of the 1.0 release. However, there are still
many potential directions for improvements, both server-side
and client-side. Most importantly:

• The TIFF storage format used on the server currently re-
stricts pixel bit depth, the number of image channels, and
I/O performance (through libtiff). A valid alternative
to TIFF could be the Hierarchical Data Format Version 5
(HDF5) (HDF Group, 2000), which provides a generic,
abstract data model that enables POSIX-style access to
data objects organized hierarchically within a single file;
some radio-astronomers have been trying to promote the
use of HDF5 for storing massive and complex astronomy
datasets (Masters et al., 2012). A more radical approach
would be to adopt JPEG2000 as the archival storage for-
mat for astronomy imaging archives (Kitaeff et al., 2014),
which could also remove the need for transcoding images
for visualization purposes.

• Additional image operations could be implemented
within iipsrv, including real-time hyperspectral image
processing and compositing.

• Although the IIPImage image tile server already supports
simple standard tile query protocols and interfaces eas-
ily with most image panning clients, a welcome addi-
tion would be to offer support for the more GIS-oriented
WTMS (Web Map Tile Service) protocol (Open Geospa-
tial Consortium, 2010).

• The International Virtual Observatory Alliance (IVOA)
has agreed on a standard set of specifications for discov-
ering and accessing remote astronomical image datasets:
the Simple Image Access Protocol (SIAP) (Tody et al.,
2011). The response to an SIAP query consists of meta-
data and download URLs for matching image products.

Current SIAP specifications19 do not provide specific
ways to access pyramids of tiled images. Still, support for
SIAP could be implemented within or outside of iipsrv
for generating, for example, JPEG cutouts or lists of tiles
that match a given set of coordinates/field of view/pixel
scale.

• Both IIPMooViewer and Leaflet clients require all lay-
ers displayed on a map at the same moment to share the
same “native” pixel grid (projection). Although this lim-
itation does not prevent “blinking” images with different
pixel grids, it precludes overlapping different observa-
tions/exposures on screen. For instance it makes it im-
possible to display accurately the entire focal plane of
a mosaic camera on a common viewport, without prior
resampling. Having different images with different na-
tive pixel grids sharing the same map would require the
web-client to perform real-time reprojection. Client-side
reprojection should be possible e.g., with version 3 of the
OpenLayers library20.
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