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1. Introduction

Several applications of spatial statistics include the analysis of cylindrical data, e.g., wave
direction and height (Wang et al., 2015), wind direction and speed (Modlin et al., 2012), animal
migration direction and intensity (Hanks et al., 2015), or ocean currents (Lagona and Picone, 2016).
Such data can be represented as a bivariate spatial series of angles and magnitudes at locations
in a domain of interest. The term 'cylindrical data’ refers to the combination of a circular angle
and a linear magnitude, where the pair can be interpreted as a point on a cylinder. The special
topology of the cylindrical support for the data is challenging for the statistical modeling, and
cylindrical models may need to account for skewness, heavy tails, multimodality and asymmetry in
the marginal distributions.

Circular and cylindrical data are two forms of directional data. A comprehensive treatment
of all forms of directional data was given by Mardia and Jupp (1999), with Pewsey and Garcia-
Portugués (2020) providing a review of more recent advances. The literature for cylindrical data
revolves mainly around conditional modeling, i.e., the linear variable depends on the circular
variable (circular-linear regression) or the circular variable depends on the linear variable (linear—
circular regression). Johnson and Wehrly (1978) developed distributions for cylindrical data based
on a maximum entropy principle, whereas Mardia and Sutton (1978) created a distribution by
conditioning in a trivariate Gaussian distribution. The former distribution was improved by Abe
and Ley (2017), who invoked a power transformation to the linear part and a perturbation to the
circular part to allow for asymmetric “sine-skewing” . Recently, Imoto et al. (2019) also proposed
a way to model cylindrical data with heavy-tailed linear parts.

Approaches for spatial cylindrical data have been more limited because it is difficult to (i) phrase
realistic spatial models for such data, and (ii) conduct reliable inference of model parameters. Wang
and Gelfand (2014) utilized the projected Gaussian process to model circular variables on a spatial
domain. Their model handles asymmetric data and accounts for spatio-temporal dependencies.
This could be advantageous compared with the wrapped Gaussian process proposed by Jona-
Lasinio et al. (2012), which only models symmetric spatially dependent circular data. See also
Markov chain Monte Carlo implementations for inference of spatio-temporal circular data in such
models (Jona Lasinio et al., 2020). The projected Gaussian process was further extended by Wang
et al. (2015) to cylindrical data, resulting in a framework for joint modeling of the circular and
linear components. Their model specifies a conditional Gaussian distribution for height, given the
direction, and a marginal spatio-temporal projected Gaussian distribution for the direction. Another
type of hierarchical model was developed by Modlin et al. (2012), based on a circular conditional
auto-regressive model and a spatial auto-regressive model for the logarithm of the linear part. Other
relevant works include that of Lagona et al. (2015b) who introduced a latent model giving the von
Mises spatial field, and that proposed by Mastrantonio (2018) forming a distribution available for
poly-cylindrical data.

In this paper, we follow an approach for segmenting spatial patterns into a small number of
specific local regimes. This is done by employing a Markov random field (MRF), see e.g., Besag
(1974), Guyon (1995). In particular, we use the one-parameter Potts model, see e.g., Wu (1982),
for the latent classes. The cylindrical data are conditionally independent, given the classes. Thus,
the data are represented by a hidden Markov random field (HMRF), which provides a way of
classifying typical states represented by the cylindrical densities. Related hidden Markov models
have been studied for cylindrical time-series by e.g., Holzmann et al. (2006), Bulla et al. (2012)
and Lagona et al. (2015a). The HMRF model is however more complicated because of the intractable
likelihood function of the model. Our contribution relates to that of Lagona and Picone (2016), who
used a cylindrical HMRF. They developed a computationally intensive expectation-maximization
(EM) algorithm by utilizing a mean-field approximation of the likelihood function. The method is
numerically unstable and it was improved by Ranalli et al. (2018), who instead of considering the full
likelihood, took a pairwise composite-likelihood approach, resulting in a more stable algorithm. We
extend and improve their algorithm by calculating the exact likelihoods for blocks of observations
rather than just pairs. This is combined with an EM algorithm to provide both computational and
statistical efficiency. Our implementation using R code is available at https://github.com/henrisl/Cy
lindrical_ HMM.
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The paper is organized as follows: Section 2 presents theory behind MRFs and introduces the
Potts model that is used. Two cylindrical probability distributions are also introduced and discussed,
before the combined cylindrical HMRF model is defined. Section 3 presents new techniques for
doing inference on this HMRF model, including parameter estimation and model selection. Section 4
presents results from a simulation study to compare inference methods. Section 5 presents results
and discussion from fitting the HMRF model to a set of ocean current observations from the
Norwegian Sea. Section 6 concludes and brings up topics for further work.

2. Models

The cylindrical HMRF used here is obtained by combining a parametric MRF (the Potts model)
with a cylindrical density (two choices considered). In this section, we first present the Potts model
and the two cylindrical densities, before describing the combined HMRF model.

2.1. The potts model

The Potts model is a special type of MRF. It is defined on a discrete lattice £ consisting of |[£| = n
sites, which are indexed by i = 1, ..., n. Here, we consider a rectangular n; x n, grid and n = nyn,.
The random outcome (class) I; at site i takes discrete values, ie., ; € L = {1, ..., K}, where K is
the number of possible classes. The probability mass function (pmf) gives the probability that the
spatial variable 1 = (I4, ..., I,) equals some value. We denote the pmf by Pr(1 = 1) = p(l). To define
the Potts model, we follow the pioneering MRF work of Besag (1974), connecting a formulation of
the distribution via a neighborhood system and that of a joint pmf formed by clique potentials. A

set N, : {Ny,..., Ny} is a neighborhood system for the lattice £ if N; € £\ {i} for all i € £, and
ieN <<= jeNforall pairsi,j € £. Aset ¢ C L is called a clique if i € N; for all pairs
i,j e cThencp : {c1,..., ¢y} is the set of all maximal cliques on the lattice, i.e., all cliques that

cannot be extended by including another point, and n. is the number of maximal cliques. With a
first order neighborhood, the Potts model has clique systems defined by all two closest neighbors.
In the special case of K = 2, i.e., only two classes, this Potts model is identical to the well-known
Ising model.

The so-called Gibbs formulation of the Potts model defines the joint pmf by

L~ p) = Clp) " exp(p Y I =1)). Clp)= Y exp(p Y I =1). (1)
VelL"

cecp cecp

Here, I(-) is the indicator function that takes the value 1 if the argument inside is true, and O if
it is false. The model has only one parameter p, hence it assumes symmetry in all directions and
indifference to the numbering of classes. The normalizing constant C(p) is a sum over all K outcomes
for each entry in the vector l. This sum involves K" terms, and it is not feasible to compute for large
spatial lattices.

The first order Markov formulation of the Potts model is

ex o I =1
(il j € Ni ~ p(lillj; j € Ny) = P(o Xjem 1 ,j)) ;
Zl,feL exp(p ZjeNi I(l; = IJ'))

for all i € {1,..., n}. The neighborhood system includes only the four closest nodes, with less on
the boundaries. The normalizing constant in the denominator is clearly tractable, as the sum is over
only K components.

Note that the formulation has no prior preference for any colors, and in particular the marginal
probability p(l;) is uniform for all colors. An extension of this model is a Potts model with (location-
wise) external field, see e.g., Ameijeiras-Alonso et al. (2019). Even though most computations on
the MREF still work similarly for this external field model, the interpretation is more difficult as the
marginal probabilities are no longer uniform. In fact, they can only be extracted by summing over
all other variables of the grid.

The Potts model shows very different behavior with changing values of the spatial interaction
parameter p. For values of p above pei¢ = log(1 + +/K), there is a phase transition and almost all

(2)

3
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values of the spatial variable 1 are equal (Barkema and de Boer, 1991). Hence, the pmf has K modes
extremely located in the sample space. The spatial coupling decreases for smaller values of p. With
o = 0, the model simplifies to one of spatial independence, and all lattice variables are independent
multinomial distributed with 1/K probability for each class.

2.2. Cylindrical probability distributions

Following Abe and Ley (2017) and Ranalli et al. (2018) cylindrical data are represented on the
form z = (x, ¢), where x € [0, oo) is magnitude (linear part) and ¢ € (—m, ] is angle (circular
part). We present and discuss two cylindrical probability density functions (pdfs).

We first consider the Weibull sine-skewed von Mises (WSSVM) pdf proposed by Abe and Ley
(2017). This equals

op”

27 coshk

p(x, ¢) = (14 sin(¢ — w))x* ! exp(—(ﬁx)“ (1—tanh(x) cos(¢ — u))), WSSVM model.

(3)

Here, « > 0 and B > 0 are shape and scale parameters for the linear magnitude, u € (—m, 7] is the
circular location and A € [—1, 1] is the circular skewness. Finally, the parameter « > 0 represents
the circular concentration and dependence between the circular and linear parts. For x = 0, the
circular and linear parts are independent.

A prominent property of this distribution is that the normalizing constant is numerically
tractable, which is not always the case for cylindrical densities (Kato and Shimizu, 2008). Further-
more, the marginal and conditional distributions exist in closed forms, which for instance facilitates
direct Monte Carlo sampling routines. To generate a random sample from the pdf, one first draws ¢
from its marginal distribution, which is a sine-skewed wrapped Cauchy distribution with location
and concentration tanh(x /2), and then draws from the conditional of x, given ¢, which is a Weibull
distribution with shape « and scale B(1 — tanh(x)cos(¢ — )%, see Abe and Ley (2017).

In Fig. 1, we display the WSSVM pdf for some values of («, A) and with («, 8, ) = (2, 1, 0). Bear
in mind that the variables are actually on a cylinder, so the angle ¢ on the second axis is wrapped
around a circle, and x represents the cylinder height. Notice the high flexibility in both the circular
and linear parts of the pdfs in the different displays. The skewness grows when increasing A, and it is
skewed towards negative values of ¢ when A is negative. The circular part is uniform for « = A = 0.

We next consider another type of cylindrical distribution with a generalized Pareto-type model
for the linear part and a wrapped Cauchy for the circular part (GPTWC), as proposed by Imoto et al.
(2019). Its pdf is

VTR 0\ o xy e e
plx, p) = Tﬂ(: (E) 1+ &<E) (1=K cos(¢p — ) ,  GPTWC model.

(4)

Again, u € (—m, ] is the circular location parameter, « > 0 and 8 > 0 are linear shape and scale
parameters and « € [0, 1] acts as circular concentration and circular-linear dependence. Finally,
T > 0 determines the tail behavior of the linear part. When t — 0, the pdf in Eq. (4) reduces to

1= 2 1/a—1 1/a
p(x, ¢) = Tﬂ; (%) eXp<—<;> (1 —« cos(¢ — u))>, (5)

which is actually the same density as the WSSVM density in Eq. (3) with A = 0 and a repa-
rameterization of «, B and «. Crucially, the normalizing constant of the GPTWC pdf is explicitly
defined, as well as both marginal and conditional distributions. The conditional pdf of x, given ¢,
corresponds to a generalized Pareto-type, and it is straightforward to generate a sample from the
GPTWC distribution, as suggested by Imoto et al. (2019).

In Fig. 2, we plot the GPTWC pdf for some values of («, t) and with (8, u,x) = (1,0, 0.75).
The tails become heavier as t increases. By also varying 8 and «, this pdf is flexible in both the

4
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Fig. 1. Contour plots of the WSSVM density given in Eq. (3)

for («, B, u) =(2,1,0) and (k, A) as indicated.

circular and linear part, and this enables one to fit both distributions that are concentrated in the
circular part and distributions that are more evenly distributed across the circular variable. Unlike
the WSSVM distribution, this pdf is not able to model data with skewness in the circular part. Rather,
it is tailored to fit data with heavy tails in the linear part.

2.3. Cylindrical hidden Markov random field

We now combine the Potts MRF in Eq. (1) and cylindrical distributions of Eqs. (3) and (4) in a
joint model. The classes of the MRF, I;, i € {1, ..., n}, are assumed hidden, or latent, and a class
determines the parameters for the cylindrical pdf. Hence, this can be seen as a HMRF with mixed
cylindrical distributed observations. The Potts pmf is denoted p,(1), where the subscript highlights
the influence of the interaction parameter p, which is assumed fixed but unknown. We further
define z = (zy,...,2,), Z; = (Xi, ¢;) as the vector of bivariate observations. Each observation z;
is assumed to be conditionally independent, given the latent spatial class [;. The cylindrical model
parameters, denoted 6y, for each class k € {1,..., K}, are assumed fixed but unknown. Hence, if
grid point i takes latent class [; = k, the observation z; will have a cylindrical pdf denoted by pg,(z;),
which is either from Eq. (3) or (4). The subscript notation for the parameters @) indicates their
influence and that they are fixed but unknown. Because the observations are assumed conditionally
independent, the joint pdf of all cylindrical data, given the lattice variables, is

n
polz|l) = Hnmn“k (6)

i=1 k=
where 6 = (04, .. ., ) is the collection of all cylindrical model parameters.

5



H.S. Lie and ]. Eidsvik Spatial Statistics 41 (2021) 100497

\ 'y
@ 7] (@/ ~]

i 5 [} i

(a) (@, 7) = (0.25,0) (b) (a,7) = (0.25,0.3)

11
ol |3
ar o
; T hal

C>% ) >
2

(A

a0z
: o
2
0 1 3 4 5 0 1 2 3
X

X
(d) (a,7) = (0.5.0) (e) (a,7) = (0.5,0.3)

(g) (a,7) = (0.75,0) (h) (a,7) = (0.75,0.3) @) (a,7) = (0.75,0.6)

Fig. 2. Contour plots of the GPTWC density given in Eq. (4) for (8, u, x) = (1,0,0.75) and (e, 7) as indicated.

The cylindrical HMRF model has joint model for the observed data and latent classes given by

Po.p(z.1) = po(zIl)p,(1). (7)

We get the marginal likelihood of the model parameters by summing over all the hidden spatial
class variables:

L(6. plz) = po.o(2) = Y _ po.,(z.1). 8)
I'el?

In our presentation and examples, we use a regular grid for the latent field and available data.
However, because the Markovian model is defined on a nearest-neighbor graph (Tjelmeland and
Austad, 2012), the extension to non-regular structures works similarly, with some more book-
keeping in the implementation. One can also choose to keep a regular grid for the latent field, and
simply have missing data at some of the nodes.

The model is visualized in Fig. 3. Here, the arrows indicate the conditional relations between
variables. At one location, the model for cylindrical observations is defined via the class of the latent
variable at that same location. For the MRF, the neighborhood relation does not have a natural
direction, but in a sequential model formulation going from grid cell 1 to n, the dependence for I;
is in a length-m buffer as indicated by the gray cells in Fig. 3, where m is the smallest of the two
grid dimensions; min(ny, ny).

3. Inference

We now consider ways of estimating unknown model parameters and predicting the latent
variables in this HMRF. In Section 3.1, we outline an algorithm for exact likelihood computation
for small grid sizes. Section 3.2 provides composite likelihood approaches for approximating the

6
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Fig. 3. Visualization of the HMRF model. Arrows indicate conditional dependence. Latent classes are spatially dependent,
whereas observations are conditionally independent, given the latent classes. The gray cells indicate the buffer influencing
cell i in a sequential 1 to n ordering.

likelihood for larger grids, which is coupled with an EM algorithm in Section 3.3. We discuss the
asymptotic properties of these estimators and criteria for model selection in Section 3.4.

3.1. Exact likelihood

The likelihood can be defined sequentially by

n
L0, p|z) = Po.o(2) = Po.o(z1) | [ Po.o(zilZ16-1)). (9)
i=2
where zy_1y = (Z1,...,2zi_1). To evaluate this likelihood, we need to compute the sequential
pdfs pg ,(zilz1i—1)), which involves sums over the latent variables I;, for different i. Due to the
computational complexity of the normalizing constant of the Potts model in Eq. (1), this is not
feasible for large spatial grids. Yet, through a restriction on either the number of rows or columns,
m = min(ny, ny), and a clever indexation on the grid cells, one can compute the normalizing
constant exactly for relatively small m. This sequential calculation extends the classical forward-
backward algorithm from hidden Markov chains (MacDonald and Zucchini, 1997) into a spatial
setting (Bartolucci and Besag, 2002; Reeves and Pettitt, 2004). The forward-backward algorithm
was first introduced by Baum et al. (1970) and it computes i) the likelihood of the data in a forward
pass, ii) the posterior marginal probabilities of all latent variables, given the observed data, in an
additional backward pass.

In the forward-backward algorithm, all ensuing probability distributions for the latent variables
and the observations are conditioned on the fixed model parameters (6, p), but we leave this
notation out to make the derivations easier to follow. We initialize the algorithm by finding the
marginal probabilities of the first latent variable, given only the first data observation

l l K
pltiz) = P — Coptar ), 1/C1 = plan) = Y pealt o) (10)
1/1=1
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with p(z1|l;) being a cylindrical density from either Eq. (3) or (4), and p(l;) being the uniform pmf
over the possible outcomes [; € LL. The normalizing constant defines the first term in the sequential
likelihood in Eq. (9).

The algorithm then moves forward through the spatial grid. Neighbors of grid point i are the
points {i — m,i — 1,i 4+ 1,i + m}. Hence, at each step i in the forward recursion, the algorithm
needs to keep track of the probability of every outcome of the vector l;_m)i—1) = (licm, - - ., li1).
By using the conditional independence assumption of the data, p(§|l},;_;, Z1.i—1) = p(IL_, I m) and
p(zillii, Z1.i—1) = p(zi]l;), the forward recursion at step i involves

K K
1/G = pilzii1) =Y ... Y p@IPEI . )P0 i yylZi-1). (11)
li= =1
Pi—myilz1i) = Gp(ziDp(lilliz1, limm )PM—myi—1)|Z1:6=1))
K
Pli—m1yilze) = Z Pimm1yis [ |Za:i).
=1

Here, we need to compute the forward probabilities p(l_my.i|z;;;) for all possible outcomes
Limyi € L™1 see gray cells in Fig. 3. This means that we need to compute and store K™+!
probabilities. Overall, this recursion for computing the exact likelihood has complexity O((n —m+
1K m“), as investigated by Reeves and Pettitt (2004). Clearly, the algorithm is unfeasible when the
number of rows m is large. With only two latent classes, K = 2, Friel and Rue (2007) report that
computation of the likelihood is feasible for grid sizes up to m = 19, while m = 12 for K = 3 and
m = 9 for K = 4. The feasible grid sizes have increased slightly since then, but not substantially. In
addition, we are not interested in merely computing the likelihood once, but seek to maximize it
to estimate the model parameters. As a consequence, the feasible grid sizes for our application are
small.

By stepping recursively backwards, one can compute the marginal probabilities p(l;|z) of each
latent varlable given the complete set of observations. The recursion starts with p(l,|z1.,) =
Zfz —p Z,, =1P l’" m)n|21 -n). The probabilities are used to make marginal predictions of the

latent classes Fori=n,....2,

p(li-1, lilz1:)
plizq, Lilz10) = Wﬂ(hlllzn), li1lzyy) = ;p i1, [1Z1:0), (12)

where the forward calculations in Eq. (11) are re-used. Conveniently, we can also use these
backwards probabilities to draw conditional samples of the latent classes, given z = z;.,,.

3.2. Composite likelihood

As a way to mitigate the unfeasible computational complexity involved with large spatial grids,
we propose to substitute the likelihood in Eq. (8) with a composite likelihood. The composite
likelihood is formed by multiplying component likelihoods, which correspond to marginal or
conditional likelihoods of small subsets of data (Lindsay, 1988; Cox and Reid, 2004; Varin and
Vidoni, 2005). The composite likelihood approach may be less statistically efficient than the full
likelihood, but it is substantially cheaper to calculate, and hence poses a useful trade-off between
efficiency and computational demand.

The simplest case of a composite likelihood is that of only considering pairwise interactions. For
each clique ¢ = (cq, ¢2) € ¢, we define the clique likelihood

Le(8, plze) = Y _ Po.p(ze, Lc), (13)

Icel2
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where z. is the observed data on the grid points corresponding to clique ¢, and the sum is over all
K? possible outcomes for the clique latent classes l. Their joint distribution is defined via

Po.p(Ze, ko) = HHP!) )=, (14)

iec k=1

Pl = C(p) " exp(pllle, =), Clp)= Y exp(plll, = 1,).

IgeL?

The composite log-likelihood function is given as the sum of the log-likelihood of each clique,

cly(6. plz. €)= ) _log(Le(h. p|zc)). (15)

cecy

The pairwise likelihood is feasible to calculate as it involves only few terms in the required
sums. It was used by Ranalli et al. (2018) for cylindrical data. However, as will be shown later,
the direct optimization approach suffers from a small radius of convergence, i.e., the starting values
for the optimization of the log-likelihood need to be close to the true solution in order to converge
satisfactorily. To mitigate this problem, we connect this pairwise likelihood with the EM algorithm
which is presented in Section 3.3.

Recall that exact likelihood is feasible when either the number of rows or columns is small.
This method can hence be used to approximate the likelihood for subsets of larger grids. In this
way, we can form a composite likelihood for entire rows or columns, or sets of a few rows or
columns. Because the evaluation of such blocks goes beyond the pairwise calculations, it is expected
to give a more statistically efficient approximation, closer to the exact likelihood. To avoid storage
problems, the blocks must have either a small number of rows or a small number of columns, so
the forward-backward algorithm runs effectively for each block. Similar ideas of splitting a spatial
grid into smaller blocks for effective computations have been studied by e.g., Caragea and Smith
(2007), Allard et al. (2011), Eidsvik et al. (2014) in various contexts.

In the same way as for the pairwise likelihood, the block log-likelihood is computed by summing
the block components. Each block b has observations denoted by z, and exact likelihood given
by Eq. (9). The resulting block log-likelihood is on the form

cly(6, plz.by) = Y (8. plzp). (16)
beb;

where b; represents the collection of all blocks. The maximum composite likelihood estimates
optimize this expression for 6 and p.

3.3. EM algorithm

To define the iterations of the EM algorithm, we start by the complete-data composite likelihood,
which is the likelihood of both the observations and the latent classes. This is defined by Egs. (13)

and (14). The distribution of the clique latent classes can be written p,(l;) = []j.c;2 p,(1 (1) 0c=to),
and the complete-data composite log-likelihood is then defined by
clea(0, plz. €)= Y _(cly(8) + clSy(p), (17)
cecyp
c,(0) = ZZlog po, @)l =k),  c&y(p) =Y log(p,()I(; = L).
iec k=1 ILeL?

The E-step in the algorithm reduces to predicting the latent spatial classes, or rather the
probability of each possible outcome for each clique. At iteration s of the EM algorithm, we have
given parameter estimates 0 and ps, and we compute the probability l for each latent configuration

9
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I. € L2, for each clique ¢ € ¢; as

Pps(le)ps (Ze)
l pgsp(d C)_ Zl/ . % ’ pgs anosk zl I k) (18)

1.2 pps (I )pgs(zc icc kel

By marginalizing, we can obtain probabilities l,k = Dj, ps (i = k|z.), i € c for each grid point in
the clique belonging to each latent class. The EM algorlthm is in this way applied to the pairwise
composite likelihood method, because the joint for blocks is typically too computer demanding.

The M-step consists of maximizing the expected value of the complete-data composite log-
likelihood in Eq. (17). Conveniently, this is the sum of two components that are independent with
respect to the model parameters. Hence, they can be maximized separately over their respective
parameters, and we define two functions to be maximized

g(0lz, ¢;) = E(cly(0) =Y ) Z li log(py, (z:) (19)

cecp iec k=1

h(plz. e) = E(cly(p) = Y Y " lelog(p, (e (20)

€eCy eel?

The parameter estimates are then obtained by @SH = argmax,{g(f|z, ¢;)} and psq = argmax,

{h(plz, c,)}.
To maximize Eq. (19) we use a handy reparameterization:

0 = (61 - - - . Os¢) = (log(ak), log(Bi). tan(sei/2), log(ky), tanh ™' (A,)),  WSSVM model,
0 = (6. - - -, Os¢) = (log(ax), log(B), tan(py/2), log(te), log(ki/(1 — ki),  GPTWC model.

This parameterization is identical to that used in Ranalli et al. (2018), and it enables optimization
without any constraints because §; € R>. The optimization can then be carried out by quasi-
Newton methods, and we have used the BFGS method from the function optim in R. An alternative
optimization approach with constraints is used by Abe and Ley (2017). Note that there could
be potential challenges with the angle u, in either parameterization as a circular variable is
transformed to a linear variable. It can hit —7 or m from one side in the optimization, but we
did not experience problems with this here.

For the parameter p we need to impose a constraint based on the phase transition at the critical
value pgit, SO that p € (0, peic). We carry out the optimization through the method L-BFGS-B in
optim, which allows for box-like constraints.

3.4. Asymptotic theory and derived quantities

For composite likelihoods, each component is multiplied, even though they are not independent.
This means that composite likelihoods can be seen as likelihoods from a misspecified model that
assumes independence between the components. As such, the assumptions of regular maximum
likelihood estimators do not necessarily hold (Varin et al., 2011). Denoting the score of the
composite likelihood by sq(0|z) = Vycl(0|z), the sensitivity and variability matrices

H(8) = Eo(—Vusa(B12)), J(8) = Varo(sa(6]2)). (21)

are not equal as in the full likelihood case. The Fisher information matrix is substituted by the
Godambe (sandwich) information matrix (Godambe, 1960), given by

G(6) = H(0)/(6) "H(0). (22)

If the composite likelihood was a true likelihood and not a misspecification, we would have
G(0) = H(#) = J(0). Under mild regularity conditions (Varin et al., 2011), the maximum composite
likelihood estimator is asymptotically normally distributed,

(B — 60) 5 N(0, G(O) ). (23)
10
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Table 1

True model parameters for the two cases in consideration with the WSSVM density.
Case 1: Low separation Case 2: High separation

0[1=2 o) = 0[3=2 0(1=3 (12=5 0[3=]
Br=1 B = B3 =106 Br=1 B=5 B3 =08
m1=0 H2 =0 u3 =0 u1=0 u2 =0 u3 =0

K1 =0 Ky = K3=1.5 K1 =0.21 K2=0.21 K3=1.7

A =1 Ay =—1 A3=0 A =038 A =0 A3 =—0.38

Unfortunately, the naive estimator of the variability matrix J(#) tends to become singular when
evaluated at the maximum composite likelihood estimate (Varin and Vidoni, 2005), and the
Godambe matrix gets numerically unstable. Instead, a parametric bootstrap procedure is used for
uncertainty quantification here. Random samples are then drawn from the HMRF model using the
parameters specified by maximum composite likelihood. For each of the random samples we again
use maximum composite likelihood to estimate the parameters for the bootstrap sampled data.
These new estimates are used to assess the variability in the estimators. Note that such bootstrap
sample approaches (Givens and Hoeting, 2013) could be affected by label switching issues, occurring
because the likelihood is invariant to permutations of the classes. A distance-based re-permutation
could potentially be used, but in our case the optimization for bootstrap estimates starts at the
estimated parameters and the right mode of the likelihood surface was detected.

One key assumption in the model we have developed is that the number of latent classes K is
known. In practice, we need model selection criteria to determine K. We use the composite BIC (Gao
and Song, 2010) for model comparison:

C-BIC = —2cl(6|z) + log(n)d:. (24)

Here, d} is termed the effective degrees of freedom and given by d} = tr(f(o)l:lw)*]). Note that
j(0) and 1:1(0) are estimators for J(@) and H(@), respectively, see e.g., Varin and Vidoni (2005). We
use the observed score and the observed informa}ion matrix to calculate the effective degrees of
freedom, i.e., we let J(0) = sq(04]z)sq(0q|z)" and H(0) = —V,fcl(0d|z). The score and Hessian of the
composite log-likelihood can be computed by e.g., the R package numDeriv.

4. Simulation study

Simulation studies are carried out to compare the performance of various methods with regard to
convergence radius of the optimization, parameter estimation accuracy and run time. The favored
method is finally used to investigate bias and variance in the parameter estimation. This is only
reported for the WSSVM distribution, but similar results also apply to the GPTWC distribution.

4.1. Experimental setup

We consider two different cases of parameter sets and two values for the spatial dependence
parameter. In both cases, we simulate data from a 24 x 24 grid with K = 3 latent classes.
The two cases have varying degree of separation between parameters in the latent classes. With
low separation, the cylindrical densities corresponding to each latent class are rather similar.
Hence, the method needs to be statistically robust in order to find the correct parameters. For the
high separation case, the cylindrical densities are further apart, and the inference should be less
demanding for this case.

Table 1 lists the true cylindrical model parameters for the two cases of the WSSVM density.
Contour plots of the corresponding cylindrical densities are displayed in Fig. 4. Observe the
difference in separation between the two cases. In Case 1 with low separation (top), the cylindrical
densities overlap to a greater extent than for Case 2 with high separation (bottom).

To simulate data, we exploit the structure of the model. First, we generate a realization of the
latent field by the Swendsen-Wang algorithm (Swendsen and Wang, 1987) with the true value

11
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Fig. 4. Contour plots of the true sample distributions for each of the two sets of cylindrical parameters with the WSSVM
density.

for the spatial dependence parameter p. Then, given this latent field, observations z; = (x;, ¢;),
i = 1,...,n, are generated by the WSSVM distribution according to the proposed algorithm,
with model parameters determined by the latent class. The parameter inference is done from this
simulated cylindrical data. We repeat this process for several independent replicate realizations of
data.

In Sections 4.2 and 4.3, this setup is used to compare the composite likelihood methods regarding
convergence radius and run time. The same setup is also applied to investigate properties of the
parameters for the WSSVM density in Section 4.4. For the pairwise likelihood we consider both
direct maximization of the composite likelihood function in Eq. (15) and the EM algorithm. Direct
maximization can be carried out by for example the BFGS method from the optim function in R. For
the block likelihood approach, we split the grid into all possible blocks of size m x 24 horizontally
and 24 x m vertically. This means that e.g., for m = 2 we have in total 23 vertical and 23 horizontal
overlapping blocks. For m = 1 we get 24 horizontal and 24 vertical blocks of size 1 x 24. The
block log-likelihood is then computed based on this separation and maximized directly by the BFGS
method from the optim function in R.

4.2. Convergence radius

To compare convergence radius of the optimization procedures, we consider three methods, the
EM approach to the pairwise likelihood, the direct pairwise likelihood and the block composite
likelihood with single rows or columns m = 1. For both cases and both values of the spatial
dependence parameter, we draw 50 data samples. Thus, we get 200 data samples in total, 50 for
each combination of cylindrical parameter set and spatial dependence parameter. For each data
sample, we then use all three methods to estimate the parameters, using the same starting point
for all three methods. The starting points of the optimization are chosen randomly some distance
away from the true optimum, within a comparable domain for the different cases, so the method
needs to be robust in order to find the true optimum. In this way, less robust methods will converge
to local optimums that are not the true solution.

We count the number of times each method converges to the true parameter values. To decide
if the optimization has converged to a local optimum or the true solution, we compute the RMSE
versus the true parameters. If @ are the true parameters, 6 are the estimates and 6° are the starting

12
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Table 2
Number of times each method converged to the true solution.
Method Case 1 Case 2
p =05 p=0.38 p=0.5 p=0..8
EM pairwise 45 38 40 35
Direct pairwise 20 17 16 15
Block, m =1 17 20 17 17

values, the respective RMSE is given by

q
> (67 —6;?, RMSE =
=1

RMSE® =

Q| -

where ¢ is the length of the parameter vector. Then, we say that the optimization converged to the
true solution if the estimated parameters are closer to the true solution than the starting values,
or RMSE < RMSE®. On the other hand, if RMSE > RMSE® the algorithm has converged to a local
optimum that is further away from the true solution than the starting values.

In Table 2 we display the number of times each method converged to the true solution out
of the 50 data samples for each case. In total, the EM algorithm converged to the true solution
for 158 of the 200 data samples, the direct pairwise converged 68 times and the block likelihood
converged 71 out of a possible 200 times. This clearly shows that the EM algorithm has a larger
convergence radius than the direct optimization strategies. Moreover, these results indicate that the
convergence radius of the two direct methods is comparable. The block likelihood method comprises
less approximations and should in theory be more statistically robust. However in practice the effect
is limited.

We compare the run time in minutes for each method. As stopping criterion for the optimization,
we use a relative increase tolerance of 10~ in pairwise or block log-likelihood. The results show
that the EM algorithm is computationally slow. In comparison, direct pairwise optimization reduces
the run time of the EM algorithm by about 30%, which is also what Ranalli et al. (2018) reported. The
block likelihood with m = 1 further reduces the computational time by 25% compared to the direct
pairwise likelihood. Hence, considering these computation times as well as the convergence radius
in Table 2, we claim that if the starting point is close to the true solution, the block likelihood
is favored. For m = 2 the computation time is about 5 times higher than for m = 1 due to
the exponential dependency on m. Further, tests of moderate sample sizes show no indication
of significant increase in convergence radius for m = 2 compared to m = 1. Hence, the added
computational complexity of increased m is not really worth the effort here, even though in theory
the method is closer to the full likelihood.

As we have seen, both the direct pairwise likelihood and the block likelihood are susceptible to
two possible issues, namely only converging to local maximums and sensitivity to initial parameters.
Hence, when considering real data in the next section, we follow the short-run strategy of Ranalli
et al. (2018) to prevent convergence to local maxima. The strategy revolves around running the EM-
algorithm for 50 random starting values, stopping before full convergence, i.e., when the relative
increase in composite log-likelihood is less than some moderate tolerance set to 1072 in our case. Of
all the 50 resulting parameter estimates, we choose the one maximizing the composite likelihood
as starting point for the next part of the algorithm, which is to use a direct likelihood maximization
to speed up convergence. Direct optimization is then run until full convergence, with convergence
tolerance 10~>. Hence, we get a hybrid algorithm that combines the large area of convergence for
the EM algorithm with the computational efficiency of the direct likelihood methods.

4.3. Parameter estimation accuracy

We now assume that the starting point is relatively close to the true solution, so that direct
optimization is guaranteed to converge properly. We then investigate different methods’ accuracy

13
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Table 3
Average computation time of each method for the optimization routine
(in minutes).
Method Case 1 Case 2
p =05 p=0.38 p=0.5 p =028
Direct pairwise 1.79 1.89 2.32 2.00
Block, m =1 1.22 1.34 1.44 1.42
Block, m =2 6.50 8.70 7.83 6.78
Table 4
Average RMSE of parameter estimates.
Method Case 1 Case 2
p =05 p=0..38 p=0.5 p=0..8
Direct pairwise 0.200 0.203 0.194 0.199
Block, m =1 0.182 0.165 0.190 0.194
Block, m =2 0.184 0.163 0.188 0.188

in parameter estimates and their computational efficiency. This is done to decide which of the two
methods should be used for the second part of the hybrid algorithm. Since convergence is ensured
for the second part of the hybrid algorithm, we prefer methods that estimate the parameters
accurately while also maintaining a low run time. We consider the direct pairwise likelihood and
block likelihood methods with m = 1 and m = 2. To compare the performance of the methods,
we consider the RMSE of the parameter estimates as in Eq. (25) and average this over the random
draws. We draw 50 replicates for both cases and both values of the spatial dependence parameter.
As initial values for the optimizations we set the true parameters, in order to ensure and speed
up the convergence. The average run times are shown in Table 3. On average the block composite
likelihood method with m = 1 leads to roughly 30% reduction in computational time compared to
the pairwise likelihood. Also, m = 2 is 5.5 times slower than m = 1, showcasing the exponential
growth in computational complexity as m increases.

In Table 4 we list the average RMSE of the parameter estimates in all four cases for all three
methods. The block composite likelihood approach with m = 1 outperforms the direct pairwise
likelihood, although to a limited extent. Moreover, m = 2 performs slightly better than m = 1, as
we would expect. Overall, the improvement is marginal and factoring in run time, we favor m = 1
for practical implementation. Tests of smaller sample size for m = 3 and m = 4 support the claim
that increasing the number of rows only slightly improves performance, with a significant increase
in run time.

4.4. Behavior of parameter estimates

We investigate the behavior of the estimates of each individual parameter by studying bias and
variance. For each of the 4 cases, we draw 200 realizations of the latent field, each one followed
by drawing observations from the WSSVM density. We use the block composite likelihood method
with m = 1 to estimate parameters for each set of observations.

In Fig. 5 we display boxplots of the parameter estimates for all four cases in consideration.
The density class for each parameter is indicated by the color. As there is only one true spatial
interaction parameter p in each case, this has a gray color and class “NA”. From the display, we see
that overall all parameters look symmetric and exhibit little or no bias. Only the parameters « and
A are asymmetric. These parameters can only take values greater than or equal to 0 or between —1
and 1, respectively, so when the true value is on or close to this limit, the estimates naturally get
asymmetric. Further, there is a clear bias for p = 0.8, but not for p = 0.5. For p = 0.8, the average
of all 200 estimates is roughly 1 in both cases, close to the critical value p;. There is a bias in p
for larger values.
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Fig. 5. Box plots of parameter estimates for Case 1 (top) and Case 2 (bottom) of the WSSVM density for p = 0.5 (left)
and p = 0.8 (right). Parameter classes are indicated by the color. The crosses indicate the true parameter values. (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

We compare these results to a similar experiment carried out by Ranalli et al. (2018). They used
the direct pairwise likelihood method to find parameter estimates. Also, they only tested for low
values of the spatial dependence parameter, p = 0, 0.34, 0.5. For these values, they found little
bias. Similarly to our findings they report on asymmetry in A and «. Contrary to our results of little
or no bias in all WSSVM parameters, they find that the bias of « and A is typically larger than the
other estimates. Proposing the WSSVM density, Abe and Ley (2017) report no problems in finding
maximum likelihood estimates with independently simulated data from a single WSSVM density.
These results are more in line with our findings.

To highlight and ease the comparison of variability in parameter estimates, we plot the empirical
variance of all 200 parameter estimates for all four cases in Fig. 6. The variability in parameter
estimates is in this case a proxy on performance of the algorithm. Because all parameter estimates
are unbiased (except for p = 0.8), small variability means that the algorithm finds the true value
consistently. On the other hand, large variability implies that the parameter estimates deviate from
the true value to a greater extent, although their average coincide with the true value. This means
that the parameters with large variability are harder to estimate. Ranalli et al. (2018) claim that
weakly separated classes lead to larger variability in parameter estimates. Judging from Fig. 6 we
find no evidence for this claim, and we even observe much higher variance for some parameters in
the case of large separation between classes. Our impression is that the variability is instead strongly
linked to the properties of each class density: When densities are constructed such that change in
a parameter value does not alter the density much, the variance of the estimate for that parameter
becomes large. For instance, this is the case for u, in Case 2 and to a lesser extent &, in Case 2
and A3 in Case 1. Density class 2 for Case 2 is approximately uniform in the circular component
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Fig. 6. Empirical variance in parameter estimates for the WSSVM density for the two cases and two values of the
dependence parameter p.

due to A, = 0 and «, being low. Because ., determines the circular location of this approximately
circular uniform distribution, the density does not change much when u, varies. Hence, u, gets a
large variability in Case 2. The same argument can be made for both Case 2 «; and Case 1 A3, small
increments to these parameters have little effect on the corresponding densities.

A low value of p yields considerably larger variance in p¢ and w; for Case 1 and u, for Case 2.
If we consider the class 1 and 2 densities of Case 1 displayed in Figs. 4(a) and 4(b), we see
that the combination of these two densities are almost uniform in the circular part. Hence, if we
disregard the latent classes, or assume all data points to be independent, we are able to fit the
data almost equally well by perturbing both densities in the circular part, i.e., vary both «; and
o simultaneously. Crucially, to keep with the uniform distribution @ and u, need to be about
equal. This results in the optimization algorithm estimating values for w1 and @, away from 0, and
the effect is more prevalent for smaller values of p. For Case 1, the estimates of u; and u, tend
to be heavily correlated, especially so for small spatial interaction parameter p. Since larger values
of p imply a greater probability that neighboring points take the same latent class, we get better
predictions of the latent classes. This leads to better estimation of the circular location parameters
1 and uo, and breaks up some of the correlation in these estimates.

A similar study was done for the GPTWC density, and we summarize some of the most important
results. First, the same bias in the spatial dependence parameter p is observed for the GPTWC
density. Also, there is positive bias in the heavy tail parameter T when it is small, and a negative
bias when it is large. The magnitudes of the biases are small, typically of size 0.02, but they are
consistent and also in line with findings by Imoto et al. (2019), who report that the transition from
overestimation to underestimation occurs for t > 0.3. All other parameters were unbiased.

5. Application to ocean surface currents data in the Norwegian Sea

We analyze a real data set of ocean surface currents (OSC). The data is presented in Section 5.1.
The WSSVM pdf is considered in Section 5.2 and the GPTWC pdf in Section 5.3. Then we use model
selection criteria in Section 5.4 to discuss the circular model results.

Modeling of OSC structures typically rely on computer intensive methods in the form of ocean
models that solve large differential equation systems, see e.g., Slagstad and McClimans (2005). To
capture the uncertainty involved with the complex ocean processes, statistical models have been
shown to be very useful (Wikle et al., 2013). A key property of the models we develop is the need for
compactness, i.e., sufficiently realistic, but relatively low-fidelity models that can be incorporated
onboard for instance autonomous vehicles and drifters. These vessels are unable to run large-scale
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Fig. 7. Map of the Norwegian Sea. The area in consideration is indicated by the red rectangle.

numerical ocean models. Instead, one relies on models that can be computed on shore and then
updated with information captured on the go (Fossum et al., 2019; Holm et al., 2020).

5.1. Data description

The OSC data we consider consist of measurements of the combined geostrophic and Ekman
currents, and are provided by the GlobCurrent project, which is funded by the European Space
Agency.' The area ranges from latitude 66°N to 72°N and longitude 3°W to 12°E (Fig. 7). The area
is of interest because the inflow of Atlantic Water to the Arctic Oceans influences climate and has
a great impact on the biological production in a vast region.

Ingvaldsen et al. (2002) describe temporal variability in the total flow of Atlantic Water from
the Norwegian Sea into the Barents Sea, and conclude that there are large temporal and spatial
variations in the current patterns. The mean state and variations in inflow of Atlantic Water into
the Norwegian Sea was studied by Skagseth et al. (2008). Common for all, is that they used several
time series of mooring observations to classify the states in the areas around the Norwegian Sea.
By using spatial statistics on synoptic snapshot images, we can go further to classify typical current
patterns in the Norwegian Sea.

The data are mapped to an equal angle grid of 0.25 degrees latitude by 0.25 degrees longitude.
The distance between grid cells in the south-north direction is 28 km. However, due to the high
latitude, distance between grid cells in the west-east direction is only approximately 11km. To
satisfy the Potts model assumption of equal spatial dependence in both directions, the distance
between grid points needs to be the same in both directions. Hence, we thin the longitudinal
locations. As a consequence, the grid points will not be evenly spaced, but it serves as a good

1 The data are available to the public and downloadable through the GlobCurrent website: http://globcurrent.ifremer.
fr/
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Fig. 8. Display of the cylindrical observations (top) and the observations mapped to vectors at their grid points to create
vector fields (bottom) for the four dates considered. The red arrow is plotted for reference and represents a current of
angle 0 and speed 0.5m/s. (For interpretation of the references to color in this figure legend, the reader is referred to
the web version of this article.)

approximation. This gives a total size of the area of 667 km in the south-north direction and 676 km
in the west-east direction. With a spatial resolution of 0.25 degrees, this means that the area is of
size 24 x 24 and there are n = 576 observations. We consider OSC data from Summer (July 5) and
Fall (October 3) in both 2005 and 2015.

Fig. 8 (top) shows scatter plots of the OSC speeds on the first axis, measured in m/s and angle of
the OSC on the second axis. Here, an angle of 0 implies a current straight east and an angle of 7 /2
implies a current pointing straight north. Fig. 8 (bottom) shows the OSC as vectors on the grid. The
vector displays give an overview of the spatial structure of the OSC data. For reference and to better
relate to the length of the arrows, the plots also show a red arrow that represents a current pointing
directly east, with speed 0.5m/s beneath the spatial grid. In the displays of the vector fields, the
Barents Sea entrance is close to the north-east corner. A major part of the flow in this corner points
north, with less flow going east.

As noted by both Ingvaldsen et al. (2002) and Kwok et al. (2013), the current circulation patterns
in the Norwegian Sea change with the seasons. The seasonal variability in the currents is in our
model captured by the allocation of latent classes, with e.g., one season dominated by a circulation
pattern corresponding to one latent class, and the other season displaying more of other classes.
For one season, the data in 2005 and 2015 are treated as independent realizations from a model
with the same class parameter settings. We model Summer and Fall data separately.

Because the number of ocean states K is unknown, it needs to be specified. For each season and
for both WSSVM and GPTWC models, we estimate four different models by varying the number K
of latent classes from 2 to 5. The hybrid algorithm starts by optimizing 50 random starting points
with the EM algorithm, and then proceeds by block composite likelihood in the optimization.

5.2. WSSVM

For the WSSVM cylindrical density, the best model appears to be K = 2 (Summer) and K = 3
(Fall). In Summer, the C-BIC of K = 2 is 2026.4, compared to 2347.1 for K = 3 and 2412.8 for
K = 4. For the Fall model, the C-BIC of K = 2 is 2515.1, compared to 2212.1 for K = 3 and 2511.3
for K = 4.

In Fig. 9, the latent class predictions are displayed for both seasons, and for year 2005 and 2015.
The colors of the observations and current vectors represent the latent class predictions with a
maximum marginal posterior prediction criterion. Notice that there are overall fairly large areas
with equal latent class predictions. This is a result of large spatial dependency parameter p, and that
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Fig. 9. Resulting prediction of the latent classes for the WSSVM density. From left to right: Summer 2005, Summer 2015,
Fall 2005, Fall 2015. A maximum probability prediction criterion is used to predict the classes. The latent classes are
indicated by the color of the points/arrows. (For interpretation of the references to color in this figure legend, the reader
is referred to the web version of this article.)

Table 5

Parameter estimates and bootstrap quantiles of the best Summer model with the WSSVM density.
Parameter o B 1 K1 A a B2 2 2 A2 P
2.5% quantile 1.63 9.67 0.15 0.69 —0.26 1.48 7.94 0.02 0.01 —1.00 1.58
Estimate 1.94 12.17 1.32 0.80 1.00 1.58 9.12 1.21 0.13 —1.00 1.75
97.5% quantile 2.00 13.53 1.59 0.92 1.00 1.74 12.03 2.02 0.32 —1.00 1.90

the OSC is fairly homogeneous in large areas. By inspecting the displays of the observations in Fig. 8,
we observe that the similarity between observations from 2005 and 2015 is higher for Summer than
for Fall, implying that the Summer observations are more homogeneous in the cylindrical domain.
The south-east corner of 2005 Fall contains currents of high speed that are highly concentrated
eastwards. The same pattern is not observed for 2015. Hence, it makes sense that the Fall model
includes more latent classes to account for increased variability in current patterns.

In Fig. 10, contour plots of the densities corresponding to the latent classes are displayed. We
also show the OSC observations, using dots for 2005 and plus for 2015. The transparencies of the
dots or plus represent how likely they are to take the latent class of the density displayed. These
displays should be interpreted together with the maximum block composite likelihood estimates
of the model parameters that are presented for the Summer model in Table 5 and the latent class
predictions in Fig. 9. The Summer season observations are described in terms of two densities
that represent unique current regimes. The first density is associated with large absolute angles,
i.e., currents going west. The speeds are higher for positive angles than negative, implying larger
speeds for currents pointing north-west, and lower speeds for currents pointing south-west. This
density is skewed towards positive angles (A; = 1) with moderate circular concentration (k; = 0.8).
This current pattern is most prominent in the south part of the 2015 data set, and the south-western
corner of the 2005 data set. The second density is associated with small absolute angles, i.e., currents
flowing east. This density is negatively skewed (A, = —1) towards currents flowing south-east and
the circular concentration is lower than for the first density («; = 0.13). A low circular concentration
implies that the density is not as concentrated around a single directional mode, and the current
directions are more spread out. Because of the low value of «, the circular-linear dependence is
lower for the second density, which is also observable from the displayed density contours. From
the density displays we notice many outliers in the two distributions. This suggests that the compact
model may be too simple to capture all realistic current patterns.

For the Fall model, density 1 and 2 appear fairly similar to those of Summer, and it is interesting
to note that even though we did not enforce any physical structure in the modeling, the algorithm

19



H.S. Lie and ]. Eidsvik Spatial Statistics 41 (2021) 100497

(c) Fall, density 1 (d) Fall, density 2 (e) Fall, density 3

Fig. 10. Estimated densities of the best model for each season with the WSSVM density. The observations from 2005
and 2015 are plotted as dots and pluses respectively, with transparency of each dot/plus representing the probability of
belonging to that class. Black dots/pluses represent a probability of 1 of belonging to that class.

recognizes this interpretable aspect. The most striking difference is that they are skewed in opposite
ways, with A; = —0.26 and A, = 1 for the Fall model. The additional third density for Fall accounts
for the large current speeds observed in the south-east corner of the 2005 observations, and also
to some extent in the south-east and north-west corners of 2015. In these corners, the high-speed
0OSC are concentrated in the north-east direction. This makes the circular concentration very high
(k3 = 1.5) around direction u3 = 0.69, and it is also negatively skewed (A3 = —1). Even though
the modal direction is north-east, the negative skewing means that the currents point more to the
east than to the north.

We use parametric bootstrap to estimate empirical quantiles of the distribution of the maximum
block composite likelihood estimates. The resulting empirical 2.5% and 97.5% quantiles, along with
the estimates, are displayed in Table 5, for Summer only. All circular-linear dependence parameters
K are statistically significant. Further, the skewness parameter A is significant in the second density,
but not in the first. This indicates that the OSC data are skewed to some degree and justifies our
choice of a skewed cylindrical distribution. The spatial dependence parameter p is clearly significant,
substantiating the need for a hidden spatial process to explain the variability and dependence
between OSC observations.

5.3. GPTWC

For the GPTWC model, the number of latent classes is similarly decided by varying K from 2
to 5. The lowest C-BIC of 2164.7 for the Summer model is achieved for K = 2 latent classes, and
the C-BIC values are 2382.8 and 2406.9 for K = 3 and K = 4, respectively. For the Fall model, the
lowest C-BIC of 2494.1 is attained for K = 3, with K = 2 having C-BIC of 2614.9 and K = 4 of
2630.9. This means that we get the same number of latent classes for both seasonal models as with
the WSSVM density.

Similarly to what was done for the WSSVM model, Fig. 11 displays the results from latent class
predictions with a maximum marginal posterior prediction criteria. As for the WSSVM model, the
GPTWC model also has large areas with equal latent class predictions, suggesting a homogeneous
current field and large spatial coupling.

Contour plots of the densities corresponding to the latent classes are displayed in Fig. 12. For the
Summer model, the first density is associated with large absolute angles. This density resembles
the first density of the WSSVM model, but also includes observations of lower speed with lower
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Fig. 11. Resulting prediction of the latent classes for the GPTWC density. From left to right: Summer 2005, Summer
2015, Fall 2005, Fall 2015. A maximum probability prediction criterion is used to predict the classes. The latent classes
are indicated by the color of the points/arrows. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)

(a) Summer, density 1
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(c) Fall, density 1 (d) Fall, density 2 (e) Fall, density 3

Fig. 12. Estimated densities of the best model for each season with the GPTWC density. The observations from 2005
and 2015 are plotted as dots and pluses respectively, with transparency of each dot/plus representing the probability of
belonging to that class. Black dots/pluses represent a probability of 1 of belonging to that class.

absolute angles. The circular concentration is lower for this density than for the first density of
the WSSVM model, which may explain the inclusion of observations with lower absolute angles.
The circular part of the density is concentrated around w; = 1.66, which corresponds roughly to
currents flowing straight north. Moreover, this density has virtually no heavy tailedness (r; = 0.03).
This is induced by the fact that there are very few outliers in this density.

The second density is concentrated around wu, = 0.1, i.e., currents flowing east, and has a lower
circular concentration than the first density (k; = 0.45). This means that the current directions
are more spread out and not as concentrated around a single directional mode. This property was
also observed for the WSSVM model, with the second density having lower circular concentration.
Furthermore, the second density displays some degree of heavy tailedness (7, = 0.27) with more
non-transparent outliers to the distribution. The GPTWC density is designed to deal with extreme
linear observations, but the fitted model includes heavy tailedness purely in the second density. For
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Table 6

Parameter estimates and bootstrap quantiles of the best Summer model with the GPTWC density.
Parameter a; B H1 7 K1 o B2 Ha 7 K2 P
2.5% quantile 0.47 0.06 1.58 0.00 0.68 0.32 0.09 0.01 0.15 0.31 1.86
Estimate 0.52 0.07 1.66 0.03 0.72 0.36 0.10 0.10 0.27 0.45 2.47

97.5% quantile 0.56 0.07 1.78 0.11 0.78 0.46 0.11 0.54 0.33 0.52 2.97

the WSSVM Summer model, we also saw that only one density was significantly skewed, implying
that the data to some extent displays both skewedness and heavy tailedness.

For the GPTWC model, as was also noted for the WSSVM, we see that density 1 and 2 for Summer
resemble density 1 and 2 for Fall, and the parameter estimates are fairly similar. Again, the algorithm
recognized this feature without any enforced constraints. The biggest differences are that the second
density in the Fall model displays less heavy tailedness (1, = 0.06) and the circular concentration
is larger (k; = 0.88).

For the Fall model, only the third density is significantly heavy tailed (r3 = 0.21). This third
density is associated with current observations of high speed, centered around the modal direction
s = 0.58, i.e., currents pointing north-east. The circular concentration is fairly high (k3 = 0.87),
and the many outliers are dealt with by the heavy tail property of the distribution. For the WSSVM
model, these outliers were accounted for by the first two densities instead of allowing the third
density to have heavy linear tails. This density clearly resembles the third density of the WSSVM
model, with currents pointing north-east at high speed and high circular concentration.

We display quantiles achieved by parametric bootstrap (Table 6) for Summer only. Both circular-
linear dependence parameters « and the spatial coupling parameter o are significant.

5.4. Model comparison

We compare models using the continuous ranked probability score (CRPS), see e.g., Gneiting et al.
(2008). We consider this scoring rule for univariate probabilistic forecasts. It is defined as,
[o¢]
cros(p. ) = [ (F ~ 1y = )y, (26)
—00
where P denotes the predictive probability distribution, x° is the observed value and F is the
cumulative distribution function associated with P. The best model is the one that minimizes the
CRPS.

For cylindrical data, the circular part has to be handled differently, and Grimit et al. (2006)
proposed an analogue to the linear CRPS by considering the angular distance instead of absolute
difference. The angular distance, wrapped around 2, is then used in the CRPS calculation.

We randomly draw 50 hold-out grid points for each data set to conduct model comparison. For
all the selected grid points, we calculate the CRPS for each model. To evaluate the scoring rules, we
first need to compute the predictive distributions for each model at each selected grid point. Let
z_; denote all observations except z;, the hold-out probabilities p(x;|z_;) are conveniently defined
by a re-normalization,

p(li|z)

p(zill)’
where C is a normalizing constant dependent only on z, p(l;|z) are the backward probabilities
defined in Eq. (12) and p(z;|l;) is either from the WSSVM or GPTWC distribution. These probabilities

are then used to define the predictive distribution of observing z{, given all the other observations
Z_;, as a mixture over the latent classes,

pZz) =Y p@|p(lilz_). (28)

lieL

p(lilz_))=C (27)
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Table 7
Average circular and linear CRPS for the estimated models. The model with
the lowest CRPS is indicated with bold for each data set.

Model Circular Linear

WSSVM GPTWC WSSVM GPTWC
Summer 2005 0.1245 0.1330 0.0074 0.0073
Summer 2015 0.1298 0.1461 0.0083 0.0073
Fall 2005 0.1263 0.1270 0.0114 0.0104
Fall 2015 0.1211 0.1289 0.0085 0.0079

In Table 7, the average linear and circular CRPS for the 50 grid points are displayed for each data
set. To make an even comparison of the two models, we use K = 2 classes for the Summer data
and K = 3 classes for the Fall data. Lower CRPS is a result of either less bias in the prediction or
a sharper predictive distribution. From the listed values, we observe that the WSSVM models are
better at predicting the circular part, while the GPFTWC models are better at predicting the linear
part. These are encouraging results, bearing in mind the design of the two cylindrical distributions;
WSSVM is designed to handle skewness in the circular part, while GPTWC is designed to account
for heavy tails in the linear part.

6. Conclusions

We extend a method for inferring model parameters in the setting of spatially dependent
cylindrical data, where a Potts model is used for discrete latent classes. The method of inference is
investigated for two cylindrical densities; one allowing skew circular data and another allowing
a heavy-tailed linear part. The main statistical methodological contribution involves a hybrid
algorithm bridging a fast and statistically efficient block composite likelihood method with a
stable converging expectation-maximization algorithm. The block composite likelihood method
conducts exact evaluations for spatial blocks of variables by leveraging a recursive calculation on
these subsets of the data. Simulation studies show that the block composite likelihood method
takes only about 50 % of the time to converge, compared with the expectation-maximization
algorithm. However, simulation studies also show that the convergence radius of the complex
optimization problem is clearly smaller for the block composite likelihood, so it is useful to start
with expectation-maximization runs and then switch to block composite likelihood evaluations in
the optimization procedure.

We apply the method to ocean surface current data from the Norwegian Sea. Here, the model
serves as a parsimonious representation in that it breaks down current patterns into a discrete
number of local regimes, which can be interpreted and could be useful in real-time operations
onboard an autonomous vehicle. For the data that we studied, the composite information criterion
indicated that 2 or 3 latent classes are appropriate in the Potts model. The skew cylindrical model
provides best fit to the circular components (current direction), while there might be heavy-tails
for the linear component (current strength).

An unexplored path for future work is to combine the skew and heavy tailed distributions to form
a density that enables both skew circular part and heavy-tailed linear part. This could be done by
sine-skewing the wrapped Cauchy distribution for the circular part in the heavy-tailed distribution,
but the theoretical results related to this new density are not yet available and would have to be
derived. Also, the issue concerning reliable parameter estimation would have to be tested.
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