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ABSTRACT
Robust simulations over three-hours are essential to repre-

sent a stationary sea state and derive wave statistics and structural
response of marine structures in a reliable manner. This means
that the numerical model used for the simulation of the sea state
should be computationally efficient, stable and accurate. The
fully nonlinear potential flow (FNPF) model solving the Laplace
equations is found to be a good tool for this application. The
drawback of using the FNPF model is the representation of wave
breaking. Due to the assumptions of irrotational flow, it is not
possible to represent an overturning free surface which occurs
as a result of wave breaking. Therefore, there is a need to in-
vestigate a method to represent the effect of wave breaking in
an efficient yet accurate manner. In this paper, the open-source
model REEF3D::FNPF is used. The model demonstrates good
robust performance and stability even in the presence of break-
ing waves in the domain. However, it is noticed that the free
surface in the aftermath of wave breaking is slightly over pre-
dicted. This results in waves in the post-breaking region that are
higher and steeper than expected after wave breaking. This dif-
ference can be avoided by incorporating techniques to correctly
reduce the wave energy in the post-breaking region by the means
of a reasonable damping mechanism.

Breaking waves generated in the facility at SINTEF
Ocean/NTNU are simulated in REEF3D::FNPF. Earlier pre-
sented results of Star-CCM+ [1] are used in the comparison. The

∗Address all correspondence to this author.

free surface measured at several different locations in the Small
towing tank are compared to the numerical results. As published
earlier, the CFD model represents the model test data well. Fur-
ther, the effect of wave breaking in the numerical models is in-
vestigated by comparing the numerical results from both models.
The difference in the free surface representation is used to ana-
lyze the damping factor required in the FNPF model, compared
to the wave kinematics represented in the CFD model. Further,
REEF3D::FNPF is used to carry out three-hour long simulations
with the JONSWAP spectrum in intermediate water depth con-
ditions in order to identify the influence of the breaking model
parameters on the statistical properties of the generated waves
and compared against model test data.

INTRODUCTION
The breaking wave impact force significantly influences the

design and limit-state analysis of column based offshore struc-
tures. The simulation of such extreme breaking waves is not
possible using potential theory based models. A unique compu-
tational strategy solving the Reynolds-Averaged Navier-Stokes
Equations (RANSE) with a two-phase fluid model such as the
volume of fluid (VOF) method [2] or the level-set method [3]
appears to be the optimal framework able to provide a global
modeling of free-surface viscous flows integrating nonlinearities
such as the breaking phenomena and turbulence. The literature
on the numerical modeling of breaking waves using these tech-
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niques is very large. However, these methods are not practical
for efficiently simulating a three-hour stationary sea state due to
the enormous computational cost and time. The solution which
has begun to become an industrial application, is the coupling of
potential theory-based numerical wave tanks (NWT) with a two-
phase CFD model [4, 5]. The application area of such numeri-
cal wave tanks is only meaningful for steep and high sea states,
which cannot be described by analytical models such as second
order irregular wave models [6], [7]. The appearance of breaking
waves in such sea states of three-hours duration is unavoidable.
This means that the NWT simulation crashes when waves start-
ing to break without any strategy to stabilize the potential theory
model. One possible solution is using a two-phase CFD simula-
tion immediately before wave breaking, which is technically pos-
sible as shown in [8], if only one wave event is of interest in the
simulation. In such a coupled method, the waves are propagate
a long distance in the NWT and the objective in the simulation
is not to simulate each breaking wave properly during propaga-
tion but to let the potential theory based simulation survive such
an event and mimic the energy dissipation due to the wave break-
ing. Several techniques are presented in the recent years [4] . The
common properties of such techniques is that they are dependent
on several numerical coefficients which are defined empirically.
This makes it difficult for a user to set up such a NWT simulation.

The objective of this study to identify the parameters of the
breaking wave in the potential flow model which closely repro-
duces the observed energy dissipation due to breaking in a model
test for one deterministic wave breaking event. The second ob-
jective is to answer the question if one can use only one breaking
event to identify these coefficients for a three-hours simulation
by identifying the effect of the variation of these parameters with
respect to the statistical properties such as power spectrum, the
probability of exceedance of the wave crest height as well as the
elevation rise velocity at a point in space.

In this paper, the open-source hydrodynamic model
REEF3D::FNPF is used to carry out the breaking wave simu-
lation as well as the three-hour long simulations with the JON-
SWAP spectrum in intermediate water depth conditions. The
new numerical wave model FNPF of REEF3D solves the Laplace
equation for the flow potential and the nonlinear kinematic and
dynamic free surface boundary conditions [9]. Very promising
results are seen for the reproduction of the experimental regular
and bi-chromatics waves over a constant water depth as well as
with complex bottom topography. Results have been presented
using this model in [10] and [11]. This approach requires re-
duced computational resources compared to CFD based NWTs.
The REEF3D::FNPF module can use the already implemented
functionality of REEF3D [12], where solid boundaries are incor-
porated through a ghost cell immersed boundary method. There-
fore it is capable of simulating wave-structure interaction such
as complex sea bottom topography by solving the non-linear po-
tential theory problem. The Laplace equation together with the

enclosure of the boundary conditions are solved with a finite dif-
ference method on a stretched σ -coordinate system similar to
OceanWave3D [13].

Focused breaking waves are generated in the facility
at SINTEF Ocean/NTNU and the free surface elevation is
recorded at several locations. This model test is simulated by
REEF3D::FNPF and as earlier presented by Star-CCM+ [1]. The
free surface measured at several different locations in the tank are
compared to the numerical results. As in previous publications,
the CFD model represents the model test data well. Further, the
effect of wave breaking in the numerical model is investigated
by comparing the numerical results from both models. The dif-
ference in the free surface representation is used to analyze the
damping factor required in the FNPF model, compared to the
wave kinematics represented in the CFD model.

Statistical properties of the free surface elevation in the nu-
merical wave tank are validated using the available data from
model tests carried out at SINTEF Ocean/NTNU in the same fa-
cility but with constant water depth and with a different wave
maker.

IMPLEMENTATION
As mentioned in the introduction, the governing equation for

the fully nonlinear potential flow model in REEF3D::FNPF is the
Laplace equation:

∂ 2Φ

∂x2 +
∂

2
Φ

∂y2 +
∂

2
Φ

∂ z2 = 0. (1)

Boundary conditions are required in order to find the unique
solution of the velocity potential Φ from this elliptic equation,
especially at the free surface and at the seabed. These are the
kinematic and dynamic boundary conditions which must be ful-
filled at all times and are prescribed as follows:
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where η is the free surface elevation, Φ̃ = Φ(x,η , t) is the veloc-
ity potential at the free surface, x = (x,y) represents the location
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ZKHUH LV YHORFLW\ SRWHQWLDO� DQG GHQRWH YHORFLW\
SRWHQWLDO DQG ZDYH HOHYDWLRQ IURP D NQRZQ DQDO\WLF RU
QXPHULFDO VROXWLRQ IRU LQFRPLQJ ZDYH� UHVSHFWLYHO\� )LJXUH ��
VKRZV WKH VNHWFK RI WKH GDPSLQJ IXQFWLRQ GHILQHG LQ ]RQH %&�
7KH VDPH GHILQLWLRQ DQG UHFRPPHQGHG YDOXHV IRU WKH GDPSLQJ
IXQFWLRQ DSSO\ ERWK IRU 31:7 DQG &1:7�

7KH ERXQGDU\ FRQGLWLRQ DW WKH ULJKW ERXQGDU\ RI % LV WKDW WKH
QRQOLQHDU SRWHQWLDO IORZ VROXWLRQ HTXDOV WKH OLQHDU ZDYH
VROXWLRQ� 7KH GDPSLQJ LV WR PDNH VXUH WKDW WKHUH LV QR DUWLILFLDO
ZDYH UHIOHFWHG EDFN WR GRPDLQ �%�%&��

Figure 19: Schematic Sketch for Damping Function Definition in PNWT

$SSHQGL[ %� %UHDNLQJ�:DYH 0RGHO LQ 31:7

7KH PDLQ SXUSRVH RI WKH EUHDNLQJ�ZDYH PRGHO LQ 31:7 LV WR
PDLQWDLQ ZDYH VLPXODWLRQ VWDEOH WKURXJKRXW WKH VLPXODWLRQ RI
H[WUHPH VHD VWDWH RI ORQJ GXUDWLRQ� VD\ WKUHH KRXUV� ZKLFK
W\SLFDOO\ LQFOXGHV VLJQLILFDQW QXPEHU RI ZDYH�EUHDNLQJ HYHQWV�
%HFDXVH RI WKH PDWKHPDWLFDO IRUPXODWLRQ RI 31:7 WKDW LV
EDVHG RQ SRWHQWLDO WKHRU\ DQG VLQJOH�YDOXHG IXQFWLRQ
UHSUHVHQWDWLRQ RI WKH IUHH VXUIDFH� ZDYH EUHDNLQJ LV QRW DOORZHG
LQ 31:7 VLPXODWLRQ� $V D UHVXOW� IRU WKH SK\VLFDO EUHDNLQJ�
ZDYH HYHQWV� 31:7 VLPXODWLRQ EUHDNV GRZQ XQOHVV DQ
HPSLULFDO EUHDNLQJ�ZDYH PRGHO LV LPSOHPHQWHG�

$Q HPSLULFDO EUHDNLQJ�ZDYH PRGHO LV GHVLJQHG EDVHG RQ WKH
IROORZLQJ SULQFLSOHV�

�� 7KH PRGHO PLPLFV VSLOOLQJ EUHDNHU
�� 7KH PRGHO DSSOLHV HQHUJ\ GLVVLSDWLRQ VLPLODU WR

WXUEXOHQW YLVFRVLW\

7KH GHYHORSHG EUHDNLQJ�ZDYH PRGHO LV D GLIIXVLRQ�W\SH
GDPSLQJ DSSOLHG RQ WKH IUHH�VXUIDFH NLQHPDWLF DQG G\QDPLF
ERXQGDU\ FRQGLWLRQV ��� DQG ���� 7KH ILQDO IUHH VXUIDFH
FRQGLWLRQV DSSOLHG IRU (20 DV ZHOO DV ZDYH EUHDNLQJ DUH JLYHQ
LQ HTXDWLRQV ��� DQG ���� 7KH GDPSLQJ LV UHSUHVHQWHG E\ WKH ODVW
WHUP LQ WKHVH HTXDWLRQV� 7KH GDPSLQJ LV WULJJHUHG RQ ZKHQ
ZDYH VORSH H[FHHGV D WKUHVKROG YDOXH� SlopeB� DGDSWLYHO\ RQ WKH
ORFDOL]HG DUHD� Db� WKDW FRYHUV WKH ZDYH�IURQW DUHD WKDW H[WHQGV
IURP ZDYH FUHVW WR WKH SRLQW ZKHUH ZDYH VORSH HTXDOV WR SlopeB
DQG WKH ZDYH�EDFN DUHD WKDW H[WHQGV IURP WKH ZDYH FUHVW WR WKH
SRLQW ZKHUH ZDYH VORSH UHDFKHV D SlopeB� DV GHSLFWHG LQ )LJXUH
���

ZKHUH WKH ZDYH�EUHDNLQJ WXUEXOHQFH YLVFRVLW\� � LV
JLYHQ E\

Figure 20: Schematic Sketch for Breaking-Wave Model Definition

7KH WKUHH SDUDPHWHUV LQYROYHG LQ WKH ZDYH�EUHDNLQJ PRGHO�
SlopeB� D�DQG DUH FDOLEUDWHG IURP WKH FRPSDULVRQ RI
31:7 ZDYH VLPXODWLRQ UHVXOWV ZLWK PRGHO WHVW GDWD DQG � RU
&1:7 VLPXODWLRQ GDWD� &XUUHQWO\� WKH FDOLEUDWLRQ LV EDVHG RQ
FRPSDULVRQ RI VWDWLVWLFV RI ZDYH FUHVW KHLJKW IURP ��KU LUUHJXODU
ZDYH VLPXODWLRQV� )RU WKH 1:7 VLPXODWLRQV SUHVHQWHG LQ WKLV
SDSHU� SlopeB  ����� D� ������DQG  ���� P��V DUH XVHG�

x

Db

=SlopeB

=D SlopeB

�� &RS\ULJKW��������$60(

FIGURE 1: Schematic sketch for breaking-wave model definition
from [4]

at the horizontal plane and w̃ is the vertical velocity at the free
surface.

The empirical breaking-wave model presented by [4] is im-
plemented in REEF3D::FNPF. Both free surface conditions (2)
and (3) are modified and extended by one extra element which
mimics a spilling breaker and models energy dissipation similar
to turbulent viscosity.

The additional elements of the free surface conditions is de-
fined as:

∂η

∂ t
= . . .+νB(x, t)

(
∂ 2η

∂x2

)
∂ Φ̃

∂ t
= . . .+νB(x, t)

(
∂ 2φ̃

∂x2

) (4)

where the so called wave-breaking turbulent viscosity νB(x, t) is
given by

νB(x, t) =

{
νB0, x ∈ Db

0, otherwise.
(5)

Db is the location where the dissipation is applied. Its location
is defined by two parameters α and SlopeB where SlopeB =
∂η/∂x is the front steepness of a wave and its value defines the
limit when a wave will be identified as breaking in the potential
solver and the value of α define the length of the damping zone
(Db) upwave (Figure 1).

The bottom boundary condition represents an impervious
solid boundary:

∂Φ

∂ z
+

∂h
∂x

∂Φ

∂x
+

∂h
∂y

∂Φ

∂y
= 0, z =−h. (6)

where h = h(x) is the water depth measured from the still water
level to the seabed.

The Laplace equation with the boundary conditions is solved
with a finite difference method on a σ -coordinate system. A
σ -coordinate system deforms with the free surface and is also
flexible in the handling of irregular boundaries. The relationship
between a Cartesian grid and a σ -coordinate is as follows:

σ =
z+h(x)

η(x, t)+h(x)
. (7)

The vertical grid stretching is defined with the help o the sinh
function:

σ̃ = 1− sinh(δ (σ −1))
sinh(−δ )

(8)

where σ is the uniform σ -coordinates, δ is the stretching factor
and σ̃ is the new σ -coordinates. σ̃ will be referred as σ further
in this paper. This stretching method is used in the simulations
with uniform horizontal grid spacing. The grid is generated by
REEF3D at the start of the simulation.

Once the velocity potential Φ is obtained in the σ -domain,
the velocities can be calculated as follows:

u(x,z) =
∂Φ(x,z)

∂x
=

∂Φ(x,σ)

∂x
+

∂σ

∂x
∂Φ(x,σ)

∂σ
, (9)

v(x,z) =
∂Φ(x,z)

∂y
=

∂Φ(x,σ)

∂y
+

∂σ

∂y
∂Φ(x,σ)

∂σ
, (10)

w(x,z) =
∂Φ(x,z)

∂ z
=

∂σ

∂ z
∂Φ(x,σ)

∂σ
. (11)

Wave generation in the numerical wave tank is handled using
a Neumann boundary condition. Here, the spatial derivatives of
the velocity potential are prescribed according to the wave maker
kinematics. The velocity potential at the boundary can then be
calculated as follows:

ϕi−1 =−u(x,z, t)4x+ϕi (12)

where u(x,z, t) is the horizontal velocity of the wave maker. The
wave maker motion is defined through a time series of the piston
locations or the flap/flap angles. In this paper, the measured mo-
tion of the top of the wave maker is used to generate the waves.
An active absorption method is used to mitigate wave reflection
in the three-hour simulation.

The Laplace equation is discretized using a second-order
central difference scheme and is solved using a parallelized geo-
metric multigrid pre-conditioned conjugated gradient solver pro-
vided by Hypre [14].
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The convection terms at the free-surface are discretized
with the fifth-order Hamilton-Jacobi weighted essentially non-
oscillatory (WENO) scheme [15]. A WENO discretization sten-
cil is based on smoothness of three local ENO-stencils. The lo-
cal stencil with the highest smoothness is assigned the highest
weight and contributes the most significantly to the solution. The
scheme is therefore capable of handling large gradients without
instability.

For the time treatment, a third-order accurate TVD Runge-
Kutta scheme [16] is used with a constant time step. The model is
fully parallelized following the domain decomposition strategy.
Ghost cells are used to exchange information between adjacent
domains and are updated with the values from the neighboring
processors using the Message Passing Interface (MPI).

EXPERIMENTAL DATA
The experiments were carried out in SINTEF/NTNU’s small

towing tank [17] and [18, 19]. Two types of wave makers are
available: a single flap hinged wave maker and a piston type
wave maker. The wave maker is capable of generating regular,
irregular as well as various wave groups. At the other end of the
tank is a beach, with an adjustable height depending on the water
depth. The main dimensions of the towing tank are: length 28 m,
breadth 2.5 m, water depth between 0 and 1.0 m (model scale).

In the focused wave packet study the flap type wave maker
was used with sloping bottom. An idealized gently sloping bot-
tom was modeled in the towing tank using a frame construction.
The frame is covered by solid walls on both side and at the bot-
tom (Figure 2a and 2b). The motion of the top of the wave maker
flap is measured during the test. The angle of the flap with re-
spect to the upright position is calculated from this time series
according to the geometry shown in Figure 2c. In the CFD sim-
ulation, a right handed coordinate system Oxyz with the xy-plane
on the still water line is applied, the z-axis vertically upwards,
and with the origin at the upright position of the wave maker.

Wave probe nr. x [m] y [m]

WP 16 0.00* 0.00

WP 03 4.75 0.00

WP 02 11.27 0.00

WP 04 11.66 0.00

WP 09 12.01 0.00

WP 07 12.95 0.00

TABLE 1: Position of the wave probe which is used in this paper;
* in the model test attached to the flap

0.
17

1.53

`

30.00

18.53

A

A

(a) Model setup with sloping bottom

A ï A

2.50

1.
001.
30

(b) Model setup with sloping bot-
tom

β( )t

0
.0

6

x(t)

1
.4

2

(c) Wave-maker geometry

FIGURE 2: Small towing tank with the model setup (All data are
given in model scale.)

The wave propagates along the length of the tank in the positive
x-direction. The position of the wave probes, which are com-
pared with the numerical simulations, are defined in Table 1.

The piston type wave maker was used in the JONSWAP ir-
regular sea state study with constant water depth based on con-
siderations related to efficiency and parasitic waves. The param-
eters of the JONSWAP spectrum is given in Table 2 in model
scale. The coordinate system is a right handed coordinate sys-
tem, centred on the seabed at the mean position of the wave
maker at the bottom of the tank. The positive x-axis points in
the direction of wave propagation and the positive z-axis points
upwards. All data given in this paper are given in model scale,
both for the model tests and for the numerical simulations.

For the wave kinematics, the wave eleva-
tion was measured at 6 different distances, x =
6.000,10.000,13.206,15.281,17.281,19.281m from the
wave maker with a water depths of 0.54 m. Wave elevation
was measured using resistive wave probes. The wave, piston
position, temperature, and load signals were sampled at 200Hz
(model scale) with Butterworth filter at 20Hz (model scale).

Hs [m] Tp [s] γ

0.16 1.41 5.0

TABLE 2: Main parameters of the sea state
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FIGURE 3: Estimated flap angle from the measured motion of
the top of the wave maker

RESULTS
Breaking wave simulation

The numerical setup of the CFD simulation is described in
detail in [1] and will not presented here. The numerical domain
of the REEF3D::FNPF simulation is only extended to the end
of the slope, 18.53m from the wave maker without any wave
damping outlet condition. The slope is defined by REEF3D as a
solids object in the numerical wave tank. The highest frequency
of the wave maker motion is f = 1.6Hz (Figure 3) which gives
the smallest wave period of T = 0.625s. The wave length of
this wave is used to define the horizontal grid spacing dx of the
REEF3D::FNPF simulation:

dx =
λ

35
=

0.6m
35

= 0.017m

. This gives 1100 horizontal grid points. The number of the ver-
tical grid point is set to 11 with a stretching factor of δ = 2.25
which defines 8 grid points in the vertical direction for the short-
est wave length of 0.6 m. The shallow water wave phase velocity

Nr. slobeB (α) α (β ) νB0m2s

1 0.8 0.1 1.86

2 1.4 0.1 1.86

3 1.4 0.1 2.10

TABLE 3: Parameter study of the wave breaking coefficients, the
symbols in the parentheses are used in the diagrams

37 38 39 40 41 42 43 44 45

0

0.1

0.2

(t)
 [m

]

x=11.265m

37 38 39 40 41 42 43 44 45

0

0.1

0.2

(t)
 [m

]

x=11.665m

37 38 39 40 41 42 43 44 45

0

0.1

0.2

(t)
 [m

]

x=12.005m

37 38 39 40 41 42 43 44 45
Time [s]

0

0.1

0.2

(t)
 [m

]

x=12.945m

Model test
Star-CCM+

=0.8 =0.1 =1.86
=1.4 =0.1 =1.86
=1.4 =0.1 =2.10

FIGURE 4: Estimated flap angle from the measured motion of
the top of the wave maker

was used to estimate the constant time step for the simulation:

dt =
dx
cph

=
dx√
hg

=
0.017m√

1m 9.81m2/s
= 0.0055s.

The calculation time is about 432 s on a 2010 MacPro with four
processors. Three different wave breaking coefficient configu-
rations are compared against the model test and CFD time se-
ries. The minimum wave slope (SlopeB) and the wave breaking
turbulent viscosity νB0 is varied (Table 3). The slope parame-
ter defines the wave front steepness at which the wave breaking
model is active. Increasing this value leads to the development
of steeper waves in the potential theory based NWT.

The comparison of the time series at four locations is shown
in Figure 4. At the closest location to the wave maker, x= 11.265
m one can observe that the weakest damping configuration nr. 1
gives slightly higher crest height at t = 40.5 s compared to all
other time series. This trend cannot observed at other locations.
One can not identify any trend or pattern in dependency of the
wave breaking parameters. It is also expected because the wave
breaking phenomena is sensitive to any small change in reality
as observed in [20]. Therefore, a small change in the numeri-
cal parameter also has a large influence on the numerical waves.
At the furthest location from the wave maker, at x = 12.945 m
the wave is already broken in the model test at t = 41.5s. The
CFD simulation underestimates the energy dissipation but lami-
nar viscous mode was usedl in the simulation, which can explain
this overestimation of the crest height. All of the potential the-
ory based simulations survive the wave breaking and the crest
height is reduced after the breaking due to the wave breaking
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(a) CFD t = 40.729s

(b) REEF3D::FNPF t = 40.7s

(c) CFD t = 40.929s

(d) REEF3D::FNPF t = 40.9s

(e) CFD t = 41.029s

(f) REEF3D::FNPF t = 41.0s

FIGURE 5: Snapshots of the velocity magnitude [m/s)

model. All configurations give about the same wave crest height
at time t = 41.4 s. However, the comparison of the next wave
shows that configuration nr.3 gives the best agreement between
the model test and the REEF3D::FNPF simulation. The compar-
ison of the potential theory based results with the CFD results
shows a larger degree of match between the time series than be-
tween any numerical simulation and model test data.

Comparison of the snapshots from the simulation in Figure 5
shows similar magnitude of velocity. The time is adapted to the
CFD simulation but the caption shows the model test times in
order to simplify the comparison between the snapshots and the
time series shown in Figure 4. The REEF3D::FNPF snapshots
are from the simulation with configuration nr. 3. The REEF3D
snapshots also demonstrate the mode of action of the wave break-
ing model, the location and the length of Db can be clearly iden-
tified on the lowest diagram. It is interesting to note that the con-
figuration of the wave breaker model which is presented in [4]
for the deep water spilling breaker is SlopeB = 1.25, α = 0.1
and νB0 = 1.86m2s is close to the best identified configuration
for shallow water overturning breaking wave. In the next section
the standard configuration from [4] and the best configuration,
nr. 3 are applied in the numerical simulation of a three-hour ir-
regular sea state.

Three hours irregular sea-state simulation
The numerical setup of this simulation is presented in [21].

The results of the simulations will be presented in model scale
in opposite to the above mentioned paper where all results are
in full scale. The discussion of the results is mainly focussed on
the effect of the parameters of the wave breaking model. A more
detailed discussion of the results is presented in [21].

Three simulations with three different wave breaking con-
figurations are carried out and their parameters are presented in
Table 4. In the first configuration, the wave breaking turbulent
viscosity νB0 is set so low as possible as to not to crash the simu-
lation. The second configuration is the “standard” setup and the
third configuration is the best configuration as identified in the
previous section.

The wave power spectrum, the crest height statistics are

Nr. slobeB (α) α (β ) νB0m2s

1 1.25 0.1 0.000125

2 1.25 0.1 1.86

3 1.40 0.1 2.10

TABLE 4: Parameter study of the wave breaking coefficients, the
symbols in the parentheses are used in the diagrams
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FIGURE 6: Comparison of the wave power spectrum

compared against experimentally generated data, similar to that
in the paper [4]. These analyses are applied at several locations.
The most interesting location is at x = 15.281 m which is the lo-
cation of a monopile structure. As mentioned earlier, the NWT
simulation will be coupled to the CFD simulation. Therefore,
the comparison of the sea statistics not only at the location of the
monopile is interesting but the neighboring location upstream at
x = 13.206 m because the velocity field around this position will
be used to generate the waves in the CFD simulation. Bearing
this in mind only the statistics at these two locations will be pre-
sented in this paper.

One can observe only small effect of the breaking wave
model setup on the power spectrums at both locations. Mainly
the energy at the peak period is slightly reduced due to the in-
creased damping. The spectrum from the numerical simulations
have better agreement with the spectrum from the model test at
the upstream location.

The ensemble distribution of the crest heights is usually
compared with the second-order Forristall distribution which is
presented as a blue line in the diagrams of Figure 7. Huang &
Zhang [22] give a formula defining the mean, the upper 99th and
lower 99th percentiles of the wave crest heights. These formulae
are based on a regression analysis of nonlinear numerical sim-
ulations with the JONSWAP spectrum with peak enchantment
parameters γ between 1 and 4. These values are presented in
green in the diagrams. At location x = 13.21 m the wave damp-
ing has no any effect on the largest wave event in the numerical
simulations, all simulations over predict the crest height. How-
ever, one can clearly see a reduction of the crest height in the
simulations with the larger damping for the wave events with
crest heights under 0.15 m. Only the numerical simulation with
the least damping gives a crest height distribution similar to the
model test distribution. All other numerical simulations under-

estimate the wave crest height. This is not a trend. At the next
location one can clearly see the effect of the wave damping. It is
possible that at this location more waves are identified as break-
ing waves than at the upstream location. Without the damping,
the numerical crest height distribution overshoots the model test
curve for waves with crest heights larger than 0.12 m. The other
simulations predict lower crest height distribution than the model
test based distribution.

The largest effect of the wave breaking parameters can ob-
served at the maximum elevation rise velocity ∂η/∂ t in Figure
8 in the diagram at x = 15.28 m. Without damping, the large
numerical waves are too steep while with damping they are too
low on comparison with the experimental waves. At the other
locations the steepness of the large numerical waves are in good
agreement with the model test data, especially with the “stan-
dard” wave breaking setup.

It is important to mention, that one realization of a sea state
is not enough to identify trends. It is necessary to run large num-
ber of seed number variations to establish a reliable data set for
stochastic analysis. However, one can already identify that the
representation of wave breaking in a potential theory based NWT
has the largest effect on the maximum elevation rise velocity.
Unfortunately, there does not exist any empirical or analytical
distribution for these wave properties. Further, these values are
calculated from the time derivative of the free surface elevation
time series which are often noisy and it becomes necessary to use
a filter. The filter setup can significantly change these values. In
this study, we have not additionally filtered any time series of the
free surface elevation.
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FIGURE 7: Comparison of the three-hours ensembles of the crest heights
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FIGURE 8: Comparison of all three-hours ensembles of the maximum elevation rise velocity ∂η/∂ t

CONCLUSION
In this paper, the open-source hydrodynamic model

REEF3D::FNPF is used to carry out simulations with breaking
waves. The code was able to carry on the simulations without
any crash demonstrating the robustness of the model.

Breaking waves generated in the facility at SINTEF
Ocean/NTNU are simulated REEF3D::FNPF. The comparison
of the simulations against CFD simulation show good agreement
between the numerical models. Due to the chaotic nature of wave
breaking, it was not possible to identify any trend even though
the effect of the wave breaking parameter could be observed. It
is interesting to note that the configuration of the wave breaker
model which is presented in [4], [23] for the deep water spilling
breaker can also work for a shallow water overturning breaking
wave.

REEF3D::FNPF is used to carry out three-hour long simula-
tions with the JONSWAP spectrum in intermediate water depth
conditions in order to identify the influence of the breaking
model parameters on the statistical properties of the generated
waves and compared against model test data. The largest effect
of the wave breaking parameters have are for the maximum el-
evation rise velocity ∂η/∂ t. The setup with the smallest damp-
ing might give a better but conservative numerical wave envi-
ronment regarding to the largest waves. It is necessary to run a
large number of seed number variations of the sea state to es-
tablish a reliable data set for stochastic analysis. Using coupled
simulations for the largest wave events a better basis for compar-
ison and better identification of the effect of the parameters of
the wave breaking model can be established. This is planned for
the next phase of the project.
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