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ABSTRACT

Stochastic wave properties are crucial for the design of off-
shore structures. Short-crested seas are commonly seen at the
sites of offshore structures, especially during storm events. A
long time duration is required in order to obtain the statistical
properties, which is challenging for numerical simulations be-
cause of the high demand of computational resources. In this
scenario, a potential flow solver is ideal due to its computational
efficiency. A procedure of producing accurate representation of
short-crested sea states using the open-source fully nonlinear po-
tential flow model REEF3D::FNPF is presented in the paper. The
procedure examines the sensitivity of the resolutions in space and
time as well as the arrangements of wave gauge arrays. A narrow
band power spectrum and a mildly spreading directional spread-
ing function are simulated, and an equal energy method is used
to generate input waves to avoid phase-locking. REEF3D::FNPF
solves the Laplace equation together with the boundary condi-
tions using a finite difference method. A sigma grid is used in
the vertical direction and the vertical grid clustering follows the
principle of constant truncation error. High-order discretisation

methods are implemented in space and time. Message passing in-
terface is used for high performance computation using multiple
processors. Three-hour simulations are performed in full-scale
at a hypothetic offshore site with constant water depth. The sig-
nificant wave height, peak period, kurtosis, skewness and ergod-
icity are examined in the numerically generated wave field. The
stochastic wave properties in the numerical wave tank (NWT) us-
ing REEF3D::FNPF match the input wave conditions with high
fidelity.

INTRODUCTION
Ocean waves are random by nature, and short-crested irreg-

ular waves are common near storm events. The design of marine
structures and the choice of sites both depend on a good under-
standing of the random irregular wave condition. In many cases,
the area of interest is large in space and the marine environment
changes dramatically over time as well as from location to loca-
tion. Experiments are expensive and lack of flexibility in such
situations. Numerical models have been developed to simulate
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the large-scale wave propagations with flexible scenarios. Typi-
cally, a three-hour duration is needed to obtain short term wave
statistical properties. In order to numerically simulate a multi-
directional irregular wave field at an offshore deepwater area for
three hours, an appropriate model is needed and the simulation
needs to be correctly configured.

Spectral wave models such as SWAN [1] are fast and effi-
cient models that solve the energy action equations and provide
the spatial distribution of wave statistical properties. However, in
many cases, time domain information is needed, especially for
structure responses and fatigue analysis. Here, phase-resolved
models offer time series of wave kinematics and dynamics as
well as the statistical properties. When the engineering appli-
cation involves a large array of structures, such as fish farms
and wind farms, a phase-revolved solution is needed for a large-
scale domain, which requires a computationally efficient solu-
tion. Many two-dimensional wave models solving shallow wa-
ter equations, such as Boussinesq-type wave models [2, 3] pro-
vide such solutions for shallow water regions. However, offshore
platforms, fish farms and wind farms are increasingly moving to
deep water, where assumptions of such models fail. Computa-
tional fluid dynamics (CFD) solves the Navier-Stokes equations
for the kinematics and dynamics of fluid and is able to reproduce
high fidelity wave field. However, the method requires fine reso-
lutions in space and time and tends to become too time consum-
ing for wave propagation simulations, especially at large-scale
and with long duration. The alternatives to achieve fast deepwa-
ter wave simulations are potential flow based numerical models.
For example, the high-order-spectrum (HOS) models [4,5,6] and
fully-nonlinear-potential-flow (FNPF) models [7, 8] are all effi-
cient wave models for such purposes.

Choosing the correct numerical wave models for a certain
engineering application is important, a correct usage of numer-
ical model is also critical. The user inputs and configurations
influence the results of the simulations significantly. In the case
of simulating short crested waves, the results are especially sen-
sitive to user configurations, as many parameters play important
roles in the distribution and transition of wave energy. There
are several criteria to evaluate whether a simulation represents
a short-crested sea state sufficiently, for example, the significant
wave height, peak period, shape of the spectrum, ergodicity of
the simulated wave field and the directional spreading.

The directional spreading information is usually obtained
from the time series from an array of wave gauges. Similar tech-
niques can be used both for field measurements and numerical
simulations. One of the common configurations is a wave array
consisting of 4 wave gauges, one in the middle, and three forming
a triangle around the centric point [9]. The method requires the
least number of wave gauges. A more advanced configuration is
proposed and mathematically derived [10] with five wave gauges
forming a pentagon. Several other wave gauge arrangements
that consist of 4, 5 and 6 wave gauges have also been investi-

gated [11], though less used in engineering applications. Most
recently, an 8-gauge array arrangement is widely used [12, 13].
There, one wave gauge is located at the centre, while the other 7
wave gauges form a heptagon around the centre. Those arrange-
ments have an impact on the quality of the direction spreading
information obtained from a wave field. With the flexibility of
the numerical models, those arrangements can also be straight-
forwardly tested.

In the manuscript, a FNPF model REEF3D::FNPF [14] is
used to present a procedure of setting up a simulation for a cor-
rect representation of a short crested wave field. REEF3D::FNPF
is sub-model of the open-source hydrodynamic model REEF3D
[15]. REEF3D uses high-order discretisation schemes for
the free surface and fully supports parallel computation via
domain decomposition. The numerical robustness has been
seen from a wide range of applications with its CFD module
REEF3D::CFD, such as irregular breaking waves [16], break-
ing wave interaction with a monopile [17] and a jacket struc-
ture [18]. REEF3D::FNPF inherits all the high-order numerical
schemes and high performance computation capacity. The model
has also been used to investigate steep focused waves [19]. In
the presented paper, several considerations regarding the choice
of the vertical grid structure and horizontal resolution for irregu-
lar waves are discussed to ensure a good representation of wave
spectrum in the numerical wave model. The ergodicity of the
wave field is analysed with several statistical wave properties.
Finally, the directional spectrum obtained using different wave
gauge arrangements are compared to investigate how the differ-
ent wave gauge arrangements influence the quality of the direc-
tional spectrum in the numerical wave tank. The procedure pro-
vides insights to several key considerations in order to reproduce
a multi-directional wave field with the correct energy distribu-
tion, ergodicity as well as the correct directional spreading.

NUMERICAL MODEL
Governing equations

The governing equation in the open-source fully non-linear
potential flow code REEF3D::FNPF is the Laplace equation:

∂ 2Φ

∂x2 +
∂

2
Φ

∂y2 +
∂

2
Φ

∂ z2 = 0 (1)

Boundary conditions are needed to solve for the velocity po-
tential Φ from this elliptic equation. At the free surface, the fluid
particles remain at the surface and the pressure in the fluid is
equal to the atmospheric pressure for inviscid fluid. These con-
ditions must always hold true and they define the kinematic and
dynamic boundary conditions at the free surface respectively:
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∂x2 +
∂

2
η

∂y2

))
−gη

(3)

where Φ̃ = Φ(x,η , t) is the velocity potential at the free
surface, x = (x,y) represents the horizontal location and w̃ is the
vertical velocity at the free surface.

At the bottom, the vertical water velocity must be zero at all
times since the fluid particle cannot penetrate the solid boundary.
This gives the bottom boundary condition:

∂Φ

∂ z
+

∂h
∂x

∂Φ

∂x
+

∂h
∂y

∂Φ

∂y
= 0, z =−h. (4)

where h = h(x) is the water depth from the seabed to the
still water level.

The Laplace equation and the boundary conditions are
solved with a finite difference method on a σ -coordinate sys-
tem. The σ -coordinate can be transferred from a Cartesian grid
following:

σ =
z+h(x)

η(x, t)+h(x)
(5)

In the vertical direction, the grid can be clustered towards
the free surface:

σi =
sinh(−α)− sinh

(
α

(
i

Nz
−1
))

sinh(−α)
, (6)

where α is the stretching factor and i and Nz stand for the
index of the grid point and the total number of cells in the vertical
direction.

Let φ represent the velocity potential after the σ -
transformation. After φ is obtained, the velocities can be cal-
culated:

u(x,z) =
∂φ (x,z)

∂x
=

∂φ (x,σ)

∂x
+

∂σ

∂x
∂φ (x,σ)

∂σ
, (7)

v(x,z) =
∂φ (x,z)

∂y
=

∂φ (x,σ)

∂y
+

∂σ

∂y
∂φ (x,σ)

∂σ
, (8)

w(x,z) =
∂σ

∂ z
∂φ (x,σ)

∂σ
. (9)

The Laplace equation is solved using the parallelised geo-
metric multi-grid algorithm provided by hypre [20]. Second-
order central differences are used for the discretisation of the
Laplace equation. For the free surface, the fifth-order WENO
(weighted essentially non-oscillatory) scheme [21] is used to
achieve high accuracy as well as numerical stability. For the time
treatment, a third-order accurate TVD Runge-Kutta scheme [22]
is used. Both fixed time step and adaptive time stepping can be
applied.

The model is fully parallelised using domain decomposition
strategy. Ghost cells are used to update with the values from the
neighbouring processors with Message Passing Interface (MPI).

0.1 Irregular wave generation
The waves are generated using the relaxation method [23]

with the relaxation function proposed by Jacobsen [24], as shown
in Eqn. (10). In the wave generation zone, the free-surface ele-
vation and velocities are increased to the designated theoretical
values. In the numerical beach, a reverse process takes place and
the flow properties are restored to hydrostatic values following
the relaxation method.

Γ(x̃) = 1− e(x̃
3.5)−1
e−1

f or x̃ ∈ [0;1] (10)

where x̃ is scaled to the length of the relaxation zone.
Irregular wave is represented by a linear superposition of a

finite number of individual regular wave components with differ-
ent amplitudes, frequencies and phases:

η
(1) =

N

∑
i=1

Ai cos(kix−ωit− εi.). (11)

where Ai is the amplitude and Ai =
√

2S(ωi)dωi, ωi and εi
are angular frequency and phase of each component. It is recom-
mended that a random amplitude following a Gaussian distribu-
tion to be used to represent the random nature of irregular waves
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more accurately [25]. Here, a large number of frequency com-
ponent (2048) is used, and thus the error due to the deterministic
calculation of Ai is minimised.

A JONSWAP spectrum is used to describe the distribution
of the wave energy as a function of the angular frequency ω .
Wave height Hs, peak angular frequency ωp, and number of
components N are given as input values to the JONSWAP spec-
trum [26]:

S (ω) =
5
16

H2
s ω

4
pω
−5
i exp

(
−5

4

(
ωi

ωp

)−4
)

γ
exp
(
−(ω−ωp)

2

2κ2ω2p

)
Aγ .

(12)
where the peak-shape parameter γ = 3.3 and the spectral

width parameter κ is 0.07 for ωi ≤ ωp and 0.09 for ωi > ωp.
The normalising facor Aγ = 1−0.287ln(γ).

The Mitsuyasu directional spreading function [27] is used
for the short-crested sea. It introduces a single shape parame-
ter s and multiplies a normalisation factor G0(s), as shown in
Eqn. (13), where θ is the principal direction representing the
major energy propagation direction and θi is the direction of each
incident wave components measured counter-clockwise from the
principal direction.

G(θ) = G0(s)cos2s(
θ

2
) (13)

where

G0(s) =
1
π

2(2s−1) Γ2(s+1)
Γ(2s+1)

(14)

By multiplying Eqn. (12) and Eqn. (13), the directional spec-
trum is obtained. An equal energy method (EEM) is used to
discretise the frequency spectrum and the spreading function to
prevent phase-locking in the directional wave field and ensure er-
godicity [28,29]. The method discretises the frequency spectrum
and directional spreading function based on equal energy bin,
resulting in more components close to the peak frequency and
the principal direction. As an analogy, a spectrum energy den-
sity function is considered as a probability density function (pdf),
its integration results in a cumulative distribution function (cdf),
which is divided evenly on y-axis. As an example, a JONSWAP
spectrum and Mitsuyasu spreading function are discretised us-
ing EEM, with each vertical line representing a component, see
Fig. 1 and Fig. 2.

0 5 10 15 20 25 30 35
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FIGURE 1: The discretisation of the frequency spectrum based
on the Equal Energy method with 50 components.
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FIGURE 2: The discretisation of the directional spreading func-
tion based on the Equal Energy method with 10 components.

In the offshore area, most wave breaking are steepness-
induced. Here, a wave-front steepness criterion is introduced to
detect a breaking in the numerical model, as shown in Eqn. 15
[30].

∂η

∂xi
≥ β . (15)

Where β = 1.25 [30]. The horizontal area between the loca-
tion corresponding to a steepness of 0.1β at the wave-back and
the location corresponding to a steepness of β at the wave-front
is applied with a viscous damping term to dissipate wave energy
in the process [30].

RESULTS
Numerical wave tank configuration

In the presented study, a full-scale domain is simulated with
REEF3D::FNPF. Both the longitudinal and transverse dimen-
sions of the computational domain are 2000 m, the water depth
is constant at 600 m. The significant wave height (Hs) and peak
period (Tp) of the input wave are 4.5 m and 12.0 s. The JON-
SWAP spectrum recommended by DNV-GL [26] and the Mit-
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suyasu directional spreading function [31] are used to represent
the directional spectrum. In the JONSWAP spectrum, the peak-
shape parameter γ = 3.3. A narrow frequency band is used in the
study to avoid resolving the wave-wave interaction at lower and
higher frequency range, which are not focuses of the presented
work. The frequency range of [0.75ωp,2ωp] is used, represent-
ing about 94.5% of the total wave energy. In the Mitsuyasu di-
rectional spreading function, the spreading parameter s = 10.0,
representing a mildly spreading sea state.

One of the challenges in obtaining the directional spectrum
using time-domain information is a correct arrangements of wave
gauge arrays. Here, three different types of arrangement are
tested: triangle arrangement, pentagon arrangement and hep-
tagon arrangement, as seen in Fig. 3. In each arrangement, a
centric wave gauge is located at x=800 m and y=1000 m. The
other wave gauges are evenly arranged on a circle around the
centric wave gauge with a certain radius. For each arrangement,
four different radii in relation to the wavelength corresponding
to the peak period (Lp) are used: 0.125Lp, 0.25Lp, 0.5Lp and Lp.
Consequently there are 12 different sets of wave gauge arrays.

x

y

(a) (b) (c)

r r r

FIGURE 3: The configurations of wave gauge arrays used to ob-
tain directional spectrum from time series in the 3D numerical
wave tank, (a) triangle arrangement, (b)pentagon arrangement,
(c)heptagon arrangement.

Another important factor of irregular sea state is that all
theories are based on the assumption that ocean is spatially er-
godic. Therefore, it is important to show that the simulated area
of interest fulfils the assumption. Hypothetically, there is a semi-
submersible located at (800, 1000) and it is 120 m long and 120
m wide, roughly the dimension of the biggest semi-submersible
Ocean GreatWhite. An area of 25 times of the semi-submersible
is numerically investigated to ensure the ergodicity at the site.
In this area, 36 wave gauges are arranged in a grid, as shown in
Fig. 4. The blue circle is located at (800, 1000), the shaded area
represents the semi-submersible, and the red dots are the wave
gauge locations.

FIGURE 4: 36 wave gauges (red circles) are arranged in a grid
around the hypothetic semi-submersible (shaded area) with a
constant distance of 120 m between each other. The coordinate
of the blue circle is (800, 1000) m.

Grid convergence study
With the chosen frequency range, the longest wave and

shortest wave components in the wave train have wave lengths
of 404.9 m and 60.4 m. As a result, for all the wave components,
the chosen scenario is of deep water condition. It is typical to
use one wavelength to generate a regular wave using a relaxation
zone. Here, a relaxation zone of the longest wave length is used
to allow a sufficient distance to generate all wave components.
Similarly, a numerical beach of the same length is used at the
outlet of the numerical wave tank to eliminate reflections. At the
side boundaries, symetric boundary conditions are applied.

Previous research [19] shows that 10 cells in the vertical
direction is usually sufficient to represent steep waves using
REEF3D::FNPF. Therefore 10 cells are arranged vertically in the
current study, . A constant-truncation-error method [32] is used
to choose the stretching factor of the stretching function that de-
cides the size of each of the 10 cells so that a correct dispersion
relation is ensured in the σ -coordinate system. The peak period
and water depth are used as inputs in the method. The optimised
grid arrangement for 10 cells is shown in fig. 5. It is seen that
the vertical grid arrangement obtained using a stretching factor
of 2.875 in REEF3D::FNPF aligns well with the optimal vertical
grid arrangement.
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FIGURE 5: The optimisation of the vertical grid stretching fol-
lowing the constant-truncation-error method [32]. The x-axis is
the number of grid and the y-axis shows the water depth. The
black line is the theoretical optimal arrangement of the 10 cells
in the vertical direction and the green line is the arrangement ob-
tained using the stretching function in REEF3D::FNPF.

In order to resolve all wave components, the horizontal cell
size depends on the shortest wave component. For the grid con-
vergence study, uni-directional irregular waves of the same input
wave properties are simulated in a two-dimensional numerical
wave tank using different grid sizes. There are 7.5 cells per short-
est wavelength (Lmin) in the coarse grid arrangement, 15 cells per
Lmin in the intermediate grid, 30 cells per Lmin in the fine grid ar-
rangement and 60 cells per Lmin in a further refinement. For each
case, the fixed time step is calculated by dividing the horizontal
cell size by the phase velocity of the longest wave component.
In this way, the flow information is ensured not to jump over a
cell within each time step. In all cases, 2048 frequency com-
ponents are used and the waves are simulated for 12800 s, where
the three-hour time window between 2000 s and 12800 s are used
to produce statistical wave properties. 2000 s allows 300 short-
est waves in the wave train to propagate though the NWT and
all wave compomnents at anywhere in the NWT reach a quasi-
static status, leaving the wave-wave interaction process to a full
three-hour time window. The frequency spectra are calculated
using the time series recorded at a wave gauge that is located at
x = 800 m. The simulated spectra using different grids are com-
pared in Fig. 6. It is seen that the coarse grid underestimates
the peak of the spectrum and the intermediate grid overestimates
the spectrum peak but looses much energy at higher frequency
range. The fine grid produces a frequency spectrum that aligns
with the input wave spectrum. The significant wave height Hs
from the fine grid is 4.26 m, 98% of the theoretical Hs that corre-
sponds to wave energy within the chosen frequency range. With
Lmin/dx = 60, the spectrum is very close to that obtained from
Lmin/dx = 30 without significant further improvements. As a re-
sult, Lmin/dx = 30 is used in the following simulations.
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FIGURE 6: Calculated frequency spectra obtained with different
grid sizes in the 2D numerical wave tank.

Simulations of the multi-directional irregular waves
With the chosen resolution from the 2D test, the multi-

directional irregular wave propagation is simulated for 12800s in
REEF3D::FNPF. 2048 frequency components and 16 directions
are used in the simulation. The principal direction is set to be
zero degree. The three-hour time series from 2000 s to 128000 s
are used for all the statistical analyses. The wave free surface el-
evation in the numerical wave tank at the last time step is shown
in Fig. 7.

FIGURE 7: Wave surface elevation the in numerical wave tank
with the multi-directional irregular sea state (a zoomed-in area
of 1200 m x 1200 m at the centre of the numerical wave tank.)

The significant wave height, peak period, kurtosis and
skewness at the 36 wave gauges around the hypothetic semi-
submersible are calculated. The relative errors in comparison
to the mean values at all wave gauges are plotted in Fig. 8. The
relative errors of Hs are all below 5% at any wave gauge, the
mean error is 0 and the corresponding variance of error is 3.16e-
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4. It shows that Hs are almost spatially identical with only minor
variations. Similarly, the maximum relative error for Tp is only
5.0%, mean error is 0 and the variance of error is 0.0010. The
maximum error for kurtosis is 5.72% and mean error is 0 and
the variance is only 9.86e-4. However, a significant variation of
skewness is observed in Fig. 8d. The maximum error is found
to be 12.24%, the mean of error is 0, and the variance of error is
0.0052, the largest among all investigated quantities. Except for
the skewness, simulated wave field does not vary much and thus
shows a good ergodicity in space.

(a) Hs

(b) Tp

(c) kurtosis

(d) skewness

FIGURE 8: Spatial variations in terms of relative errors at the 36
wave gauges covering an area 25 times the size of the hypothetic
semi-submersible.

A wave number directional spectrum is firstly estimated us-
ing FFT for the wave surface elevations at all the grid points in
the entire domain at the last time step t = 12800 s, as shown
in Fig. 10. It is seen that the principal direction is well rep-
resented at 0 degree. The directional spreading is symmetric
around the principal direction. The wave energy is mainly con-
centrated within 30 degrees around the principal direction. The
wave number at the peak of the spectrum is 0.028, which corre-
sponds to a wavelength of 224.4 m. The wavelength calculated
with the peak period is 224.46 m in deep water. Therefore, the
peak position is accurately captured in the spectrum too.
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FIGURE 9

FIGURE 10: Directional wave number spectrum using FFT in
space at t = 12800s.

As the ergodicity of the simulated wave field is ensured and
the wave number spectrum is well represented, the following
analyses focus on the effects of the different wave gauge arrays.
Here, the directional spectra are calculated using the time series
of the surface elevations at each set of wave gauges in a three-
hour duration.

First, the directional spectra reproduced with the triangle ar-
rangement with different radii is presented in Fig. 11. With a ra-
dius of 0.125Lp, the spectrum represents a narrower directional
spreading as well as a sharper peak. The spectrum reproduced
with a radius of 0.25Lp shows that the main wave energy is con-
centrated within 30 degree around the principal direction. As the
radius increases further, the triangle arrangements fails to pre-
dict the principal direction, as can be seen from Fig. 11c and
Fig. 11d, . It shows that the distance between the wave gauges
play an important role when estimating direction spectrum from
time series.
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FIGURE 11: Directional spectra obtained from the triangle wave
gauge arrangement, (a) r = 0.125Lp, (b)r = 0.25Lp, (c)r = 0.5Lp,
(d)r = Lp.

A similar correlation between the directional spectrum and
the radius of the wave gauge circle is also observed in Fig. 12.
Here, a narrower spreading is estimated with r = 0.125Lp and an
asymmetric spectrum is produced with r = Lp. However, correct
directional spreading and peak frequency are represented with
both r = 0.25Lp and r = 0.5Lp. When the heptagon arrangement
is used, a correct principal direction is represented with all radii
as seen in Fig. 13. It shows that larger distance between the wave
gauges is allowed with an increasing number of wave gauges.
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FIGURE 12: Directional spectra obtained from the pentagon
wave gauge arrangement, (a) r = 0.125Lp, (b)r = 0.25Lp, (c)r =
0.5Lp, (d)r = Lp.

CONCLUSIONS
In the presented manuscript, the authors explain a proce-

dure of reproducing directional spectrum in a numerical wave
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tank using the open-source fully nonlinear potential flow model
REEF3D::FNPF. The model solves the Laplace equation with
boundary conditions on a σ -coordinate system. The arrangement
of the vertical grid follows a constant-error method that ensures
correct representation of dispersion. The grid resolution in hor-
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FIGURE 13: Directional spectra obtained from the heptagon
wave gauge arrangement, (a) r = 0.125Lp, (b)r = 0.25Lp, (c)r =
0.5Lp, (d)r = Lp.

izontal plane depends on the frequency band. 30 cells or more
per shortest wavelength corresponding to the highest frequency
is recommended. The fixed time step is calculated by dividing
the horizontal cell size by the phase velocity of the longest wave
corresponding to the lowest frequency. In all the presented simu-
lations, the three-hour time window for analysis starts after 2000
s to ensure a quasi-static status at all wave gauges. An equal
energy method is used in the generation of the multi-directional
irregular wave field to avoid phase-locking. The spatial distri-
bution of the significant wave height, peak period, kurtosis and
skewness show that the wave field is ergodic. A spatial FFT is
used to estimate the wave number directional spectrum. Correct
principal direction, peak period and directional spreading are re-
produced. When estimating directional spectrum from time se-
ries from wave gauge arrays, both the configuration of the gauges
and the distance between the wave gauges influence the quality
of the reproduced spectrum. In general, with more wave gauges
are involved, the arrangement is less sensitive to the distance be-
tween the gauges. The radius of the wave gauge array is rec-
ommended to be between 0.25Lp and 0.5Lp based on the tested
configurations. When a wider frequency band is used, the wave-
wave interaction produce more complicated energy transition, a
further study will be needed to decide the recommendation for
such cases.
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