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A B S T R A C T

A fully nonlinear two-dimensional numerical method based on potential-flow theory for water waves and
their interaction with surface-piercing rigid bodies is presented. The harmonic polynomial cell (HPC) method
is used to solve the Laplace equation for the velocity potential and its time derivative. The HPC method, which
is a high-order method using analytical expressions (harmonic polynomials) to represent the solution inside
overlapping cells, has previously been shown accurate and efficient. Supplementary research has shown that,
in order to maximally benefit from the method’s accuracy, it is a requirement that square or close-to-square
cells are used. Here, we use an immersed boundary method to model non-stationary boundaries such as the
free surface or the surface of a rigid body, and overlapping, body-fixed grids that are locally Cartesian to refine
the solution near moving bodies. Combining these two modelling concepts with the HPC method represents the
main novel contribution in the present work. With this combined method, denoted as an immersed-boundary
overlapping grid method (IBOGM), the challenge of generating boundary-fitted grids for complex boundaries
is avoided. Moreover, square cells can be used throughout the domain and the solution can be refined locally
without increasing the number of unknowns unnecessarily. The method is systematically validated and verified
against analytical, experimental and numerical reference results. The cases studied include propagation of
steep waves, forced heave motions of a semi-submerged circular cylinder and a fixed and freely floating ship
section in beam-sea waves. For the freely floating ship section, the present method is compared in detail with
results from a dedicated study performed with a fully nonlinear boundary element method for cases with roll
motions up to 30◦. The present results are generally in good agreement with reference results, even for the
most challenging wave–body interaction cases considered. Based on this, we later intend to use the method
to examine in depth the importance of nonlinear effects in the interaction between waves and rigid bodies.
1. Introduction

For decades, the oil and gas industry has relied on drilling and
production ships and platforms in harsh locations. Nowadays, coastal
and offshore regions are populated by an increasing amount of fixed
and floating structures. Wind turbines have been deployed in the
water, first supported by bottom-fixed foundations and more recently
as floating installations in deeper waters. Other innovative renewable-
energy concepts, such as floating solar islands (Patterson et al., 2019),
are proposed in coastal regions, and fish farms are moved away from
fjords and into the ocean. By moving marine structures to more re-
mote locations, they are exposed to more challenging wave conditions.
Consider as an example offshore installations in the North Sea. These
experience steep, essentially wind-generated sea states with significant
wave heights larger than 15 m, and thus tremendous loads and wave-
induced responses. Disregarding violent and partly local effects such
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as slamming, the structures are traditionally dimensioned by com-
bining loads and responses from linear analysis tools with correction
factors from hydrodynamic model tests and safety factors provided
in rules and regulations. Slowly-varying wave loads are assumed to
be of second order and either estimated from linear analysis using
approximations (de Hauteclocque et al., 2012) or from a full second-
order hydrodynamic analysis based on a perturbation approach. Using
such efficient analysis tools is justified by the assumption that the
structures’ global behaviour is at most weakly nonlinear. However, the
general validity of such hypothesis has been challenged during recent
years. In some of the mooring line failures for floating structures in
the North Sea documented over the last decades (Kvitrud, 2014a,b;
Noble Denton Europe, 2006), exceedance of the mooring lines’ strength
capacity is identified as the failure mechanism. Although unintentional
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response of dynamic positioning systems may have played a role,
it is suggested that the environmental loads, in particular the wave
drift loads, could have been larger than the mooring systems were
designed to withstand. As a consequence of these observations, Fon-
seca et al. (2016), Fonseca and Stansberg (2017b) and Fonseca et al.
(2017) documented through systematic model tests that wave-drift
loads may be significantly under-predicted by state-of-the-art com-
putational design tools in severe sea states. The largest differences
are observed for semi-submersibles and are mainly due to viscous
effects. However, non-negligible differences may also be identified for
ship-shaped structures, where viscous effects are of less importance
compared to nonlinear inviscid effects. As discussed by Fonseca and
Stansberg (2017a), the damping of slowly-varying motions may also
be influenced by nonlinear effects.

With the knowledge that linear tools may be insufficient for ex-
isting structures in harsh sea states, together with the deployment of
new complex structures in exposed locations, analysis tools properly
accounting for nonlinear effects are needed. The aim of the present
research is therefore (1) to develop an accurate and efficient numerical
method to study nonlinear wave and wave–body interaction problems
and (2) to provide fundamental insight into global nonlinear effects
beyond the capability of linear and weakly nonlinear methods. Only
two-dimensional (2D) scenarios are considered, however, the methods
are developed with future extension to three dimensions (3D) in mind.
The water is assumed incompressible and irrotational, and viscous
effects are neglected, hence potential-flow theory can be used. The
present paper is concerned with (1), whereas (2) will be addressed in
a separate study.

Several authors have used fully nonlinear potential-flow models,
mostly based on the boundary element method (BEM). These in-
clude Vinje and Brevig (1981) and Dommermuth et al. (1988), who
performed numerical analysis of steep, overturning waves in finite wa-
ter depth in 2D until the point where the overturning wave reattaches
to the underlying surface. Beyond this point, potential-flow theory
does not apply. Greco (2001) examined water-on-deck problems in 2D,
typically relevant for floating production units in large waves. You
(2012) studied wave loads on and motions of moored ships in finite
water depth in both 2D and 3D. In addition to incident-wave problems,
fully nonlinear BEMs have been used to analyse water-entry problems.
For instance, Sun (2007) investigated water entry of 2D bodies, ac-
counting for non-viscous flow separation and hydroelastic effects. Other
numerical methods in connection with nonlinear potential-flow models
include the finite element method (FEM) such as used by Wu and
Eatock Taylor (1994), Eatock Taylor (1996) and Yan and Ma (2007);
Ma and Yan (2009) and the finite difference method (FDM) such as used
by Bingham and Zhang (2007), Engsig-Karup et al. (2009) and Ducrozet
et al. (2010). A comprehensive overview of the early development of
potential-flow numerical wave tanks is presented by Kim et al. (1999).

In the present work, we use the harmonic polynomial cell (HPC)
method proposed by Shao and Faltinsen (2012, 2014b) to solve the
Laplace equation for the velocity potential numerically. Using high-
order harmonic polynomials to represent the solution, this method
has the potential to solve a problem to a given numerical error more
efficiently than alternative numerical methods. Moreover, it gives a
global system with a diagonally-dominated coefficient matrix in a
similar manner as the FDM that can be solved efficiently by iterative
matrix solvers. Several authors have applied the method in 2D: Liang
et al. (2015) studied various problems in marine hydrodynamics, in-
cluding coupling with a local solution to deal with singular flows at
sharp corners. Zhu et al. (2017) developed a nonlinear NWT for wave
propagation. Strand (2018) modelled the flow inside a closed, flexible
fish cage using linear theory. Wang et al. (2020) used the HPC method
with local grid refinement to study strongly nonlinear phenomena such
as overturning waves and water entry of a wedge, and applied an
irregular-cell technique to avoid the drawbacks of using distorted cells.
2

The method’s accuracy was systematically investigated by Ma et al.
(2018). Bardazzi et al. (2015) used a generalized HPC method to solve
the Poisson equation in a viscous-flow Navier–Stokes (NS) solver, and
further use in connection with viscous flows is currently investigated by
the same research group. Fredriksen (2015) and Hanssen et al. (2019)
coupled the HPC method with NS solvers using domain-decomposition
(DD) approaches. Siddiqui et al. (2018) used a weak DD scheme to cou-
ple a nonlinear HPC-based potential-flow solver with the open-source
NS solver OpenFOAM to investigate the flow inside a damaged ship
compartment undergoing forced heave motions in still water. In 3D,
the method has been used by Shao and Faltinsen (2014b,a) to investi-
gate nonlinear wave-propagation and nonlinear run-up around upright
bottom-mounted cylinders, and by Liang et al. (2020) to model sloshing
inside an upright circular tank using an overset-mesh technique.

Immersed boundary methods (IBM) are traditionally not widely
used in potential-flow solvers. However, using an IBM in field methods
has significant attractive features, since it eliminates the need to fit
grids to complex boundaries and update these as the boundaries move
or deform with time. This may both be time consuming and result in
poor-quality grids. Recently, Xu et al. (2020) demonstrated an IBM to
model the free surface in a 2D FDM with promising results. In the
HPC method, using an IBM to model physical boundaries was first
attempted by Hanssen et al. (2015) in 2D using an approach that
required auxiliary interpolation schemes to be constructed. Utilizing
that the HPC method provides analytical expressions for the velocity
potential anywhere in the fluid and not only in discrete nodes, the
need for these auxiliary interpolation schemes was eliminated in the
enhanced IBM by Hanssen et al. (2018). A similar IBM was used
by Robaux and Benoit (2018, 2020) to investigate waves propagating
over a submerged body and waves interacting with a fixed surface-
piercing body, and by Shen et al. (2020) to model steep and even
overturning sloshing waves inside a 2D closed fish cage with local grid
refinement. Tong et al. (2021) used the IBM together with local grid
refinement to model waves interacting with a surface-piercing body
that is fixed or has prescribed motion. As an additional modelling
concept, Hanssen et al. (2018) introduced an overlapping, body-fixed
Cartesian grid to model the region close to a physical wavemaker. In
the present work, we generalize this approach to include a surface-
piercing body modelled with an IBM in a body-fixed, Cartesian grid in
an extension of the work presented by Hanssen et al. (2017). The body
may be fixed or undergo forced or freely-floating motion. In addition to
combining the HPC method with immersed boundaries and overlapping
grids in a novel way, this is to our knowledge the first published study
where the HPC method is used to couple the hydrodynamic problem
with the equations of rigid-body motion.

The rest of the paper is organized as follows: First, theoretical
background related to body-fixed reference frames and potential-flow
theory is given. Then, the implementation of the numerical method
is described. Finally, comparisons against existing reference results
for wave propagation and wave–body interaction are presented before
main conclusions are drawn.

2. Theoretical framework

Relevant background for body-fixed reference frames and funda-
mental equations of potential-flow theory in inertial and body-fixed
reference frames is outlined. Two-dimensional (2D) water waves and
their interaction with a surface-piercing fixed or floating structure are
considered.

2.1. Coordinate systems

A right-handed inertial, Earth-fixed coordinate 𝑂𝑥𝑧 system is intro-
duced, where the 𝑧 axis is positive in upward direction with origin
in the mean water line. The 𝑂𝑥𝑧 system coincides with the 𝑥𝑧 plane

of a right-handed three-dimensional (3D) 𝑂𝑥𝑦𝑧 system. Thus, angular
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motions and moments are referred to as rotation about the 𝑦 axis. Body-
ixed coordinate systems 𝑜𝑥𝑏𝑓 𝑧𝑏𝑓 are introduced for moving bodies,
llustrated for a floating box-shaped structure in Fig. 1. The body-
ixed coordinate system is complemented by a body-related coordinate
ystem 𝑜𝑥′𝑧′ with origin coinciding with that of the 𝑜𝑥𝑏𝑓 𝑧𝑏𝑓 system but
xes parallel with the 𝑂𝑥𝑧 system. The wave–body interaction cases
onsidered in the present paper are relevant for ships in beam-sea
aves, and motions parallel to the 𝑥 and 𝑧 axes are hence denoted as

way and heave, respectively. Rotations 𝛼 about the 𝑦 axis are denoted
s roll with positive direction indicated in Fig. 1.

A point 𝑷 = (𝑥𝑝, 𝑧𝑝) defined in the inertial 𝑂𝑥𝑧 coordinate system
an be expressed in the body-fixed coordinate system by a two-step
oordinate transformation consisting of

1. a coordinate displacement, where 𝑷 is expressed in the body-
related coordinate system as 𝑷 ′ = (𝑥′𝑝, 𝑧

′
𝑝), and

2. a coordinate rotation, where the coordinates are projected onto
the axes of the body-fixed coordinate system.

The coordinate rotation uses a rotation matrix

Λ(𝛼) =
(

𝑐𝑜𝑠𝛼 𝑠𝑖𝑛𝛼
−𝑠𝑖𝑛𝛼 𝑐𝑜𝑠𝛼

)

, (1)

here 𝛼 is defined in Fig. 1 and given in radians. This gives the follow-
ng relations: 𝑷 𝑏𝑓 = (𝑥𝑝,𝑏𝑓 , 𝑧𝑝,𝑏𝑓 ) = Λ𝑖→𝑏 ⋅𝑷 ′ and 𝑷 ′ = Λ𝑏→𝑖 ⋅𝑷 𝑏𝑓 , where
𝑖→𝑏 = Λ(−𝛼) and Λ𝑏→𝑖 = Λ(𝛼). When rotating time derivatives of

ector quantities between inertial and non-inertial coordinate systems,
ne must account for the time-rate of change of the unit vectors in the
atter, e.g.

̇ ′ = Λ𝑏→𝑖 ⋅ �̇� 𝑏𝑓 + Λ̇𝑏→𝑖 ⋅ 𝑷 𝑏𝑓 . (2)

he overdot here means time derivative relative to the coordinate
ystem that the quantity is defined in, i.e. �̇� ′ and �̇� 𝑏𝑓 are the time
erivatives of 𝑷 ′ and 𝑷 𝑏𝑓 in the inertial and body-fixed coordinate
ystems, respectively. The reason for taking the time derivative of 𝑷 ′

n the inertial coordinate system is that the 𝑜𝑥′𝑧′ coordinate system is
nly displaced and not rotated relative to the 𝑂𝑥𝑧 coordinate system.

.2. Kinematics

For a generic vector 𝒔, the following notation is used hereafter:

• 𝑑𝒔∕𝑑𝑡 is the time derivative of 𝒔 in the inertial reference frame
• �̇� is the time derivative of 𝒔 in the reference frame where it is

defined
• a subscript 𝑏𝑓 explicitly means that the vector is projected along

the axes of the 𝑜𝑥𝑏𝑓 𝑧𝑏𝑓 system.

We now consider the point 𝑃 in Fig. 1. The position and velocity of
in the 𝑂𝑥𝑧 coordinate system are given as

= 𝑹0 + 𝒓, (3)
𝑑𝑹
𝑑𝑡

=
𝑑𝑹0
𝑑𝑡

+ 𝑑𝒓
𝑑𝑡

= �̇�0 + �̇� + 𝝎 × 𝒓, (4)

where 𝝎 is the angular velocity vector, in 2D given as 𝝎 = �̇�𝒋 with 𝒋 the
unit vector in 𝑦 direction. Noting that 𝝎×𝝎 = 𝟎 in 2D, the acceleration
of 𝑃 in the inertial reference frame is
𝑑2𝑹
𝑑𝑡2

= �̈�0 + 𝝎 × �̇�0 + �̈� + �̇� × 𝒓 + 2𝝎 × �̇� + 𝝎 × (𝝎 × 𝒓). (5)

If 𝑃 is a fixed point on the body surface, the equations simplify to
𝑑𝑹
𝑑𝑡

= �̇�0 + 𝝎 × 𝒓, (6)

𝑑2𝑹
𝑑𝑡2

= �̈�0 + 𝝎 × �̇�0 + �̇� × 𝒓 + 𝝎 × (𝝎 × 𝒓). (7)
3

2.3. Time derivative of scalars

In addition to vectors, also the time derivative of scalar quantities
generally differ in inertial and body-fixed reference frames (Faltinsen
and Timokha, 2009). We define 𝐷𝐵𝑂𝑞∕𝐷𝑡 as the time derivative of a
generic, time-dependent scalar 𝑞 performed following the motion of a
rigid body. If the time derivative is taken in 𝑃 defined in Fig. 1, and
he location of this point is fixed in 𝑜𝑥𝑏𝑓 𝑧𝑏𝑓 ,

𝐷𝐵𝑂𝑞
𝐷𝑡

=
𝜕𝑞
𝜕𝑡

+ (�̇�0 + 𝝎 × 𝒓) ⋅ ∇𝑞. (8)

Here, 𝜕𝑞∕𝜕𝑡 is the Eulerian time derivative of 𝑞, i.e. the time derivative
of 𝑞 in a fixed point in the inertial coordinate system.

2.4. The equations of motion

The translational motions of a rigid body follow from Newton’s
second law, which in the inertial reference frame is defined as

𝑀
𝑑2𝑹0

𝑑𝑡2
= 𝑭 𝑒𝑥𝑡. (9)

Here, 𝑀 is the body’s mass, 𝑭 𝑒𝑥𝑡 is the external force vector, which
s the sum of all loads acting on the body including its weight, and
2𝑹0∕𝑑𝑡2 is the acceleration of the centre of gravity in the inertial
eference frame. The equation may be rewritten in the body-fixed
eference frame,

(�̈�0,𝑏𝑓 + 𝝎 × �̇�0,𝑏𝑓 ) = 𝑭 𝑒𝑥𝑡,𝑏𝑓 , (10)

where 𝑭 𝑒𝑥𝑡,𝑏𝑓 = Λ𝑖→𝑏 ⋅ 𝑭 𝑒𝑥𝑡. It should be noted that additional terms
apply in Eq. (10) if written for another point than the centre of gravity
since then 𝒓 ≠ 𝟎. The equation of rotational motion in the inertial
reference frame is

𝑰 ⋅ �̇� + 𝝎 × (𝑰 ⋅ 𝝎) = 𝑴𝑒𝑥𝑡 (11)

with 𝑰 the rotational inertia matrix and 𝑴𝑒𝑥𝑡 the total external moment
vector. The term 𝝎×(𝑰 ⋅𝝎) is challenging in 3D, because it implies that
the body has a time-varying inertia. Shao (2010) avoided this challenge
by formulating the problem in the body-fixed reference frame. In 2D,
the equation of rotational motion is independent of reference frame and
simplifies to

𝐼𝑦𝑦�̈� = 𝑀𝑦,𝑒𝑥𝑡, (12)

where 𝐼𝑦𝑦 is the body’s moment of inertia about the 𝑦 axis and 𝑀𝑦,𝑒𝑥𝑡
the total external moment about the 𝑦 axis.

2.5. Potential-flow theory

The water is assumed to be incompressible and inviscid with irro-
tational motion, so that the water velocity 𝑽 can be expressed as the
gradient of a velocity potential 𝜑 that satisfies the Laplace equation
∇2𝜑(𝑥, 𝑧, 𝑡) = 0 (Faltinsen, 1993). The pressure 𝑝(𝑥, 𝑧, 𝑡) in the water
relative to the atmospheric pressure is given by the Bernoulli equation,

𝑝(𝑥, 𝑧, 𝑡) = −𝜌
(

𝜕𝜑
𝜕𝑡

+ 1
2
|∇𝜑|2 + 𝑔𝑧

)

, (13)

here 𝜌 is the mass density of water and 𝑔 is the acceleration of gravity.
f the time derivative of 𝜑 in the point 𝑃 in Fig. 1 is estimated in the
ody-fixed reference frame, Eq. (8) may be used to rewrite Eq. (13) as

(𝑥𝑏𝑓 , 𝑧𝑏𝑓 , 𝑡) = −𝜌
(

𝐷𝐵𝑂𝜑
𝐷𝑡

− (�̇�0 + 𝝎 × 𝒓) ⋅ ∇𝜑 + 1
2
|∇𝜑|2 + 𝑔𝑧

)

. (14)

The most straightforward way to estimate 𝜕𝜑∕𝜕𝑡 in Eq. (13), or 𝐷𝐵𝑂𝜑∕𝐷𝑡
in Eq. (14), is to use a backward finite-difference method. However, it
was shown by Hanssen et al. (2015) that such finite-difference schemes
may produce spurious temporal oscillations in the fluid pressure and
hence in the integrated loads on a body. A more accurate method used
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by e.g. Tanizawa (1995), Greco (2001), Koo and Kim (2004) and Sun
(2007) is to formulate an auxiliary hydrodynamic problem for the time
derivative of 𝜑. This is possible because 𝜕𝜑∕𝜕𝑡 and 𝐷𝐵𝑂𝜑∕𝐷𝑡 satisfy the
Laplace equation. In the present work, where we use mixed reference
frames in overlapping grids, the numerical problem is formulated
for 𝜕𝜑∕𝜕𝑡 in grids modelled in the inertial reference frame and for
𝐷𝐵𝑂𝜑∕𝐷𝑡 in grids modelled in body-fixed reference frames.

Hydrodynamic boundary-value problems
A principal sketch of a numerical domain consisting of the water

volume inside a numerical wave tank (NWT) with a floating body is
shown in Fig. 2. The mathematical boundary-value problems (BVP) to
estimate 𝜑 and its time derivative inside 𝛺 require that appropriate
boundary conditions are specified along the closed surface (in 2D, 𝛺 is
strictly speaking bounded by a closed curve and not a surface).

The evolution of the free surface 𝑆𝑆𝐹 is described by tracking
assless markers in time. Consider a marker with coordinates (𝑥, 𝑧) =

𝑥, 𝜁(𝑥)) in the inertial coordinate system and with velocity potential
𝜁 . At each time instant, Dirichlet conditions on the form 𝜑 = 𝜑𝜁 are
nforced on 𝑆𝑆𝐹 . The values of 𝜑𝜁 and 𝜁 are updated by integrating
he dynamic and kinematic free-surface conditions (15) in time.
𝛿𝜑𝜁

𝛿𝑡
= − 1

2
|∇𝜑|2 − 𝑔𝑧 + 𝒗 ⋅ ∇𝜑 − 𝜈(𝑥, 𝑡)(𝜑 − 𝜑𝑟𝑒𝑓 )

𝛿𝜁
𝛿𝑡

=
𝜕𝜑
𝜕𝑧

+ (𝒗 − ∇𝜑) ⋅ ∇𝜁 − 𝜈(𝑥, 𝑡)(𝜁 − 𝜁𝑟𝑒𝑓 )
on 𝑆𝑆𝐹 . (15)

𝛿∕𝛿𝑡 = 𝜕∕𝜕𝑡+𝒗 ⋅∇ is a Lagrangian time derivative. With 𝒗 = 𝟎, Eq. (15)
represents an Eulerian formulation, 𝒗 = ∇𝜑 gives a fully-Lagrangian
formulation and 𝒗 = (0, 𝜕𝜁∕𝜕𝑡) gives a semi-Lagrangian formulation
where the markers are restricted to move in the 𝑧 direction. In the
present work, the semi-Lagrangian formulation, requiring the least
smoothing, is generally used for pure wave-propagation cases, while the
fully-Lagrangian formulation, allowing wave–body intersection points
to move without constraints, is used when analysing scenarios involv-
ing wave–body interactions. A special type of hybrid description is used
in the analysis of a heaving semi-submerged circular cylinder, where
the 𝑥-component of 𝒗 is written as 𝜅(𝑥)𝜕𝜑∕𝜕𝑥. 𝜅 is set to unity at the
wave-cylinder intersection points, giving a fully-Lagrangian descrip-
tion, and decreases linearly towards zero (semi-Lagrangian description)
some distance away from the cylinder. 𝜈(𝑥, 𝑡) in Eq. (15) is a damping
coefficient associated with dissipation zones (beaches) to prevent wave
reflections. 𝜑𝑟𝑒𝑓 and 𝜁𝑟𝑒𝑓 are reference values for the velocity potential
and wave elevation, respectively. The body-fixed equivalent of Eq. (15)
is given in Hanssen (2019). Dirichlet conditions for 𝜕𝜑∕𝜕𝑡 and 𝐷𝐵𝑂𝜑∕𝐷𝑡
on 𝑆𝑆𝐹 follow directly from Eqs. (13) and (14), noting that the pressure
is atmospheric on the free surface (i.e. 𝑝 = 0). On the remaining
boundaries, Neumann conditions are imposed. In the inertial reference
frame these are written

∇𝜑 ⋅ 𝒏 = 𝑼 ⋅ 𝒏 on {𝑆 , 𝑆 , 𝑆 , 𝑆 }, (16)
4

𝐵 𝑆𝑒𝑎𝑏𝑒𝑑 𝑊 𝑎𝑙𝑙 𝑊𝑀
where 𝒏 is the normal vector defined in Fig. 2. The velocity of the
boundary 𝑼 is zero along 𝑆𝑆𝑒𝑎𝑏𝑒𝑑 and 𝑆𝑊 𝑎𝑙𝑙. On 𝑆𝐵 and 𝑆𝑊𝑀 , 𝑼 is
given by Eq. (6). Neumann conditions for 𝜕𝜑∕𝜕𝑡 = 𝜑𝑡 along 𝑆𝑆𝑒𝑎𝑏𝑒𝑑 and
𝑆𝑊 𝑎𝑙𝑙 are found by taking the Eulerian time derivative of Eq. (16) in
the inertial reference frame. Noting that 𝜕𝒏∕𝜕𝑡 = 𝟎, this gives

∇𝜑𝑡 ⋅ 𝒏 = 0 on {𝑆𝑆𝑒𝑎𝑏𝑒𝑑 , 𝑆𝑊 𝑎𝑙𝑙}, (17)

where we have used that 𝜕(∇𝜑)∕𝜕𝑡 = ∇(𝜕𝜑∕𝜕𝑡). Boundary conditions for
the time derivative of 𝜑 along 𝑆𝑆𝑒𝑎𝑏𝑒𝑑 and 𝑆𝑊 𝑎𝑙𝑙 are always specified in
the inertial reference frame. On 𝑆𝐵 and 𝑆𝑊𝑀 , however, the mathemat-
ical formulation is simplified by specifying boundary conditions in the
associated body-fixed reference frames. The Neumann conditions for
𝐷𝐵𝑂𝜑∕𝐷𝑡 on these boundaries are derived by taking the time derivative
of Eq. (16) following the motion of the body:
𝐷𝐵𝑂∇𝜑

𝐷𝑡
⋅ 𝒏 + ∇𝜑 ⋅

𝐷𝐵𝑂𝒏
𝐷𝑡

=
𝐷𝐵𝑂𝑼
𝐷𝑡

⋅ 𝒏 + 𝑼 ⋅
𝐷𝐵𝑂𝒏
𝐷𝑡

. (18)

Although the subscript 𝑏𝑓 is here omitted, it is implicit that all vectors
are written in the body-fixed coordinate system. The normal vector 𝒏
is hence time-independent, so that Eq. (18) becomes

𝐷𝐵𝑂∇𝜑
𝐷𝑡

⋅ 𝒏 =
𝐷𝐵𝑂(�̇�0 + 𝝎 × 𝒓)

𝐷𝑡
⋅ 𝒏. (19)

he final version of the boundary condition enforced in the body-fixed
eference frames along 𝑆𝐵 and 𝑆𝑊𝑀 thus reads
𝐷𝐵𝑂𝜑
𝐷𝑡

⋅ 𝒏 = (�̈�0 + �̇� × 𝒓) ⋅ 𝒏 on {𝑆𝐵 , 𝑆𝑊𝑀}. (20)

The change of operators from 𝐷𝐵𝑂(∇𝜑)∕𝐷𝑡 to ∇(𝐷𝐵𝑂𝜑∕𝐷𝑡) is discussed
by Hanssen (2019).

3. Numerical implementation

Using the theoretical framework introduced in the previous sec-
tion, a fully nonlinear potential-flow numerical wave tank (NWT) is
developed. Starting from an initial state with still water at 𝑡 = 0,
he free surface and rigid-body motion are evolved in time with a
tandard fourth-order Runge–Kutta (RK4) scheme using the free-surface
onditions (15) and the equations of motion (10), (12). Numerically,
he configuration and properties of the free surface are described by a
inite number of markers that are tracked in time. After each RK4 sub
tep, the wave elevation 𝜁 , and the velocity potential 𝜑𝜁 imposed as

Dirichlet condition on the free surface, are updated for each marker. If
there is a rigid body present, the position and velocity of this after each
RK4 sub step result in updated body-boundary Neumann conditions.
On the remaining boundaries, i.e. the flat seabed, the wavemaker and
the downwave tank wall, Neumann boundary conditions are enforced.
Hence, four BVPs for 𝜑 must be constructed and solved for each
physical time step evolving the solution from 𝑡𝑛 to 𝑡𝑛 + 𝛥𝑡, where 𝛥𝑡
is the time step. If there is a freely floating body present, four BVPs
must also be solved for the time derivative of 𝜑. On the other hand, if



Ocean Engineering 227 (2021) 108841F.-C. W. Hanssen and M. Greco
Fig. 2. Water domain 𝛺 for hydrodynamic BVP bounded by the free surface 𝑆𝑆𝐹 , body boundary 𝑆𝐵 , seabed 𝑆𝑆𝑒𝑎𝑏𝑒𝑑 , vertical tank walls 𝑆𝑊 𝑎𝑙𝑙 and wavemaker 𝑆𝑊𝑀 . The normal
vector 𝒏 is positive pointing into 𝛺.
Fig. 3. HPC grid defined in the inertial 𝑂𝑥𝑧 coordinate system consisting of nodes with global indices (𝑖, 𝑘) and overlapping cells. Each cell has a local cell-fixed coordinate system
𝑜𝑥𝑧. The local node numbering in the highlighted cell is indicated with blue numbers.
the body undergoes forced motions, it is sufficient to solve the latter
BVP only once at the end of each physical time step. This is because
the body motions in this case are known and not integrated forward in
time in the RK4 scheme.

The HPC method is used as a solver for the hydrodynamic BVPs,
combining an IBM with overlapping, Cartesian grids to model complex
surfaces and motions of rigid bodies. The combined method is denoted
as an immersed boundary-overlapping grid method (IBOGM), and rep-
resents a novel development in connection with the HPC method.
The ‘‘classical’’ 2D formulation of the HPC method and how it is
implemented in the IBOGM are explained in the two following sections.
5

3.1. The harmonic polynomial cell method

The computational domain is divided into overlapping, quadrilat-
eral cells as shown in Fig. 3 for a grid defined in the inertial coordinate
system. The grid nodes have global horizontal and vertical indices
denoted (𝑖, 𝑘). Each cell is made up of eight boundary nodes numbered
from 1 to 8 with grid spacing 𝛥𝑥 and 𝛥𝑧 in 𝑥 and 𝑧 direction, respec-
tively. The interior node in each cell, which is a boundary node in any
of the eight overlapping cells, is given local index 9. Each cell has a
local cell-fixed coordinate system 𝑜𝑥𝑧 with origin in this node so that
(𝑥, 𝑧) = (𝑥, 𝑧) − (𝑥 , 𝑧 ) with (𝑥 , 𝑧 ) the coordinates of the interior cell
9 9 9 9
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Fig. 4. HPC grid defined in a body-fixed 𝑜𝑥𝑏𝑓 𝑧𝑏𝑓 coordinate system that is displaced
and rotated compared to the inertial 𝑂𝑥𝑧 coordinate system.

node in the global coordinate system. In a grid specified in a body-fixed
𝑜𝑥𝑏𝑓 𝑧𝑏𝑓 coordinate system as illustrated in Fig. 4, the local coordinates
inside a cell are given as (𝑥, 𝑧) = (𝑥𝑏𝑓 , 𝑧𝑏𝑓 )−(𝑥9,𝑏𝑓 , 𝑧9,𝑏𝑓 ) with (𝑥9,𝑏𝑓 , 𝑧9,𝑏𝑓 )
the coordinates of the interior cell node in the body-fixed coordinate
system.

Consider an arbitrarily located point 𝑃 within the highlighted cell in
either Fig. 3 or Fig. 4 with coordinates 𝑷 = (𝑥𝑃 , 𝑧𝑃 ) in the cell’s local
coordinate system. The velocity potential in this point is represented
as a linear combination of the velocity potentials in the cell’s boundary
nodes, 𝜑𝑖, 𝑖 = 1,… , 8,

𝜑
(

𝑥, 𝑧
)

=
8
∑

𝑖=1

[ 8
∑

𝑗=1
𝑐𝑗,𝑖𝑓𝑗

(

𝑥, 𝑧
)

]

𝜑𝑖. (21)

Taking the gradient of Eq. (21) gives the velocity vector:

∇𝜑
(

𝑥, 𝑧
)

=
8
∑

𝑖=1

[ 8
∑

𝑗=1
𝑐𝑗,𝑖∇𝑓𝑗

(

𝑥, 𝑧
)

]

𝜑𝑖. (22)

In the origin of the local cell-fixed coordinate system, Eq. (21) becomes

𝜑9 = 𝜑 (0, 0) =
8
∑

𝑖=1
𝑐1,𝑖𝜑𝑖, (23)

and is used to enforce continuity of the solution throughout the com-
putational domain. In Eqs. (21)–(23), 𝑓𝑗 (𝑥, 𝑧) is either the real or
imaginary part of the complex 𝑛th order harmonic polynomial (𝑥+ i𝑧)𝑛
with i =

√

−1. 𝑐𝑗,𝑖 is an element of the inverse of the matrix 𝑫 with
elements 𝑑𝑖,𝑗 = 𝑓𝑗 (𝑥𝑖, 𝑧𝑖), where (𝑥𝑖, 𝑧𝑖) are the coordinates of the 𝑖th
boundary node. Since 𝑓𝑗 (𝑥, 𝑧) satisfies the Laplace equation, so does
automatically the representation of 𝜑 in Eq. (21). The same complete
set of harmonic polynomials up to third order and incomplete set up
to fourth order as used by Shao and Faltinsen (2012) is included in
the expressions. The selection of harmonic polynomials is discussed
by Ma et al. (2018), where it is concluded that this is generally the best
choice for an eight-node cell. Because polynomials up to fourth order
are included, a spatial accuracy up to fourth order can be expected.
However, under certain conditions an even better spatial accuracy can
be achieved (Ma et al., 2018).

Recognizing that 𝜑𝑖 are the only time-dependent variables in
Eq. (21), we have that

𝜑𝑡
(

𝑥, 𝑧
)

=
8
∑

[ 8
∑

𝑐𝑗,𝑖𝑓𝑗
(

𝑥, 𝑧
)

]

𝜑𝑡,𝑖 (24)
6

𝑖=1 𝑗=1
and

∇𝜑𝑡
(

𝑥, 𝑧
)

=
8
∑

𝑖=1

[ 8
∑

𝑗=1
𝑐𝑗,𝑖∇𝑓𝑗

(

𝑥, 𝑧
)

]

𝜑𝑡,𝑖, (25)

where 𝜑𝑡,𝑖 = 𝜕𝜑𝑖∕𝜕𝑡. In the interior cell node, Eq. (24) becomes

𝜑𝑡,9 = 𝜑𝑡 (0, 0) =
8
∑

𝑖=1
𝑐1,𝑖𝜑𝑡,𝑖. (26)

Replacing 𝜑𝑡,𝑖 with 𝐷𝐵𝑂𝜑𝑖∕𝐷𝑡, Eqs. (24)–(26) describe 𝐷𝐵𝑂𝜑(𝑥, 𝑧)∕𝐷𝑡
in a body-fixed formulation. It is reminded that 𝐷𝐵𝑂𝜑∕𝐷𝑡 is the time
derivative of 𝜑 following the motion of a body, which we may think
of as an Eulerian-type derivative in the body-fixed reference frame. If
mixed reference frames are used, this difference is accounted for by
using Eq. (8):

𝐷𝐵𝑂𝜑(𝑥, 𝑧)
𝐷𝑡

=
8
∑

𝑖=1

[ 8
∑

𝑗=1
𝑐𝑗,𝑖𝑓𝑗

(

𝑥, 𝑧
)

]

𝜑𝑡,𝑖+

(�̇�0 + 𝝎 × 𝒓) ⋅
8
∑

𝑖=1

[ 8
∑

𝑗=1
𝑐𝑗,𝑖∇𝑓𝑗

(

𝑥, 𝑧
)

]

𝜑𝑖.

(27)

A similar expression is required to write 𝜕𝜑∕𝜕𝑡 as a function of 𝐷𝐵𝑂
𝜑∕𝐷𝑡.

3.2. Immersed boundary-overlapping grid method

The HPC method is implemented using an immersed boundary
method (IBM) combined with overlapping grids, and the resulting
method is therefore referred to as an immersed boundary-overlapping
grid method (IBOGM). The main reason for using these two mod-
elling concepts is to facilitate an accurate and computationally efficient
numerical implementation for general wave and wave-rigid body in-
teraction problems. Such problems are characterized by non-stationary
boundaries that may be described by complex geometries. Moreover,
local refinements of the computational domain may be necessary. With
the IBM, arbitrarily shaped boundaries can be modelled straightfor-
wardly, while grids overlapping enables local refinement. A significant
advantage of the IBOGM is that Cartesian grids with square cells can
be used throughout, which is found to be crucial in order to take
advantage of the higher-order accuracy offered by the HPC method (Ma
et al., 2018).

A principal sketch of the layout of a NWT modelled using the
IBOGM is show in Fig. 5. The coarse background grid, defined in the
inertial reference frame, is fixed, whereas the body-fixed grids follow
the motions of the wavemaker and floating body, respectively. Never-
theless, all grids are stationary in their respective reference frames, so
that the coefficients 𝑐𝑗,𝑖 in Eqs. (21)–(27) only need to be computed
once, which is beneficial with respect to computational efficiency.
Without the use of overlapping grids, local grid refinement close to
moving boundaries would have been more complicated using only
square cells, although promising results using quad-tree refinement
techniques have recently been published.

The BVPs for 𝜑 and its time derivative lead to global matrix equa-
tions on the form 𝑨 ⋅ 𝝋 = 𝒃𝜑 and 𝑨 ⋅ 𝝋𝑡 = 𝒃𝜑𝑡

, where 𝑨 is a shared
global coefficient matrix, 𝝋 and 𝝋𝑡 are vectors that contain the velocity
potential and its time derivative, respectively, of all grid nodes in
the computational domain and 𝒃𝜑 and 𝒃𝜑𝑡

are vectors with boundary
conditions. 𝑨 is a sparse and narrow-banded matrix dominated by
entries of the continuity equation (23). An example of the structure
of 𝑨 is given later in Fig. 9.

Boundary conditions on physical boundaries
On the free surface, Dirichlet conditions for 𝜑 and its time derivative

are enforced by evaluating Eqs. (21) and (24) in the most appropriate
cells containing it, see Fig. 6(a). These cells are denoted free-surface
ghost cells and are determined by first selecting free-surface ghost
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Fig. 5. Principal sketch of computational domain used in the IBOGM consisting of a background grid and overlapping grids that move with the motion of the wavemaker and of
a generic 2D ship section, respectively.
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nodes, which are the nodes just above the free surface. The ghost cells
are the cells where the ghost nodes have local node number 7 (or 5
or 8 if the node is at rigid boundaries). Occasionally some additional
ghost nodes must be introduced in the ghost cells in order to have the
same number of unknowns and equations (rows) in 𝑨. The number of
free-surface Dirichlet conditions is equal to the number of ghost nodes.
For each ghost node, the Dirichlet condition is enforced in the point on
the free surface with the same 𝑥 coordinate as the node if it belongs
o the background grid, or with the same 𝑥𝑏𝑓 coordinate if the node is

defined in an overlapping grid. If there are two ghost nodes with the
same 𝑥 (or 𝑥𝑏𝑓 ) coordinate, this means that the boundary condition for
the same point on the free surface is enforced twice. However, since the
boundary conditions are enforced using different ghost cells, 𝑨 does
not become singular. If the free-surface markers are modelled with a
fully-Lagrangian formulation, their positions will generally differ from
the ‘‘vertical’’ grid lines, whereas if the semi-Lagrangian formulation
is used the markers by definition move along the grid lines in 𝑧 (or
𝑧𝑏𝑓 ) direction. From a robustness point-of-view, it is found beneficial
to enforce Dirichlet conditions in the locations where the free surface
intersects the vertical grid lines. Therefore, in the fully-Lagrangian
approach, third-order B-splines are used to interpolate the free-surface
elevation and potential (in points that are not wave–body intersection
points) to the 𝑥 (or 𝑥𝑏𝑓 ) coordinates of the grid nodes. These points
are referred to as evaluation points in Fig. 7. One may wonder why
this is done instead of using Eq. (21) to enforce Dirichlet conditions
directly in the markers’ position. Indeed, at a frozen time instant, this
is allowed as long as there are enough markers located inside each
cell. When attempting to use this approach in a simulation, however,
free-surface instabilities rapidly occur. This is believed to be related to
the fact that the accuracy of the numerical solution varies inside the
cell, as was documented in 2D by Ma et al. (2018). They showed that
the error of the numerical representation of 𝜑 in a cell is small along
the vertical grid line through the centre of the cell, and with the B-
spline interpolation, we are able to enforce boundary conditions for 𝜑
in these high-accuracy locations. It is found equally important that ∇𝜑
is estimated with Eq. (22) in the same points as where the Dirichlet
conditions for 𝜑 are enforced. Hence, we use third-order B-splines also
to interpolate the values of ∇𝜑 back to each of the markers where they
are required in connection with the dynamic and kinematic free-surface
conditions. Since the evaluation points coincide with the markers when
the semi-Lagrangian formulation is used, no B-spline interpolation of
free-surface properties is necessary in this case.

As illustrated in Fig. 7(a), when the semi-Lagrangian formulation is
used, each grid has its separate set of free-surface markers. Markers
that belong to the background grid inside one of the overlapping
grids are in this case inactive with properties interpolated from the
markers in the overlapping grid. With this approach, the free surface
is a single, continuous boundary no matter if the semi-Lagrangian or
fully-Lagrangian description is used.
7

For nodes on the tank walls, seabed, wavemaker and surface-
piercing body, Neumann boundary conditions are enforced through
Eqs. (22) and (25). For the moving wavemaker and body, the equations
are applied in body-fixed reference frames. The body has an arbitrary
geometry and generally does not intersect nodes in the body-fixed grid,
and is hence modelled as an immersed boundary in this. Boundary
conditions are enforced in discrete points along the boundary, using
body-boundary ghost cells that contain the points (red-shaded cells in
Fig. 6(b)). The algorithm used to deal with body boundaries here is as
follows: First, body-boundary ghost nodes inside the body are selected.
For each of these, the discrete point on the wetted part of the body
closest to the ghost node is selected. We make sure that the same point
on the body boundary is not used several times, which may lead to a
singular matrix system. Finally, we select the most appropriate ghost
cell to be used to enforce the body-boundary condition in the selected
point. A reasonable choice of ghost cells is found to be characterized
by that the ghost cells overlap, and that the majority of their area is
outside the body. Using the IBM in the body-fixed grid, the procedure
of identifying body-boundary ghost cells only has to be performed once
at the start of the simulation. However, during the simulation it may
happen that the pre-selected body-boundary points come above the
instantaneous free surface. In this case, the body-boundary conditions
related to these are instead enforced in body-boundary points just
below the free surface.

The green-shaded cell in Fig. 6(b) is denoted a double cell used to
enforce the free-surface Dirichlet and body-boundary Neumann con-
ditions in the wave–body intersection point with coordinates (𝑥𝑊𝐵𝐼 ,
𝑧𝑊𝐵𝐼 ) simultaneously. Denoting the local node indices in this cell 1–8,
a set of fictitious nodes 1′–8′ are introduced with the same locations.
The double cell contains a double node with local index 𝑘′ (i.e. a
replica of the node with local index 𝑘), which is the green node in the
example in Fig. 6(b). Using the node with index 𝑘 and the cell with local
node indices 1–8, we enforce free-surface Dirichlet conditions in the
point (𝑥𝑊𝐵𝐼 , 𝑧𝑊𝐵𝐼 ) through Eqs. (21) and (24). Similarly, we use the
node with index 𝑘′ and the cell with indices 1′–8′ to enforce Neumann
conditions in (𝑥𝑊𝐵𝐼 , 𝑧𝑊𝐵𝐼 ) through Eqs. (22) and (25). In addition we
enforce 𝜑𝑖′ = 𝜑𝑖 and 𝐷𝐵𝑂𝜑𝑖′∕𝐷𝑡 = 𝐷𝐵𝑂𝜑𝑖∕𝐷𝑡 for {𝑖 = 1,… , 8, 𝑖 ≠ 𝑘}.

he intention of the double cells is to introduce additional unknowns
hat enable us to enforce more than one boundary condition per wave–
ody intersection point. However, it is noted that the results applying
his technique are found to be in close agreement with the results ob-
ained only applying free-surface Dirichlet conditions in (𝑥𝑊𝐵𝐼 , 𝑧𝑊𝐵𝐼 )
or reasons that require a dedicated theoretical study that is not part
f the present work. It is also noted that the water velocity used in
he dynamic and kinematic free-surface conditions (15) is estimated
sing the double cells where the Dirichlet free-surface condition is
nforced. Instead using the double cells where the Neumann body-
oundary condition is enforced, i.e. the cells with indices 1′–8′, may
ive some non-physical spurious oscillations.
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Fig. 6. Portion of free surface tracked with massless markers immersed in an inertial background grid (a) and body boundary immersed in an overlapping, body-fixed grid (b).
Yellow and grey cells constitute the active and inactive parts of the computational domain. The black nodes below the free surface are interior cell nodes where Eqs. (23) and
(26) are enforced. In the blue ghost cells the free-surface Dirichlet conditions are enforced through Eqs. (21) and (24) and in the red ghost cells body-boundary conditions are
enforced through Eqs. (22) and (25) in the discrete points indicated with red circles. The green cell is a double cell where the free-surface and body-boundary conditions are
enforced simultaneously in the wave–body intersection point. The blue and red square nodes are ghost nodes outside the physical domain, while the green node is a ghost node
for both the free surface and body boundary. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Fig. 7. Position of free-surface markers and evaluation points on the free surface. The latter points are where Dirichlet boundary conditions are enforced using Eqs. (21), (24),
and where the water velocities are evaluated in connection with the kinematic and dynamic free-surface conditions (15).
An obvious consequence of using ghost cells in Fig. 6 is that a
numerical solution exists outside the physical domain. It is important to
point out that this solution has no physical meaning other than ensuring
that the enforced boundary conditions are satisfied.

Coupling between grids
Continuity of the solution between the background grid and the

overlapping grids is ensured through an implicit two-way coupling.
For 𝜑, this is provided by using Eq. (21), while for its time derivative
equation (27) is used to account for the mixed reference frames. The
coupling is illustrated in Fig. 8. In selecting cells used to interpolate
the solution between the grids, care is taken to avoid recurrence.
Recurrence here means that a cell in the background grid used to
interpolate the solution in an overlapping grid contains nodes that have
their solution interpolated from the overlapping grid and vice versa. An
effective way to avoid this is to let the red nodes in Fig. 8(a) be some
minimum distance away from the red nodes in (b). This distance should
at least be equal to the largest grid spacing in any of the two grids.
8

A consequence of the IBM and the coupling between grids is that 𝑨
changes with time because the number of nodes in the computational
domain and their associated equations vary with time. Consequently, 𝑨
must be built every time step. As it will later be discussed in connection
with Fig. 14, this operation amounts to a large portion of the overall
computational time. An example of 𝑨 is given in Fig. 9. Although some
non-zero off-diagonal entries exist due to coupling between the differ-
ent grids, the matrix is diagonally-dominated and the global matrix
equations can be efficiently solved by iterative solvers for sparse matrix
systems. In the present work, a bicgstab solver with tolerance 5 ⋅ 10−9 is
used with a splu decomposition of 𝑨 as pre-conditioner. This solver is
part of the SciPy Python library, and gives stable and efficient solutions
of the global matrix equations.

Integration of pressure
When 𝜑 and its time derivative are obtained from the solution of

the hydrodynamic BVPs, the pressure is computed using the body-
fixed version of the Bernoulli equation (14) in a set of discrete points
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Fig. 8. Coupling between background grid and body-fixed grid on a flap-type wavemaker. The nodes indicated with red circles in (a) are where the solution in the background
grid is interpolated from cells in the body-fixed grid, and in (b) where the solution in the body-fixed grid is interpolated from cells in the background grid. The nodes indicated
with orange diamonds are where Neumann boundary conditions are enforced. The remaining node types are similar as in Fig. 6.
Fig. 9. Example of non-zero entries in global coefficient matrix. The body-fixed grids
on the wavemaker and the body are for brevity denoted as 1 and 2, while the
background grid is denoted as 3. 1 → 3, 3 → 1, 2 → 3 and 3 → 2 indicate coupling
terms between the grids.

on the body boundary. The body boundary is here parametrized by a
tangential coordinate 𝑠 in anti-clockwise direction. Forces and moment
are obtained by integrating the pressure over the instantaneous wetted
body surface, 𝑠0 ≤ 𝑠 ≤ 𝑠1:

𝑭 𝑏𝑓 (𝑡) = −∫

𝑠1

𝑠0
𝑝(𝑠, 𝑡)𝒏𝑏𝑓 (𝑠)𝑑𝑠, (28)

𝑀𝑦(𝑡)𝒋 = −∫

𝑠1

𝑠0
𝑝(𝑠, 𝑡)(𝑷 𝑏𝑓 (𝑠) × 𝒏𝑏𝑓 (𝑠))𝑑𝑠. (29)

𝑷 𝑏𝑓 (𝑠) represents the body-fixed coordinates of the point with tan-
gential coordinate 𝑠 relative to the centre of gravity. A negative sign
appears in front of the integrals because the normal vector 𝒏 is
9

𝑏𝑓
defined outwards. 𝑀𝑦 is independent of reference frame in 2D, while
the force vector can be expressed in the inertial reference frame as
𝑭 = Λ𝑏→𝑖 ⋅ 𝑭 𝑏𝑓 .

In the case of a freely floating body, the body motions are coupled
with the fluid dynamic problem. This is highlighted by the fact that
the pressure forces and moments are needed to estimate the body
accelerations from the equations of motion (10), (12) but, at the same
time, the pressure depends on the time derivative of 𝜑 that is obtained
by solving a BVP where the same accelerations give the body-boundary
conditions. This principally means that the body accelerations appear
in both sides of the equations of motion. This coupling is handled here
through the iterative scheme illustrated in Fig. 10, where the vector
Θ̈ contains the translational and angular accelerations in the body-
fixed reference frame. The input to each iteration loop is a guess of Θ̈
denoted as Θ̈0, initially estimated using backward finite difference. The
iteration is terminated when the error 𝜖, having the dimension of the
acceleration term with the largest individual error, is less than some
predefined value 𝜖𝑡𝑜𝑙. The reason for using an absolute rather than a
relative error as termination criterion is that the latter may lead to a
slow convergence, or even divergence, when the accelerations are close
to zero. With 𝜖𝑡𝑜𝑙 = 10−3, which is found to be a reasonable value for
the cases considered here, the number of iterations is typically in the
order of five. The iteration scheme is efficient since it is only performed
at the end of every physical time step, and because it introduces no
changes to the coefficient matrix 𝑨 or its pre-conditioner matrix. Only
the elements in the right-hand side vector 𝒃𝜑𝑡

corresponding to body-
boundary conditions for 𝐷𝐵𝑂𝜑∕𝐷𝑡 require updating. Alternatively, the
coupling between the body motions and the fluid dynamic problem
can be handled intrinsically without iteration, for example with the
mode-decomposition and indirect methods used by Koo and Kim (2004)
or the implicit method proposed by Tanizawa (1995). However, these
methods were developed for BEM solvers with collocation points dis-
tributed over the body surface, and using these techniques in the
IBOGM is likely related with challenges. Taking the implicit method
as an example, this requires that the integrals in Eqs. (28), (29) are
implicitly written into 𝑨 in a modified coefficient matrix 𝑨′. Since
𝑨′ ≠ 𝑨, the same pre-conditioner matrix cannot be used as in the
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Fig. 10. Iteration loop to estimate body accelerations consistent with the coupling between body motions and fluid dynamic problem.
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Fig. 11. Time series of surge motion 𝜂1 (top) and number of iterations 𝑛𝑖𝑡𝑒𝑟 (bottom)
as a function of time when nearly steady-state conditions are achieved for the case
with 𝜉𝐵 = 0.5 to be discussed in Section 4.4 for two different time steps 𝛥𝑡. 𝜁𝐴 and 𝑇
are the amplitude and period of the incident wave.

BVP for 𝜑, and the additional terms written into 𝑨′ reduce the sparsity
ompared to 𝑨. These two aspects may contribute adversely to the
omputational efficiency. Moreover, including the boundary integrals
ver the surface of the body in 𝑨′ is expected to influence the numerical
tability in an IBM, especially when the rigid-body motions are large.
o robustly include such non-iterative methods in the IBOGM therefore
equires a dedicated effort, and is not pursued in the present work.

The convergence of the iterative body-acceleration scheme is in-
estigated in Fig. 11 for one of the most numerically challenging
reely-floating body cases that will be discussed in Section 4.4. Here, the
urge motion obtained using 45 time steps per incident wave period is
n good agreement with results using 90 time steps per wave period.
his is also the case for the heave and roll motions, and 45 time
teps per wave period therefore give sufficiently converged results. For
his case, the average number of iterations 𝑛𝑖𝑡𝑒𝑟 is around eight with

the largest time step 𝛥𝑡. 𝑛𝑖𝑡𝑒𝑟 is reduced when 𝛥𝑡 is reduced, which
indicates that the iterative scheme performs as intended; when the time
step is reduced we expect smaller inconsistencies between the body
accelerations and pressure loads, requiring fewer iterations.

𝑭 𝑏𝑓 and 𝑀𝑦 in Eqs. (28), (29) are part of the external loads in the
right-hand sides of the equations of motion (10) and (12). The exter-
nal force vector also includes the vertical gravity force and possibly
stiffness and linear damping forces,

𝑭 𝑏𝑓 ,𝑒𝑥𝑡 = 𝑭 𝑏𝑓 −Λ𝑖→𝑏 ⋅ (𝑀𝑔𝒌) −Λ𝑖→𝑏 ⋅ (𝑩𝑙 ⋅ �̇�0 + 𝑪 ⋅𝑹0), (30)

where 𝑩𝑙 is a linear damping matrix, 𝑪 is a stiffness matrix and
𝑹0 = 𝜂1𝒊 + 𝜂3𝒌. 𝜂1 and 𝜂3 are sway and heave motions in the inertial
oordinate system, where 𝒊 and 𝒌 are unit vectors along the 𝑥 and

axes, respectively. The external moment may include linear and
uadratic roll damping,

𝑦,𝑒𝑥𝑡 = 𝑀𝑦 − 𝐵𝑙
𝜂5

̇𝜂5 − 𝐵𝑞
𝜂5

̇𝜂5| ̇𝜂5|, (31)

here 𝐵𝑙
𝜂5

and 𝐵𝑞
𝜂5 are linear and quadratic damping coefficients and

is the roll motion in radians.
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5

Fig. 12. Jet-cutting scheme illustrated for a scenario with small exterior angles. The
blue filled markers are prior to jet-cutting while the white markers with blue borders
are new marker locations after jet-cutting.

Special treatment of wave–body intersection points
Using markers to track the free-surface evolution, it is important

to prevent that the markers on wave–body intersection points separate
from the body boundary, especially when the body geometry is non-
vertical in the free surface region. This is ensured by reformulating the
fully-Lagrangian version of the kinematic free-surface condition (15) in
the tangential coordinate 𝑠 defined in connection with Eqs. (28), (29):
𝐷𝑠
𝐷𝑡

= 𝜎𝑧|∇𝜑 − 𝒖𝑏|. (32)

ere 𝒖𝑏 is the velocity of the body surface in the marker location given
y Eq. (6) and 𝜎𝑧 is the component in the 𝑧𝑏𝑓 direction of a sign function
efined as −𝑠𝑖𝑔𝑛(∇𝜑− 𝒖𝑏) if the intersection point is on the left side of

the body and as 𝑠𝑖𝑔𝑛(∇𝜑 − 𝒖𝑏) on the right side of the body. Since the
wave–body intersection points are managed in the body-fixed reference
frame, ∇𝜑 − 𝒖𝑏 expresses the velocity-magnitude of the wave–body
intersecting marker relative to this frame. The argument allowing us to
use Eq. (32) is that, since Neumann conditions enforcing zero relative
normal velocity between the water and body are applied in the wave–
body intersection points, the markers’ trajectories by definition have to
be tangential to the surface.

In some scenarios, such as when the semi-submerged circular cylin-
der discussed later is forced to oscillate at a high frequency in heave,
small angles between the free surface and the body surface can occur. If
these angles become too small they may cause numerical instabilities.
To promote numerical robustness, a jet-cutting scheme is therefore in-
voked when either the interior or exterior angle between free surface’s
and body boundary’s tangents become less than 5◦. The jet-cutting
scheme is illustrated in Fig. 12: Marker 1 is removed, marker 2 is
projected normally onto the body and a new marker is introduced
between marker 2 and 3. The markers are then redistributed to ensure
equal horizontal spacing. The markers before and after the jet-cutting
are denoted 1–5 and 1′–5′, respectively.

Reduction of free-surface instabilities
Especially when using the fully-Lagrangian formulation of Eq. (15),

instabilities may develop on the free surface. To prevent this, the
third-order five-point filter used by Sun (2007) is applied to the free-
surface elevation and velocity potential after every complete time step.

In addition the fully-Lagrangian markers are redistributed with even
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horizontal spacing so that they do not cluster together. With the semi-
Lagrangian formulation of Eq. (15), Hanssen et al. (2018) found that a
weaker twelfth-order Savitzky–Golay filter (Savitzky and Golay, 1964)
is sufficient.

Wave generation and absorption
Waves are generated with a moving (physical) wavemaker of either

a piston or flap type, where the former is typically used to generate
shallow-water waves and the latter to generate waves in intermediate
and deep water. A temporal ramp function 𝑟𝑤𝑚(𝑡), defined as 0.5[1 −
cos (𝜋𝑡)∕𝑇𝑟𝑎𝑚𝑝] if 𝑡 ≤ 𝑇𝑟𝑎𝑚𝑝 and 1.0 otherwise, is introduced to avoid
numerical instabilities due to an impulsive start of the wavemaker.
𝑇𝑟𝑎𝑚𝑝 is the ramp function’s duration, typically taken between three and
five times the characteristic wave period. Considering a flap wavemaker
with steady-state angular motion 𝛼𝑤𝑚(𝑡), the flap signal used in a sim-
ulation is thus 𝛼𝑤𝑚(𝑡) = 𝛼𝑤𝑚(𝑡)𝑟𝑤𝑚(𝑡). Waves are absorbed at numerical
beaches modelled through the damping coefficient 𝜈(𝑥, 𝑡) in Eq. (15).
Because reflected and radiated waves do not decay with distance in 2D,
dissipation zones are necessary both towards the wavemaker (upwave)
and the tank wall in the opposite (downwave) side. The purpose of
the upwave beach is to dissipate waves propagating back towards the
wavemaker, and 𝜑𝑟𝑒𝑓 and 𝜁𝑟𝑒𝑓 in Eq. (15) are hence estimated from
linear wavemaker theory (see e.g. Dean and Dalrymple, 1991). It was
demonstrated by Hanssen (2019) that this approach gives satisfactory
results, meaning that the fully nonlinear solution is retained a short
distance away from the beach. An advantage of using linear theory
is that both regular and irregular waves can be accounted for in a
straightforward manner. The purpose of the downwave beach is to
prevent any wave reflections from the tank wall, hence 𝜑𝑟𝑒𝑓 and 𝜁𝑟𝑒𝑓
are equal to zero for this beach. 𝜈(𝑥, 𝑡) can be decomposed into a spatial
and temporal contribution, 𝜈(𝑥, 𝑡) = 𝜈(𝑥)𝛿(𝑡0), where 𝛿(𝑡0) is a step
function which is zero for 𝑡 ≤ 𝑡0 and 1 for 𝑡 > 𝑡0. 𝑡0 is zero for the
downwave beach, and is chosen larger than the time when transient
waves associated with start-up of the wavemaker have propagated out
of the beach for the upwave beach. 𝜈(𝑥) follows the definition in (Greco,
2001),

𝜈(𝑥) =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

0 𝑥 ≤ 𝑥0
𝜈𝑚𝑎𝑥(−2𝜉3 + 3𝜉2) 𝑥0 < 𝑥 ≤ 𝑥1 (downwave)
𝜈𝑚𝑎𝑥(1 + 2𝜉3 − 3𝜉2) 𝑥0 < 𝑥 ≤ 𝑥1 (upwave)
𝜈𝑚𝑎𝑥 𝑥 > 𝑥1,

(33)

where 𝜈𝑚𝑎𝑥 is an empirically chosen coefficient. 𝑥0 and 𝑥1 are the start
and endpoints, respectively, of the beach. 𝜉 is an auxiliary normalized
coordinate defined as 𝜉 = (𝑥 − 𝑥0)∕𝐿𝑏𝑒𝑎𝑐ℎ where 𝐿𝑏𝑒𝑎𝑐ℎ = 𝑥1 − 𝑥0 is the
beach length. As a general guidance 𝐿𝑏𝑒𝑎𝑐ℎ can be taken as two times
the characteristic wavelength. Reasonable values for 𝜈𝑚𝑎𝑥 are generally
found to be in the range 2–4 s−1. If 𝐿𝑏𝑒𝑎𝑐ℎ is too short, this may require
a large 𝜈𝑚𝑎𝑥, which can lead to wave reflections from the beach itself.

Schematic summary of solution algorithm
The flowchart in Fig. 13 illustrates the main steps involved in

evolving the numerical solution from the known state at time 𝑡𝑛 to the
unknown state at 𝑡𝑛+1 = 𝑡𝑛 + 𝛥𝑡 for a freely-floating body case. 𝛥𝑡 is
here the constant time step. For a general solution variable 𝑦 with time
derivative given in the form �̇� = �̇�(𝑦, 𝑡), the RK4 time-integration scheme
can be expressed as

𝑦𝑛+1 = 𝑦𝑛 +
𝛥𝑡
6
(𝑘1,𝑦 + 2𝑘2,𝑦 + 2𝑘3,𝑦 + 𝑘4,𝑦) (34)

with coefficients 𝑘𝑖,𝑦, 𝑖 = 1,… , 4:

𝑘1,𝑦 = �̇�(𝑦𝑛, 𝑡𝑛),

𝑘2,𝑦 = �̇�(𝑦𝑛 + 0.5𝛥𝑡𝑘1,𝑦, 𝑡𝑛 + 0.5𝛥𝑡),

𝑘3,𝑦 = �̇�(𝑦𝑛 + 0.5𝛥𝑡𝑘2,𝑦, 𝑡𝑛 + 0.5𝛥𝑡),
(35)
11

𝑘4,𝑦 = �̇�(𝑦𝑛 + 𝛥𝑡𝑘3,𝑦, 𝑡𝑛 + 𝛥𝑡).
In Fig. 13, the vectors 𝝋 and 𝝋𝑡 contain the velocity potential and
its time derivative in all active grid nodes. These are obtained from
solving the global matrix equations corresponding to the hydrodynamic
BVPs. �̃� and �̃� contain the velocity potential and position of all free-
surface markers. The time derivatives of these are estimated from
the dynamic and kinematic free-surface conditions (15). If the semi-
Lagrangian versions of the free-surface conditions are used, only the
vertical components in �̃� are involved in the RK4 scheme. If instead
the fully-Lagrangian versions of the free-surface conditions are used,
the markers are redistributed with even spacing in horizontal direction
after each complete RK4 cycle. The vector Θ = (𝑹0, 𝛼) contains the
translational and angular rigid-body motions, and the double time
derivative of Θ, i.e. the rigid-body accelerations, are estimated from
the equations of motion. An asterisk indicates the state of a variable or
matrix after one of the three fictitious Euler steps involved in the RK4
scheme. For each physical time step, four hydrodynamic BVPs must be
solved for 𝜑 together with 4 + 𝑛𝑖𝑡𝑒𝑟 BVPs for the time derivative of 𝜑.

Computational effort
The computational effort involved in the different parts of the

IBOGM is discussed using one of the freely-floating body cases that
will be presented in Section 4.4 as example. As Fig. 14 shows, building
the global matrix equation for 𝜑 accounts for more than 20% of the
total CPU time. The majority of this time is spent to generate 𝑨,
since the size and topology of 𝑨 inevitably change with time in the
IBOGM. Recognizing that the majority of 𝑨 is populated by entries of
the connectivity Eq. (23), a useful technique that has been used here to
limit the time spent constructing 𝑨 is to initially generate a reservoir
coefficient matrix 𝑨∗ where Eq. (23) is inserted for all grid nodes except
for those that are on boundaries. At any given time, relevant parts of
𝑨∗ are copied into the correct locations in 𝑨. Without this technique,
the time to construct 𝑨 increases notably. Generating the right-hand
side vector for the global matrix equation of the time derivative of 𝜑
amounts to a little more than 10% of the total CPU time. It is noted that
this vector is not entirely rebuilt for each of the cycles in the iterative
scheme in Fig. 10; only the entries for body-boundary ghost nodes are
updated when a new body acceleration is estimated. The time used
by the iterative matrix solver, including generation of pre-conditioner
matrices, amounts to more than 25% of the total time, while estimating
and integrating the pressure over the wetted body surface amounts to
a little less than 10% of the total CPU time. Since the pressure has to
be integrated in each loop of the iterative scheme in Fig. 10, this time
is significantly reduced if the body has prescribed motions. Moreover,
it is expected that the time can be further reduced by optimizing the
reuse of HPC expressions that do not change during the iterations. The
remaining tasks in the other group in Fig. 14 include writing post-
processing files, transforming coordinates between different coordinate
systems and more. It is expected that the method’s CPU time can be
further reduced, and this will be increasingly important when extending
from 2D to 3D.

4. Validation and verification

Validation and verification studies, comparing results against ex-
perimental, numerical and theoretical reference results are presented
hereafter. First the solver’s ability to propagate waves with nonlinear
characteristics are considered. Thereafter, cases with rigid bodies (1)
forced to oscillate in still water (radiation) and (2) kept fixed in incident
waves (diffraction) are investigated. Finally, all aspects of the solver are
combined for a freely floating body in incident waves (full wave–body
interaction).
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Fig. 13. Flowchart for one complete time step for a freely-floating body simulation. The black, blue and green symbols represent field, free-surface and rigid-body variables,
respectively. Θ̈0 represent the estimated rigid-body accelerations that are updated using the iterative scheme in Fig. 10 until the convergence criterion is met. In each iteration
loop a new right-hand side vector �̂�𝜑𝑡,𝑛+1

is obtained and new field variables �̂�𝑡,𝑛+1 are estimated by solving the BVP for the time derivative of 𝜑. (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of this article.)
4.1. Wave propagation

The solver’s ability to propagate waves with different nonlinear
features, such as steep waves in deep water, wave–wave interaction
and solitary waves in shallow water and a focused, plunging wave was
documented by Hanssen et al. (2018). An additional study, considering
waves with steepness close to a breaking criterion, is presented here
for completeness. The basis is the experiments performed by Baarholm
12
(2001) with periodic, steep waves to study wave impacts on deck
structures with low clearance to the still-water level. The experiments
were carried out in a wave flume 13.5 m long, 0.6 m wide and with
a water depth ℎ equal to 1.0 m. The wave elevation was measured in
a single wave probe that we here assume was located in the middle
of the tank, although Baarholm states that the location of the wave
probe sometimes was changed between cases. The three cases denoted
d03_003, n30_004 and n30_008 in Baarholm (2001) with characteristics
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Fig. 14. Relative CPU time for main tasks in a simulation using the IBOGM with a
freely floating body in the middle of the NWT.

Table 1
Selected periodic-wave cases from Baarholm (2001). 𝜔 is the angular wave frequency,
𝜆 is the wavelength, 𝜁𝑐 is the crest amplitude, 𝐻𝑏 is the breaking-wave height given
by Eq. (36) and 𝑘 is the wave number.

Case 𝜔 𝜆 𝜁𝑐 0.5𝐻𝑏 𝑘𝜁𝑐
(s−1) (m) (m) (m) (–)

d03_003 6.28 1.56 0.080 0.111 0.322
n30_004 6.28 1.56 0.093 0.111 0.375
n30_008 5.03 2.41 0.089 0.169 0.232

given in Table 1 are considered, where 𝑘𝜁𝑐 is a measure of the crest
steepness. The table includes half the breaking-wave height 𝐻𝑏 given
by the following criterion in (Mei et al., 2005):
𝐻𝑏
𝜆

= 0.14 tanh(𝑘ℎ). (36)

his assumes that a wave breaks when the horizontal particle velocity
n the crest exceeds the phase speed of the wave. Although 𝜁𝑐 differs

from 0.5𝐻𝑏 for nearly-breaking waves, the breaking-criterion indicates
that especially the case n30_004 is close to wave breaking. The waves in
the experiments were generated by a flap-type wavemaker hinged 0.1
m above the seabed. However, neither the stroke nor the ramp period of
the wavemaker are known and have to be assumed. We here use a ramp
time of 5 s, while the wavemaker’s angular stroke 𝑠𝑤𝑚,𝑎 is approximated
using linear wavemaker theory resulting in the following 𝑠𝑤𝑚,𝑎 values:
3.209◦ for d03_003, 3.638◦ for n30_004 and 4.498◦ for n03_008. The
time step 𝛥𝑡 and grid spacing 𝛥𝑥 = 𝛥𝑧 are set to 0.02 s and 0.05 m,
respectively, for all three cases. Similar grid spacings are used in the
stationary background grid and in the body-fixed grid moving with the
wavemaker. This gives at least 30 time steps per wave period and at
least 31 grid points per wavelength. The length of the wave tank is
increased to 16.5 m in the numerical analysis to allow for a 6 m long
umerical beach with damping coefficient 𝜈𝑚𝑎𝑥 = 2.0 s−1 at the opposite
ide of the wavemaker. The free-surface markers are semi-Lagrangian,
.e. only allowed to move in vertical direction.

The wave elevation in the probe located 6.25 m from the position
f the wavemaker at rest is compared with the experimental results in
ig. 15 for the cases in Table 1. Given the uncertainty related to the
avemaker signal and the probe position used in the experiments, the
greement is deemed satisfactory. The largest deviations are observed
or the case with 𝜁𝑐 closest to 0.5𝐻𝑏 (n30_004), which may partly
e explained by that modelling such steep wave is challenging both
xperimentally and numerically.

.2. Forced heave motions of a semi-submerged circular cylinder in still
ater

The forced harmonic heave motion of a half-submerged, circular
ylinder in still water studied experimentally by Tasai and Koterayama
1976) and numerically by Sun (2007) is considered. This case is
haracterized by two numerically challenging nonlinear features: (1)
13
Fig. 15. Time series of wave elevation for the cases in Table 1 in a wave probe located
6.25 m from the position of the wavemaker. It is noted that B-spline interpolation is
sed to increase the spatial sampling density of the experimental results.

he body has non-vertical geometry where it intersects the free surface
nd (2) local nonlinear wave behaviour develops close to the body
or high oscillation frequencies. It is noted that the main results for
he heaving cylinder has already been documented in Hanssen et al.
2017). The cylinder has radius 𝑅 = 0.1 m, and the heave motion is
iven as 𝜂3(𝑡) = −𝜖𝜂3𝑅 sin𝜔𝑡 where 𝜖𝜂3 = 𝜂3𝑎∕𝑅 and 𝜔 are the non-
imensional heave amplitude and the angular oscillation frequency,
espectively. From the time series of the vertical force 𝐹3(𝑡) the heave
dded mass and damping coefficients, 𝐴33 and 𝐵33, can be estimated as
ollows (Sun, 2007):

33 =
𝑏3,1 − 𝐶33𝜂3𝑎

−𝜔2𝜂3𝑎
, (37)

𝐵33 =
𝑎3,1
𝜔𝜂3𝑎

. (38)

The hydrostatic restoring coefficient is defined as 𝐶33 = 𝜌𝑔𝐷 with
the water density, 𝑔 the acceleration of gravity and 𝐷 = 2𝑅 the

ylinder’s diameter. The Fourier coefficients in Eqs. (37), (38) follow
y expanding the heave-force signal in a Fourier series,

3(𝑡) = 𝐹3,0 +
∞
∑

𝐹3,𝑛 sin (𝑛𝜔𝑡 + 𝛿𝑛), (39)

𝑛=1
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here 𝐹3,𝑛 and 𝛿𝑛 are the 𝑛th order force amplitude and phase angle,
espectively. The force amplitudes are estimated as

𝐹3,0 =
1
𝑚𝑇 ∫

𝑡0+𝑚𝑇

𝑡0
𝐹3(𝑡)𝑑𝑡 ≡ 𝑎3,0

𝐹3,𝑛 sin 𝛿𝑛 =
2
𝑚𝑇 ∫

𝑡0+𝑚𝑇

𝑡0
𝐹3(𝑡) cos (𝑛𝜔𝑡)𝑑𝑡 ≡ 𝑎3,𝑛

𝐹3,𝑛 cos 𝛿𝑛 =
2
𝑚𝑇 ∫

𝑡0+𝑚𝑇

𝑡0
𝐹3(𝑡) sin (𝑛𝜔𝑡)𝑑𝑡 ≡ 𝑏3,𝑛

𝑛 ≥ 1,
(40)

where 𝑇 = 2𝜋∕𝜔 is the oscillation period and 𝑚 ≥ 1 is the number of
full oscillation periods used in the estimation taken so that 𝐹3(𝑡) has
steady-state behaviour for 𝑡0 ≤ 𝑡 < 𝑡0+𝑚𝑇 . The mean force 𝐹 (0)

3 and the
second-order force amplitude 𝐹3,2 are defined as

𝐹 (0)
3 = 𝑎3,0 − 𝜌𝑔𝑆0 (41)

and

𝐹3,2 =
√

𝑎23,2 + 𝑏23,2, (42)

where 𝑆0 = 0.5𝜋𝑅2 is the mean submerged area of the cylinder.
Eight non-dimensional oscillation frequencies 0.20 ≤ 𝜔2𝑅∕𝑔 ≤ 1.61

re analysed for a single heave amplitude 𝜖𝜂3 = 0.2. The computational
domain is symmetric about the vertical axis through the cylinder centre
(Fig. 16). The length of the numerical domain is 𝐿𝑡𝑎𝑛𝑘 = 10𝜆, where
0.39 m ≤ 𝜆 ≤ 3.15 m is the wavelength for the radiated waves estimated
from the deep-water dispersion relation. The same water depth ℎ = 1.50
m is used for all frequencies. Numerical beaches with length 2𝜆 are used
towards the tank walls on both sides of the cylinder to prevent wave
reflections. The free surface is described using the hybrid formulation
of the free-surface conditions (15) where the free-surface markers at
the wave–body intersection points move in a fully-Lagrangian manner,
and thus never separate from the body surface, while the markers in
the background grid are semi-Lagrangian and thus restricted to move
in parallel with the inertial 𝑧 axis. The spacing between free-surface
markers in the body-fixed grid is significantly smaller than in the
stationary background grid, where the markers are distributed so that
their horizontal positions coincide with those of the grid nodes. The
dimension of the overlapping body-fixed grid, equal in both directions,
is 20𝑅 for the lowest and 5𝑅 for the highest frequency. All grids are
uniform with square cells, where the grid spacing in the background
14

l

Table 2
Simulation parameters used in the numerical analysis of a semi-submerged circular
cylinder undergoing forced heave motion. 𝜔2𝑅∕𝑔 is the non-dimensional heave fre-
quency, 𝐿𝑏𝑓 is the dimension of the square body-fixed grid, 𝛥𝑥 and 𝛥𝑥𝑏𝑓 are the uniform
grid spacings in the background grid and body-fixed grids, respectively, 𝛥𝑡 is the time
step and 𝑇 = 2𝜋∕𝜔 is the heave period.
𝜔2𝑅∕𝑔 𝐿𝑏𝑓 𝛥𝑥 𝛥𝑥𝑏𝑓 𝑇 ∕𝛥𝑡
(–) (m) (m) (m) (–)

0.20 2.00 0.176 0.017 55
0.40 1.00 0.087 0.014 70
0.60 0.85 0.059 0.013 85
0.80 0.70 0.044 0.012 85
1.01 0.60 0.035 0.012 150
1.19 0.50 0.030 0.012 150
1.38 0.50 0.025 0.011 200
1.61 0.50 0.022 0.011 200

grid is taken as 𝛥𝑥 = 𝛥𝑧 ≈ 𝜆∕18. In the body-fixed grid 𝛥𝑥𝑏𝑓 = 𝛥𝑧𝑏𝑓
is taken between 𝑅∕9 and 𝑅∕5, where the former is required for the
most challenging high-frequency cases and the latter is considered a
minimum to give a proper description of the cylinder’s geometry in the
IBM. The time step is taken in the range 𝑇 ∕200 ≤ 𝛥𝑡 ≤ 𝑇 ∕55, where
he smallest time step was required for the highest frequency 𝜔2𝑅∕𝑔 =
.61. For this frequency, large free-surface curvatures develop close
o the wave–body intersection points so that the jet-cutting scheme is
ctivated. The main simulation parameters are summarized in Table 2.

The added mass and damping coefficients and the mean and second-
rder forces derived with the present (IBOGM) method are compared
ith reference results from various sources in Fig. 17. The theoretical

esults for 𝐴33 and 𝐵33 are derived by Tasai and Koterayama (1976)
ith a linear theory, while the theoretical results for 𝐹 (0)

3 and 𝐹3,2 are
omputed by Papanikolaou (1980) using a second-order theory. The
xperimental results are by Tasai and Koterayama (1976), while the
esults by Sun (2007) are obtained from a nonlinear boundary element
ethod (BEM). All the reference results are extracted from plots in Sun

2007). The IBOGM results for 𝐴33, 𝐵33 and 𝐹3,2 are in good agreement
ith the references, and especially with the numerical results by Sun.
or 𝐹 (0)

3 , where it should be noted that there is some scatter in the
xperimental data and that the values are small, some differences can
e observed.

The case with 𝜔2𝑅∕𝑔 = 1.61, found to be the most numerically chal-

enging case due to large free-surface curvatures close to the cylinder,
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Fig. 17. Added mass and damping coefficients and mean and second-order forces in heave for cylinder undergoing forced heave motion with non-dimensional amplitude 𝜖𝜂3 = 0.2
nd non-dimensional frequency 𝜔2𝑅∕𝑔. All experimental results and the theoretical results for 𝐴33 and 𝐵33 are by Tasai and Koterayama (1976). The theoretical results for 𝐹 (0)

3
nd 𝐹3,2 are by Papanikolaou (1980). The results by Sun (2007) are computed by a nonlinear BEM.
h
g
r
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s further examined. The time series of the heave force on the cylinder,
ontaining higher-order harmonics, is compared with results from the
nalysis by Sun in Fig. 18. The two curves are generally consistent,
nd the differences observed in the troughs are considered acceptable,
omparing two different methods for a numerically challenging case.
he free-surface elevation close to the cylinder at six different time

nstants throughout an oscillation cycle for 𝜔2𝑅∕𝑔 = 1.61 is com-
ared with Sun’s results (obtained through personal communication)
n Fig. 19. Consistent behaviour between the two solvers are observed
oth close to the wave–body intersection points and further away from
he cylinder, indicating that the present numerical modelling of the
low at the wave–body intersection points is physically sound even with
ignificant local nonlinear behaviour of the free surface.

.3. A fixed 2D ship section in regular waves

A 2D ship section in beam-sea regular waves was studied exper-
mentally by Nojiri and Murayama (1975) (in Japanese) and later
umerically by Tanizawa et al. (1999). The ship section has breadth
= 0.50 m, draught ℎ = 0.25 m and bilge radius 0.064 m. Since the

resent analysis is performed in 2D, we define the fictitious length of
he ship section in 𝑦 direction as 𝐿𝑠 = 1.0 m. The incident periodic
aves are characterized by their non-dimensional wave frequency 𝜉𝐵 =
2

15

𝐵∕2𝑔 = 𝑘𝐵∕2 and a linear amplitude 𝜁𝐴 = 0.5𝐻 with 𝐻 the wave
Fig. 18. Non-dimensional heave force 𝐹 ∗
3 (𝑡) = (𝐹3(𝑡)−𝜌𝑔𝑆0)∕(2𝜌𝑔𝑅𝜂3𝑎) for the case with

𝜖𝜂3 = 0.2, 𝜔2𝑅∕𝑔 = 1.61.

eight. Here 𝜔 is the angular wave frequency, 𝑔 is the acceleration of
ravity and 𝑘 is the wave number as given by the linear dispersion
elation assuming deep-water conditions. The associated wavelength is
= 2𝜋∕𝑘. The waves included for the fixed ship section are defined

in Table 3. All simulations are performed for 20𝑇 where 𝑇 = 2𝜋∕𝜔
is the wave period. A sketch of the numerical wave tank used in the
analysis is shown in Fig. 20. The length of the tank 𝐿 is equal to
𝑡𝑎𝑛𝑘
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Fig. 19. Free-surface profile plotted at different time instants during one complete oscillation cycle with period 𝑇 for the case with 𝜖𝜂3 = 0.2, 𝜔2𝑅∕𝑔 = 1.61.
8𝜆 and the depth ℎ = 𝜆, i.e. deep-water conditions. The ship section is
located in the middle of the tank with numerical beaches with length
𝐿𝑏𝑒𝑎𝑐ℎ = 2𝜆 located on both sides. The beach on the wavemaker-side
uses linear wavemaker theory as reference solution. The incident waves
are generated with a rotating flap-type wavemaker hinged a distance
0.5ℎ from the seabed. The wavemaker strokes required to obtain the
waves specified in Table 3 are estimated using linear wavemaker the-
ory (Dean and Dalrymple, 1991), and the duration of the ramp function
is 4𝑇 .

For all cases in Table 3, a time step 𝛥𝑡 = 𝑇 ∕45 is used. In the
background grid and the body-fixed grid following the motion of the
wavemaker, the uniform grid spacings are 𝜆∕25. In the square ship-
section fixed grid, that has sides at least 2.5𝐵 long, the grid spacing
is taken as the minimum between 𝐵∕12 and 𝜆∕25. As an example, the
grids used in the simulation with 𝜉𝐵 = 0.25 are shown in Fig. 21. For
this case, 𝜆 is much larger than 𝐵, hence the grid spacing in the ship
section-fixed grid is much smaller than in the background grid.

Transfer functions for the mean wave-drift force in sway (𝑥 direc-
tion) and first-order wave loads in sway, heave and roll are presented
in Fig. 22. The IBOGM results are compared to linear and experi-
mental results by Nojiri and Murayama (1975) and nonlinear BEM
results by Tanizawa et al. (1999). For the mean wave-drift force, the
theoretical curve is derived by Nojiri and Murayama (1975) from a
16

second-order theory. The mean wave-drift forces by Tanizawa et al.
Table 3
Definition of incident periodic waves. 𝜉𝐵 = 𝜔2𝐵∕2𝑔 and 𝜔 are the non-dimensional and
dimensional wave frequencies, respectively, 𝑘 is the wave number and 𝑘𝜁𝐴 is the wave
steepness based on the linear wave amplitude 𝜁𝐴.
𝜉𝐵 𝑘 𝜔 𝑘𝜁𝐴,𝐻=1cm 𝑘𝜁𝐴,𝐻=7cm
(–) (m−1) (s−1) (–) (–)

0.250 1.000 3.132 0.005 0.035
0.500 2.000 4.429 0.010 0.070
0.550 2.200 4.645 0.011 0.077
0.600 2.400 4.851 0.012 0.084
0.650 2.600 5.049 0.013 0.091
0.700 2.800 5.240 0.014 0.098
0.750 3.000 5.424 0.015 0.105
1.000 4.000 6.263 0.020 0.140
1.250 5.000 7.002 0.025 0.175
1.500 6.000 7.671 0.030 0.210
1.750 7.000 8.285 0.035 0.245
2.000 8.000 8.857 0.040 0.280

(1999) and in the IBOGM analyses are obtained from direct pressure in-
tegration (DPI). Several methods to estimate the mean wave-drift force
have been systematically compared, where it is concluded that DPI is
the most accurate. The details of this comparison, being outside the
scope of the present paper, will be documented in a future publication.
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Fig. 20. Sketch of wave tank with length 𝐿𝑡𝑎𝑛𝑘 and water depth ℎ. Waves are generated by a flap-type wavemaker hinged at half the water depth. Numerical damping zones with
equal lengths 𝐿𝑏𝑒𝑎𝑐ℎ = 2𝜆 are located at both ends of the tank. The global, Earth-fixed 𝑂𝑥𝑧 coordinate system is located in the middle of the computational domain with origin in
the still waterline.
Fig. 21. Example of grids used for the case 𝜉𝐵 = 0.25 shown at the initial time 𝑡 = 0.
The IBOGM transfer functions are obtained from a Fourier analysis over
the last four wave periods of the force time histories where steady-
state behaviour is ensured. The wave height used in the experiments is
not known. However, for the freely floating scenario, results for wave
heights 3, 5 and 7 cm are presented. It is thus reasonable to assume that
the experiments presented for the fixed body are performed with one
of these. The first-order wave loads obtained with the IBOGM for both
𝐻 = 1 cm and 𝐻 = 7 cm are generally consistent with the reference
results. For the largest wave frequencies, some scatter is seen in the
experimental results which may be due to wave nonlinearity, exper-
imental uncertainty or a combination of the two. The roll moments
presented by Tanizawa et al. (1999) are consistently slightly larger than
the linear, experimental and IBOGM values. The first-order wave loads
show little sensitivity to the wave height. For the mean wave-drift force,
the IBOGM results are consistent with the second-order theory up to
17
𝜉𝐵 = 1.0, but give lower values above this frequency. The difference
increases with increasing wave height, indicating higher-than-second-
order effects. The same behaviour is qualitatively observed in the
experimental results. Tanizawa et al. (1999) present larger mean wave-
drift forces than the IBOGM for 𝜉𝐵 ≥ 1.0, but with the same qualitative
𝜉𝐵 dependence. The reason for this difference is not fully understood,
but the fact that Tanizawa et al. (1999) use a NWT with 𝐿𝑡𝑎𝑛𝑘 = 6𝜆
instead of 8𝜆 (as used here) may contribute. Moreover, it is understood
that Tanizawa et al. (1999) generate waves at a fixed control surface
using linear wave theory instead of using a physical wavemaker, which
may induce an artificial steady (Stokes-type) drift (Shao, 2010).

4.4. A freely floating 2D ship section in regular waves

The same 2D ship section as considered in the previous section is
analysed here as freely floating for the largest wave height in Table 3.
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Fig. 22. Transfer functions for mean sway wave-drift force and first-order wave loads on a fixed 2D ship section in beam-sea waves. IBOGM results compared with experimental,
linear and second-order theoretical results by Nojiri and Murayama (1975) and nonlinear BEM results by Tanizawa et al. (1999).
The ship section has mass 𝑀 = 125 kg, roll inertia 𝐼𝑦𝑦 = 4.0145 kg m2

and the vertical centre of gravity is 𝐾𝐺 = 0.135 m from the keel. A
linear sway damping 𝐵𝑙

22 = 19.8 N s−1 and sway stiffness 𝐶22 = 197.58
N m−1, acting in the body’s centre of gravity, are included with the
remaining damping and stiffness terms set to zero. All parameters are
taken from Tanizawa et al. (1999). The damping and stiffness forces
relate to motion in the inertial reference frame. The simulations length
is 60𝑇 , i.e. three times longer than for the fixed ship section. This is
because transient motions are slowly decaying, so that it takes longer
to reach approximately steady-state conditions. The duration of the
wavemaker ramp function is also here 4𝑇 . The time step and grid
spacings are similar to those used for the fixed ship section. The IBOGM
results are verified against analyses performed with the nonlinear
potential-flow BEM solver developed by Greco (2001), using a NWT
18
with identical dimensions and set-up as Fig. 20. Waves are generated
with the same flap-type wavemaker, using identical wavemaker signals,
and the damping and stiffness coefficients are the same as used in the
present (IBOGM) analysis. Also the BEM solves an auxiliary BVP for the
time derivative of 𝜑. The main difference between the two simulations
is that the time step in the BEM analyses is half of that in the IBOGM
analyses, which was necessary in order to ensure numerical stability,
and that the BVPs for 𝜑 and its time derivative are solved in an Earth-
fixed reference frame in the BEM solver. The BEM analysis is therefore
considered as an independent verification of the IBOGM analysis using
a similar numerical set-up, but a fundamentally different numerical
method.

Transfer functions for the mean wave-drift force in sway and first-
order motions in sway, heave and roll are compared in Fig. 23. The
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Fig. 23. Transfer functions for mean sway wave-drift force and first-order motions compared with BEM results by Greco and linear results by Koo and Kim (2004). Theoretical
values for the mean wave-drift force are taken from the same reference. The mean wave-drift forces from the IBOGM and BEM analyses are estimated using DPI.
IBOGM and BEM transfer functions are obtained from an identical
Fourier analysis of the last 10𝑇 of the simulation time series. The plots
include motions from a linear analysis by Koo and Kim (2004), and
mean wave-drift force from a second-order theory by the same authors.
Away from the heave and roll resonance frequencies around 𝜉𝐵 = 0.5,
both solvers produce motions in good agreement with the linear results.
Significant differences from linear results are observed moving towards
resonance frequencies, indicating non-negligible nonlinear effects. With
roll amplitudes of approximately 30◦ close to resonance, the simula-
tions are numerically challenging, and the consistency between the
two nonlinear numerical methods are therefore encouraging. The mean
wave-drift force in both the IBOGM and BEM analyses deviate from the
theoretical curve for the steepest waves, which is consistent with the
19
behaviour for the fixed ship section in Fig. 22. Close to the resonance-
frequency region, the IBOGM gives slightly larger drift forces than
the BEM. Since the mean wave-drift force is sensitive to the relative
motion between the structure and waves, it is suggested that this may
be related to the slight difference in heave motions observed in the
frequency range 0.5 ≤ 𝜉𝐵 ≤ 0.7. The reason for these differences are not
further explored, but it should be noted that the heave and roll motions
are large, and the motions and loads in the different degrees of freedom
are coupled with each other.

The IBOGM and BEM analyses for the challenging case with 𝜉𝐵 = 0.5
can be further examined by comparing motion and load time series
in Fig. 24, showing that the roll moments and motions are visually in
excellent agreement. Consistent with the transfer functions in Fig. 23,
the IBOGM gives slightly larger heave amplitudes, while the sway
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Fig. 24. Time series of wave loads and rigid-body motions compared with BEM results by Greco for 𝜉𝐵 = 0.5, 𝐻 = 7 cm.
forces differ mainly in the troughs. Although not easy to observe, the
average sway force over the ten last wave periods (i.e. the mean wave-
drift force) is slightly larger for the IBOGM than for the BEM. A Fourier
analysis shows that these differences are mainly of third order. To
finalize the verification, Fig. 25 shows an analysis of the wave elevation
close to the ship section, and the dynamic-pressure distribution over the
instantaneous wetted surface, for ten different time instants towards the
end of the simulations. The time series of the sway force is included in
each sub plot, with the exact time instant of the snapshot indicated. One
should note that, because there is a slight difference in when data are
written to file in the IBOGM and BEM analyses, the two simulations
are not fully synchronized in all of the sub plots. However, for sub
plots (b), (g) and (i), where the time instants approximately coincide,
the results are in good agreement. Although there are local differences
in the pressure distribution and the wave elevation, the instantaneous
positions of the ship section and the sway forces are similar. One should
keep in mind that these snapshots are taken towards the end of the
20
simulations for a challenging case with roll motions up to 30◦, where
one may anticipate that inconsistencies between the two solvers would
have escalated. The fact that the two distinctly different solvers give
consistent results strengthens the confidence in the IBOGM.

5. Conclusions

A numerical wave tank (NWT) for nonlinear wave and wave-rigid
body interactions in 2D using potential-flow theory has been presented.
The modelling techniques are developed with future extension to 3D in
mind. The harmonic polynomial cell (HPC) method, which is a higher-
order accurate and efficient field method using overlapping cells, is
employed to solve the Laplace equations for the velocity potential and
its time derivative. An immersed boundary method (IBM) is proposed
to model the free surface and body boundaries and is combined with
using overlapping grids following the motion of rigid bodies. The com-
bined method, representing a novel extension to the HPC method, was
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Fig. 25. Dynamic pressure distribution and free-surface elevation at different time instances for 𝜉𝐵 = 0.5, 𝐻 = 7 cm for IBOGM analysis (black) and Greco’s BEM analysis (red).
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enoted as an immersed boundary-overlapping grid method (IBOGM).
consequence of using immersed boundaries is that we operate with

host nodes and ghost cells, where a numerical solution exists in the
art of the ghost cells outside the water region. The solution in these
egions has no physical meaning. The IBOGM has the following main
dvantages: (1) Boundary-fitted grids, that may be cumbersome to
enerate for complex boundaries and that must be updated every time
he boundaries move, are avoided. (2) Cartesian grids with square
ells can be used throughout, which is important to maximize the
21

ccuracy in the HPC method. (3) The solution may be refined locally t
y increasing the density of overlapping grids without increasing the
umber of unknowns unnecessarily.

The following validation and verification cases were presented: (1)
ropagation of regular waves with steepness up to the theoretical
reaking limit, (2) forced harmonic heave motion of a semi-submerged
ircular cylinder in still water, and a 2D ship section with a small bilge
adius (3) fixed and (4) freely floating in beam-sea regular waves. (1)–
3) consider wave propagation, wave radiation and wave diffraction
eparately, whereas in (4) all effects are combined. The results from

he present analysis agreed well with experimental, theoretical and
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numerical reference results. In particular, for the freely floating 2D ship
section, results were systematically compared with a dedicated inde-
pendent analysis performed with a fully nonlinear boundary element
method (BEM) code. The comparison included challenging scenarios
with resonant roll motions up to 30◦. The two analyses gave generally
onsistent loads and motions, both indicating significant nonlinear
oupling effects near heave and roll resonance. Both analyses gave
ean sway wave-drift forces smaller than second-order theory for steep
aves. Close to heave and roll resonance, slightly different wave-
rift forces were observed between the two analyses. However, the
ifferences were considered acceptable, since the wave-drift forces are
ensitive to the first-order motions that were large in this frequency
ange.

The cases presented in this paper indicate that the proposed IBOGM
ethod handles wave and wave-rigid body interaction effects accu-

ately. It is therefore considered well-suited for further examination of
onlinear wave–body interaction effects.
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