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Abstract
The application of 3D technology for fabrication of artificial porous media samples 
improves porous media flow studies. The geometrical characteristics of a porous media 
pore channel: the channel shape, size, porosity, specific surface, expansion ratio, contrac-
tion ratio, and the tortuous pathway of the channel can be controlled through advanced 
additive manufacturing techniques (3D printing), computed tomography imagery (CT 
imaging) and image analysis methods. These 3D technologies have here been applied 
to construct and analyze four homogeneous porous media samples with predefined geo-
metrical properties that are otherwise impossible to construct with conventional methods. 
Uncertainties regarding the geometrical properties are minimized because the 3D-printed 
porous media samples can be evaluated with CT imaging after fabrication. It is this com-
bination of 3D technology that improves the data acquisition and data interpretation and 
contributes to new insight into the phenomenon of fluid flow through porous media. The 
effects of the individual geometrical properties on the fluid flow are then accounted for in 
permeability experiments in a Hassler flow cell. The results of the experimental work are 
used to test the theoretical foundation of the Kozeny–Carman equation and the extended 
version known as the Ergun equation. These equations are developed from analogies to the 
Hagen–Poiseuille flow equation. Based on the results from the laboratory experiments in 
this study, an analytical equation based on the analytical Navier–Stokes equations is pre-
sented as an alternative to the Hagen–Poiseuille analogy for porous media channels with 
non-uniform channel geometries. The agreement between experiment and the new equa-
tion reveals that the dissipating losses of mechanical energy in porous media flows are not 
a result of frictional shear alone. The mechanical losses are also a result of pressure dissi-
pation that arise due to the non-uniformity of the channel geometry, which induced spatial 
variations to the strain rate field and induce acceleration of the velocity field in the flow 
through the porous medium. It is this acceleration that causes a divergence from linear 
flow conditions as the Stokes flow criterion (Re ≪ 1) is breached and causes the convective 
acceleration term to affect the flow behavior. The suggested modifications of theory and 
the presented experiments prove that the effects of surface roughness (1) do not alter the 
flow behavior in the Darcy flow regime or (2) in the Forchheimer flow regime. This implies 
that the flow is still laminar for the Forchheimer flow velocities tested.
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1 Introduction

Fluid flow through a porous media is a subject of global interest and a topic of extensive 
research within fields of scientific and industrial nature alike. Within the field of civil 
engineering, e.g., drinking water supply, water resource management, groundwater heat 
pump systems, coastal erosion, and water contamination there frequently exists a need to 
determine the rate of groundwater flow through soil formations. The groundwater flow 
is assumed to follow the relations given by Darcy’s law (1856) and is governed by the 
hydraulic conductivity, K (m/s), of the soil. Naturally occurring soil formations have a 
potential for large spatial variation, and this often requires the determination of a large 
number of local hydraulic conductivities to adequately describe the over-all field K for an 
aquifer. Many engineering projects do not have the budget to perform time-consuming and 
costly field or laboratory permeability tests. Thus, simple predictive methods that estimate 
the hydraulic conductivity from individual soil samples are still a common and valued 
approach in the industry.

A range of predictive equations has been developed theoretically or empirically from 
laboratory tests. Chapuis (2012) has reviewed 45 of the most commonly used predic-
tive methods in engineering and have recommended four of them, one of which is the 
Kozeny–Carman equation. Common for all the 45 methods is that they relate the hydrau-
lic conductivity or permeability of a soil formation to properties of the solid soil matrix 
rather than to the pore-space matrix properties directly. This is done because soil samples 
are often routinely available in many projects. Properties of the soil solids, e.g., the grain 
size distribution curve, sediment bulk density, soil texture, and form, are properties that 
are relatively easy to measure compared to in situ pore-space properties. However, the four 
methods recommended by Chapuis (2012) incorporate simple dimensionless pore-space 
properties, e.g., the porosity (n) of the bed and the pore channel tortuosity (τ). These pore 
properties are vital for the accuracy of the methods, but are rarely measured or estimated 
in practice, at least in Norway. Continuous use of the predictive methods argues that fur-
ther development and confirmation of their accuracy and applicability are useful for the 
industry.

The aim of this study is to further investigate how various geometrical properties of a 
porous media affect its permeability, and thereby improve the empirical equations further. 
As demonstrated by Chapuis (2012), the in situ pore properties can be difficult to quantify 
accurately in conventional permeability experiments on natural soils. Natural soils typi-
cally consist of a variety of soil particles, with different sizes and shapes, which makes it 
difficult to evaluate the significance of individual geometrical properties alone. Therefore, 
the relation between permeability and different geometrical properties of porous media is 
investigated in detail by applying an additive manufacturing (AM) technique, 3D printing, 
as a means of fabricating artificial soil samples. Geometries that previously were impos-
sible to construct are now available through AM. AM has recently shown its usefulness 
in porous media studies (Osei-Bonzu et  al. 2018; Gelhausen et  al. 2018). In this study, 
the applied AM technique allows to determine the precise location, shape, and size of all 
individual particles in a porous media, thus minimizing uncertainties related to the pore-
matrix configurations and geometry. The influence of the various pore geometrical proper-
ties can then be investigated in a controlled manner. Four different 3D-fabricated homo-
geneous porous media geometries have been tested in a Hassler flow cell and the results 
have been used to test the state-of-the-art analytical flow equations of Kozeny–Carman 
(1937) and Ergun–Orning (1949). These equations are developed based on analogies to the 
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Hagen–Poiseuille equation. As an alternative, a new analytical solution has been developed 
and is here presented, tested, and compared. The new equation is based on analogies to the 
analytical solutions of the Navier–Stokes equation and is proposed to be a better explana-
tion for the porous media flow behavior observed in the presented experiments.

2  Theory

The dissipation of mechanical energy that arise as fluids flow through a porous media dis-
play a velocity-dependent behavior. At low flow velocities the relation is linear, while at 
high velocities the flow displays a non-linear behavior. The fundamental equation of fluid 
flow through a porous media is that of Darcy (1856). Darcy’s law governs the phenomenon 
in flow conditions where viscous shear forces dominate the dissipating losses of fluid flow 
through a porous medium. For horizontally directed one-phase flow, the Darcy equation 
can be stated as Eq. (1) (Hubbert 1940).

where the pressure loss, ΔP (Pa), across the superficial length unit of the porous medium, 
L (m), is proportional to the superficial velocity of the flow, us (m/s), the viscosity of the 
fluid, µ (Pa·s), and is inversely proportional to the permeability of the porous medium, k 
 (m2). The superficial fluid velocity is defined as the bulk fluid flow rate, Q  (m3/s), divided 
by the bulk cross-sectional area perpendicular to the flow direction, A  (m2). Beyond a cer-
tain critical velocity limit the pressure loss diverges from the linear response and must typi-
cally be described by a polynomial equation of the second order, of which the Forchheimer 
equation (Eq.  2) is best known. The second-order term accounts for inertial losses that 
gradually dominate at progressively higher rates of flow. These losses are proportional to 
the inertial resistance factor, β  (m−1), and the density (ρ kg/m3) of the fluid.

In this paper, the empirical equations of Darcy (1856) and Forchheimer (1930) are 
linked with that of two analytical solutions of the Navier–Stokes equation. This is done 
by applying some alternative solutions commonly found in other fields of fluid mechanics. 
Similar solutions have been attempted by e.g., Brinkman (1947), Hasimoto (1959), Barnea 
and Mednick (1978), Collins (1976), Sangani and Acrivos (1981), and Happel and Bren-
ner (1983), Wilkinson (1985), and Allen (1985); among others. In this paper, the analytical 
solution of choice corresponds to that of a horizontally directed, one-phase, incompressible 
fluid flow in channels, shown in Eq. 3.

where the dissipating forces, F (N), that resist the fluid motion within the flow channel, is 
a sum of two different force components. The first term on the right-hand side, represented 
by the dissipation factor C (-), is a linear term and signifies a force dominated by viscous 
shear stress and pressure dissipation. The dissipating forces that originate from the linear 
term are proportional to the dynamic viscosity of the fluid, µ (Pa·s), the fluid velocity, V 
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(m/s), and a characteristic length unit, L (m), that describes the channel. For internal flows, 
such as pipe flows, this is typically the length of the channel.

The second term, represented by the dissipation factor Cd (-), is a non-linear term and 
signifies the force of convective acceleration. When Eq. 3 is arranged as shown here, the 
dissipating forces that originate from the non-linear term are dependent on the Reynolds 
number of the flow (Re). Note that this is not the conventional manner to describe the 
relation in pipe flows, but it is rendered here in this way because the Reynolds numbers 
in porous media are small and the main contributor to dissipation originates from the 
linear term. At high Reynolds numbers the non-linear term dominates, and the equation 
is typically rearranged in favor of the second-order term (White, 2006). In Eq.  3 the 
Reynolds number is defined by Eq.  4 where Re (−) signifies a dimensionless number 
that relates the ratio of inertial forces to viscous forces. The number depends on the 
velocity, V (m/s), the density, ρ (kg/m3), and the viscosity of the fluid and the character-
istic length unit, m (m), of the flow channel geometry.

The linear (C) term and the non-linear (Cd) term of Eq. 3 represent approximate solu-
tions to the incompressible Navier–Stokes equation. The solutions are only valid if the 
following two assumptions are in force: (1) the effects of gravity affect the hydrostatic 
pressure component only and does not affect the dynamics of the flow; (2) the flow is 
steady or quasi-steady. These assumptions imply that the time-dependent term and the 
Froude number term of the Navier–Stokes equation are negligible small and can be 
ignored, and that the flow channel exhibits no free-surface effects.

For Eq.  3 to be relevant for porous media it is necessary to define what the vari-
ous parameters signify and how they are described in relation to each other. In pipe 
flows and in porous media studies the dissipating force is measured as a loss of pres-
sure across the superficial length of a pipe section or a porous media sample. The force 
is thus best described as a pressure loss-type equation. The equation should therefore 
be rearranged to describe a pressure relation, as in Eq.  5, where the loss of pressure, 
ΔP (Pa), is associated with some characteristic length unit, m (m), that describes how 
the pressure forces and the friction forces of the fluid motion interact with the channel 
geometry.

It is clear that both the characteristic length unit, m, and the velocity, V, of both 
Eqs.  4 and 5 must be defined identically for the equation to be further modified. The 
manner that these two parameters are defined are often determined according to the 
problem at hand, and there are certain conventions in different scientific fields (White 
2006). In the study of suspended solids, both m and L are typically described as the 
size or diameter of the solid object, and the velocity is often described by the mean 
“free stream” velocity. For internal flows, however, such as for pipes, the velocity is 
typically described by the maximum velocity component within the flow, while m is 
typically described by Eq. 6. For a uniform circular pipe, the characteristic length unit 
m simplifies to an expression of the pipe internal radius, ri (m), or diameter, di (m). It 
should therefore be noted that in Eq. 5, L describes the length of the channel, while m 
describes the shape of the channel along the channel length L (Schiller 1923).
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In the following subsections, a new theoretical method for defining these parameters 
for a single pore is presented. This expression is then tested if it applies to porous media 
that consist of numerous pores of equal shape.

2.1  The Stokes flow approximation

Equation 3 shows that if the flow velocity is sufficiently small (Re << 1), the dissipation 
caused by convective acceleration of the fluid velocity is orders of magnitude smaller than 
the effects of the linear term (C). The second-order term can then be ignored and Eq. 3 cor-
responds to the Stokes flow approximation with the general form of Eq. 7 (White, 2006).

Equation 7 states that the dissipating forces, FC, within the flow must balance the dissipat-
ing frictional forces, Cf (−), and the dissipating pressure forces, Cp (−), enforced by the 
motion of a fluid past an object surface. The typical scenario would be a fluid flowing with 
a mean velocity, Vavg (m/s), past a three-dimensional object of characteristic length, L (m). 
The balance of dissipating forces is proportional to an unknown dissipation constant (C), 
which depends on the objects shape and orientation in the flow field. The classical example 
of this dissipation constant is seen in Eq. 8 for a smooth sphere, e.g., falling in a stagnant 
fluid or suspended in a uniform velocity field with characteristic length equal to the sphere 
diameter, d (m), (Fig. 1a). 

For a single sphere the dissipating frictional forces are found to be Cf = 2π, and the 
dissipating pressure forces are found to be Cp = π. The sum of these two coefficients is 
the Stokes sphere constant shown in Eq. 8. Equation 8 is frequently applied in the field 
of physical sedimentology and settling of particles (Allen 1985; Raudkivik 1990; Van 
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Fig. 1  Principle sketch of the Stokes creeping flow approximation. a A single sphere suspended in a uni-
form fluid flow field (V) is the classical example. b The velocity field in a pore is spatially bound by the 
geometry of the pore. The assumption of Dupuit is not correct for the whole pore but should be correct for 
a section of the pore where the volume ratio equals the area ratio. Equation 13 assumes that the average 
velocity in Dupuit’s cross-section is equal to the maximum velocity in the pore body cross-section
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Rijn 1993). C is found to be similar to 3π for a wide range of geometrical shapes. The C 
of, e.g., a thin flat circular disk of equal diameter to that of the sphere, but oriented per-
pendicular to the flow direction, is approximately 15% smaller than the sphere constant. 
If this disk is oriented parallel to the flow direction the constant is approximately 56% 
smaller than the 3π sphere constant (White 2006; Çengel and Cimbala 2010). Regard-
ing settling of particles in a fluid, Eq.  8 is considered suitable for a variety of parti-
cle shapes provided that the particle sizes are sufficiently small to satisfy the criterion 
Re < ≈1 (Allen 1985, White 2006) (here the Reynolds number is defined with the par-
ticle diameter as the characteristic length unit L and with the mean fluid “free stream 
“velocity as the velocity component).

Alternatively, Eq.  7 should be valid for a range of particle sizes provided that the 
velocity is sufficiently small to ensure Re ≪ 1. This is the relevant situation for porous 
media, where the particles of the media can constitute a range of particle sizes. The cor-
responding Stokes flow approximation for fluid flow through a single pore is suggested 
to be Eq. 9, where the characteristic length of the pore channel is defined as the intersti-
tial length, Le (m), of the pore channel (which might be longer than the superficial flow 
axis).

The shape of the pore geometry along the L is assumed to be described according to 
the assumptions of Kozeny (1927), which is expressed as Eq. 10 for a single pore. This 
is the same expression as for Eq. 6, but since a pore channel is not uniform or consist-
ently shaped, the expression does not simplify to an expression related to a diameter of 
the pore channel.

The corresponding Stokes flow equation for a pore then becomes Eq.  11, where 
the geometry of the pore is expressed as a ratio of the void volume per unit volume, n 
 (m3·m−3), over the surface area per unit volume, S  (m2·m−3).

However, the interstitial velocity within a pore is difficult to quantify in practical 
experiments and a modification to an average superficial fluid velocity is performed in 
porous media studies. This is typically done through the application of Dupuit’s assump-
tion (1863, described in Carman (1937)) in Eq. 12.

where the interstitial velocity of the fluid within the porous media, ui (m/s), must be higher 
than the superficial velocity (Ref. Eq.  1). Dupuit assumed the interstitial velocity to be 
a function of the porosity (n) of the bed. However, the assumption is assumed valid on 
the notion that for a randomly packed porous media the voids within a porous media are 
so “evenly distributed throughout the bed that the fractional free area at any cross-sec-
tion is constant and equal to the porosity…” (Carman, 1937). Nevertheless, if Dupuit’s 
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assumption is applied to a single pore, this notion is incorrect, and the assumption is not 
valid. For the flow behavior to satisfy the conservation of mass, the flow velocity must be 
ever-changing through a pore in response to the contracting and expanding pore channel 
geometry.

As an alternative, the assumption of Dupuit can be presumed to be correct for 
a specific slice of pore cross-section within the pore where the slice of pore channel 
cross-sectional area equals that of the porosity of the whole pore (Fig.  1b). For any 
pore geometry, this cross-section, hereby termed Dupuit’s cross-section, must be found 
somewhere in-between the pore body center cross-section and the pore throat center 
cross-section. If Dupuit’s assumption represent the average interstitial fluid velocity in 
this cross-section, it is evident that the maximum velocity of the cross-section must be 
bound by the geometry of the cross-section. The conservation of mass then requires the 
velocity to be faster anywhere closer to the pore throat region, and slower anywhere 
closer to the pore body region of the pore. In the case of a uniform channel, e.g., a pipe 
of uniform cross-section, the relation of the maximum fluid velocity, Umax, and channel 
geometry is seen in Eq. 13 (Çengel & Cimbala, 2010), where k0 is the channel geometry 
factor and Ui is the average velocity of the channel.

It is suggested here that if the velocity, V, in Eq. 11 is described similarly to that of 
the “free stream” velocity in Eq.  8, the same dissipating constant of 3π should result 
(Fig. 1). This implies that the velocity must be described as the interstitial mean veloc-
ity in the pore body. The average pore body cross-section velocity is less than the aver-
age velocity in Dupuit’s cross-section. It is therefore assumed that the average veloc-
ity in Dupuit’s cross-section is approximately equivalent to the maximum velocity of 
the pore body cross-section. (Figure 1b). this assumption corresponds to the relation of 
Eq. 14, where the interstitial velocity of Eq. 12, ui, is thought to resemble the Umax of 
Eq. 13, and the velocity V of Eq. 11 resembles the average velocity of the channel, Ui.

Combining Eqs. 11, 12, and 14, results in Eq. 15 for the Stokes flow approximation 
for fluid flow through a pore. The k0 value will here be related to the shape of the pore 
body region of the pore.

The final corrections needed in the equation are to account for the tortuous pathway 
of the flow channel. The pore channel might not be oriented parallel to the measur-
ing axis. This causes the actual travel path of the fluid to be longer than the superficial 
length of the pore. Kozeny (1927) proposed that the longer, tortuous pathway, τ (−), can 
be expressed by Eq. 16.

Carman (1937) stated that the same correction must be applied to the velocity field. 
As the point of reference is chosen to be the superficial velocity component, us, it is 
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necessary to account for the flow directions of the interstitial velocity components. 
Carman (1937) suggested that this should be done according to Eq. 17.

Accounting for the additional distance of travel and the additional velocity with 
which the fluid progress through the pore, the final form of the Stokes flow approxima-
tion becomes Eq. 18. This theoretical approach provides an equation that describes the 
flow through a pore in relation to the average velocity of the pore body.

In practical experiments, the dissipating constant C will only be revealed if all other 
parameters are measured and quantified. Among the variables in Eq. 18, the k0 value is 
the most difficult parameter to determine. It is therefore suitable to define a new coeffi-
cient that account for both the C and k0 values in practice. The new coefficient, kS (−), 
is suggested in Eq. 19 where it is expected that the 3π should be an approximate value 
for a pore with a non-uniform pore channel.

A well-known alternative to Eq. 18 is the Kozeny–Carman equation (Carman 1937). 
In this equation, the velocity V component is identified differently and is related to the 
maximum velocity component within the channel (V is interpreted to resemble Umax of 
Eq. 13 and not the Ui), as is convention for pipe flow equations where the pipes have 
uniform cross-sectional shapes (Carman 1937). Their approach corresponds to Eq. 20.

Much of the work of Carman (1937) was founded on the notion that the product 
of the k0 factor and the tortuosity factor, τ2, is equal to the constant, kC (−). Through 
his work, Carman (1937) concluded that kC only ranges from 4.84 to 6.13 for porous 
media with a wide range of particle shapes and sizes, and that an approximate solution 
for kC for any channel shape or form should be given by Eq. 21. The kC factor is there-
fore perceived to be a factor that depends on the shape of the flow channel in similar 
fashion to that of Hagen–Poiseuille flow in pipes.

Table 1 shows a selection of the different k0 values for Eqs. 18, 19, and 21. These 
values are originally calculated for different cross-section geometries in pipes (Çengel 
& Cimbala, 2010). The table also presents a range of kS values that would result from 
Eq. 19, which are limited to 3.67–5.93 for the most relevant channel geometries. The 
lower limit of 3.14 (π) is obtained for the special case of a rectangular cross-section 
with infinite axis ratio, which would resemble fluid flow between two plates.
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2.2  Including the convective acceleration term

As the fluid flows through the pore, the channel geometry contracts and expands causing 
convective acceleration to occur. If the Reynolds number is sufficiently large, the non-lin-
ear term in Eq. 3 cannot be ignored, meaning that at a particular critical velocity threshold, 
the acceleration force can no longer be ignored. The characteristic parameters are defined 
in chapter  2.1, and the non-linear term (Eq.  22) must be arranged accordingly through 
combination with Eqs. 10, 12, 14, 16, and 17. This provides Eq. 23.

The Cd (−) is a dissipating coefficient that presumably depends on the channel shape, 
and degree of expansion and contraction along the length axis. A relevant approach for 
dealing with these effects can be found in fluid mechanics of pipes. A short description 
is presented here, but the reader is referred, e.g., Çengel & Cimbala (2010) and Idelchik 
(1994) for further details. The concept of minor losses due to pipe expansion or contraction 
is developed from the fundamental conservation laws for mass, momentum and energy. The 

(22)FCd
= Cd ⋅ � ⋅m ⋅ V2

⋅ Le

(23)
�PCd

L
=

Cd ⋅ �
3
⋅ S ⋅ � ⋅ u2

S

k2
0
⋅ n3

Table 1  k0 values for streamline flow in different pipe cross-sections

The k0 values are reversed calculated from Reynolds number based on the definition of the hydraulic diam-
eter of the pipe cross-section (modified and extended after Çengel & Cimbala (2010)). The kS values are 
calculated from Eq. 19
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general form of Eq. (24) relates to pipes of uniform internal diameter, di (m) (Eqs. 8–59 in 
Çengel and Cimbala 2010).

where the total losses of hydraulic head through a pipe, hL,total (m), of length L (m) is due 
to friction in the pipe, represented by, e.g., the Darcy–Weisbach friction factor in lami-
nar flow, f (−), and due to additional losses caused by an contraction of the flow channel, 
e.g., a constricting pipe segment like that of Fig. 2a. A constricting segment enforces two 
losses, both the contraction and the expansion of the segment, and the sum of these losses 
constitutes the minor loss of the obstruction, KL (−).

The loss coefficients, KL, are highly dependent of the pipe geometry, diameter, sur-
face roughness, and the Reynolds number of the flow and are generally larger for expan-
sion segments than for contraction segments. Sharp angles and abrupt changes can 
cause considerable losses as the fluid is unable to make sharp turns at high velocities, 
e.g., causing flow separation at the rear of corners or edges (Çengel and Cimbala 2010). 
Flow separation can occur in areas where the channel size increases and causes the fluid 
velocity to decrease. According to the Bernoulli equation, the flow develops an adverse 
pressure gradient along the walls due to the decrease in velocity and this causes the 
boundary layer to separate from the channel walls (Idelchik 1994).

Semi-empirical equations for pipes exist (Çengel and Cimbala 2010; Crane 1957; 
Idelchik 1994). For uniform expansion, the loss coefficient, KL-ex (−), can be estimated 
from Eqs. 25 or 26, with reference to Fig. 2a. The coefficients are based on the velocity 
of the smallest channel as the reference velocity. The � (-) is a kinetic energy correc-
tion factor that depends on the flow characteristics. In fully developed turbulent flow 
the factor is close to 1.05, while in fully developed laminar flow the factor is 2.0. The 
losses are thus velocity dependent and depend on the Reynolds number of the flow and 
are relatively greater in laminar flow. In laminar conditions, the range is KL-ex ≈ 0.0-2.0, 

(24)hL,total =

(

f
L

di
+
∑

KL

)

⋅

V2
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,

Fig. 2  Principal sketch of minor losses due to contraction and expansion of the flow channel. a A constrict-
ing obstruction in a pipe section of length L causes acceleration of the fluid to occur when the fluid flows 
through the smaller cross-section. The ratio of the smaller area, Asmall, to the larger area, Alarge, determines 
the magnitude of minor losses. A smooth angle, θ, of approach dampens the losses. b An equivalent phe-
nomenon occurs in porous media when the fluid flows from one pore to another. The ratio of pore throat 
area, Asmall, to the pore body area, Alarge, is believed to determine these losses
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while in turbulent conditions the expansion losses are typically bound by the range 
KL-ex ≈ 0.0–1.05.

It is believed that Cd should depend on the constriction ratio similarly to that of KL 
in pipes. The argument for this is that they both deal with the same geometrical aspects, 
namely the expansion and contraction of a channel. For these two to be comparable it is 
vital that both Cd and KL describe the velocity from the same point of reference within 
the channel. Since the pipe coefficients KL are based on the velocity of the smallest 
pipe as the reference velocity, a correction of the Cd constant is needed, since the Cd 
is expressed by the velocity of the larger flow channel. Rearranging the fundamental 
conservation laws provides the correction 1/a2 where a is defined according to Eq. 27 
(Idelchik 1994; Crane 1957).

The modified form of convective acceleration term is then given by Eq. 28, where the 
dissipation coefficient (CKL) is a coefficient that corresponds to the average velocity of 
the pore throat region of the pore. In this form, the CKL should therefore be dependent 
on both the constriction ratio of the channel and the streamlining of the pore channel 
geometry through the pore throat, similar to that of the KL of pipes.

The final version of Eq. 3 then becomes Eq. 29 including the convective acceleration 
term.

This equation represents a single pore. For a porous media that consists of numerous 
pores, these various geometrical factors of Eq. 29 are unique for each pore within the 
pore matrix. However, if all pores are equal within a homogenous pore matrix, the fac-
tors of each pore will be equal to every other pore and Eq. 29 will be able to describe 
the dissipation of mechanical energy through the whole porous media with a single set 
of geometrical factors.

A well-known alternative to Eq. 29 is the Ergun equation (Ergun and Orning 1949). 
The Ergun equation corresponds to Eq. 30. The Ergun equation assumes that the chan-
nel geometry of each pore in a porous media is similar to cylindrical channels, as is evi-
dent by the k0 = 2 in the linear term and the number 4 in the polynomial term.
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The first-order term of the equation is equivalent to that of the Kozeny–Carman equa-
tion, but with a fixed k0 factor of 2 (Table 1). The β0 is a factor of geometrical relation 
and Ergun and Orning (1949) do not explain the β0 factor in relation to pipes of various 
shapes, as Carman attempts to do for the k0 factor. They do, however, provide the range 
1.1 < β0 < 5.6, with most values occurring in the range 2.0–3.3 for randomly packed col-
umns of smooth spheres. Note that the velocity component is represented differently and 
is only altered according to Eq. 12, which states that the Ergun equation does not directly 
account for the tortuosity, τ (−), of the porous media.

3  Experimental work and methods

3.1  Sample design

The four particle designs (Fig. 3) were selected to compare various aspects of geometrical 
relations and their effects on permeability; particle shape (A vs B), size (B vs C), and their 
packing configuration (B vs D). The geometrical configurations of all the designs result in 
homogeneous porous medias that should satisfy the assumptions of Kozeny (1927), that 
the granular beds are equivalent to a “…group of parallel, similar channels…”. All the 
pores in the samples are thus created equal. The geometries are difficult to achieve in tradi-
tional experiments, especially in view of the high porosity medias.

The design properties of the four porous media are summarized in Tables 2 and 3. The 
spherical design (A) comprises 3500 individual 1.0 mm spheres of equal sizes arranged in 
cubical packing arrangement. This configuration results in a pore shape that corresponds to 
47.6% porosity (Fig. 3a). The configuration has traditionally been the subject of fundamen-
tal research of fluid flow through porous media, especially in the late nineteenth and early 
twentieth century (Kozeny 1927; Schriever 1930; Muskat and Botset 1931; Carman 1937) 
and more recently by Rumpf and Gupte (1971) and Fand et al. (1987). In many of these 
studies the degree of packing was determined by the porosity of the samples and the exact 
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Fig. 3  The principal particle design and packing arrangements of the four sample types. a Sample A with 
1.0 mm spheres stacked in the cubical arrangement. Pore corresponds to 47.6% porosity. b Sample B with 
1.0 mm octahedrons stacked in cubical arrangement. Pore corresponds to 83.3% porosity. c Sample C with 
0.50  mm octahedrons stacked in cubical arrangement. Pore corresponds to 83.3% porosity. d Sample D 
with 1.0 mm octahedrons stacked in two sets of equal cubical arrangements, where the one set is fixed in-
between the other without touching the other set. Pore corresponds to 66.6% porosity
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particle arrangements were never truly clear. Newer studies have investigated this pack-
ing arrangement numerically by applying computational methods with the Navier–Stokes 
equations (Hill et  al. 2001). Numerical studies of other geometrical configurations have 
more recently been carried out by Newman and Yin (2013), Turkuler et al., (2014), Schulz 
et al. (2019).

The effects of particle angularity on permeability are considered in the second sam-
ple design. The angular configuration (B) consists of octahedron particles that are packed 
identical to that of the spheres (A), where the diagonal length of the octahedron is 1.0 mm. 
The six points of contact between each octahedron particle and the size of the octahedron 
are such that it fits within a sphere of equal diameter (Fig. 3b). The number of individual 
particles and pores is still 3500 (Table  2), but the porosity increases to 83.3%. In sam-
ple C the length dimensions of the octahedron particles are reduced by a factor of two, 
to 0.50 mm, while all other parameters remain unchanged. This increases the number of 
particles and pores in the sample by a factor of eight and the sample consists of 28,000 
individual 0.50 mm particles (Tables 2 and 3). The porosity remains the same as for B, but 
the flow channels through the sample are smaller and the surface area of the solid matrix is 
increased by a factor of two.

The final particle configuration, sample D, consists of the same 1.0 mm octahedron 
particles as sample B (Fig. 3d). The specific geometry created by the octahedron par-
ticle beds allow for a second set of equal octahedrons to be fixed in-between the first 

Table 2  Properties of the four 3D-printed porous media samples seen in Fig. 3

The porosity (n) and surface area properties corresponds to smooth particles (i.e., no surface roughness). 
The tortuosity (τ) is estimated according to the definition of Epstein (1988). The pore throat area ratio, a (-), 
is calculated according to Eq. 27

ID Particle shape Particle 
diameter,
d [mm]

Smooth particle 
surface area  [mm2]

Porosity of bed
n [%]

Tortuosity of bed
τ [–]

Pore throat 
area ratio
a (–)

A Spherical 1.00 3.142 47.6 1.00 0.215
B Octahedron 1.00 1.732 83.3 1.00 0.500
C Octahedron 0.50 0.433 83.3 1.00 0.500
D Octahedron 1.00 1.732 66.6 1.2247 0.666

Table 3  Design parameters for the four types of 3D-printed porous media, A-D

The bulk cross-sectional area of the cubical container core is 100.0 mm2 and the length of the cores are 
35.0 mm. (*) Sample surface is based on smooth particles surfaces and the estimates include the surface 
area of the container wall (remaining wall surface area is A = 301 mm2, B = 700 mm2, C = 700 mm2 and 
D = 350 mm2)

ID Number 
of sample 
duplicates

Number 
of particle 
beds

Number of 
particles per 
bed

Number of 
pores per 
bed

Number 
of pores in 
sample

*Sample 
surface area 
 (mm2]

Void volume 
of sample 
[ml]

A1-5 5 35 100 100 3 500 11,298 1.666
B1-6 6 35 100 100 3 500 6752 2.915
C1-6 6 70 400 400 28 000 12,824 2.915
D1-6 6 70 200 400 28 000 12,474 2.331



 S. Gjengedal et al.

1 3

octahedron configuration of sample B, without the second set touching the first set. The 
second set introduces a denser form of packing and the configuration corresponds to 
66.6% porosity. The inter-fixed particle bed induces a tortuous channel pathway and 
increases the surface area of the solid matrix by a factor of two. The number of particles 
in the design is doubled to 7000, but the number of representative pores is increased by 
a factor of eight, corresponding to 28,000 pores.

The relative size and shape of the individual pores found in the four samples are 
shown in Fig. 4. The pore shape of sample A is curved and has the smallest pore throat 
ratio a = 0.215 by definition of Eq. 27. The pores of sample B & C are cubical and has a 
pore throat area ratio of a = 0.500. The pore of sample D is subdivided into eight pores 
of equal shape and size to highlight the internal octahedron particle and the correspond-
ing tortuous pathway of the pore. This helps to show that the pore body of sample D is 
rectangular (aspect ratio ≈ 2/1). The pore shape is less diverging than the other samples 
with a pore throat area ratio of a = 0.666.

The tortuosity listed in Table 2 applies the definition of τ = Le/L, where the center 
axis of pore length, Le, is longer than the length of the superficial flow axis, L (Epstein, 
1988). For samples A, B, and C the pores are inline with each other and the flow axis 
and the pores are not tortuous in terms of the definition. The sample D pores are offset 
by the interfixed particle and the octahedron shape dimensions which provide τ = 1.2247 
according to the Pythagorean equation.

The main design parameters are listed in Table 3. The sample design focuses on pre-
serving the integrity of the pore-space matrix throughout the samples. In classical per-
meability experiments, the sample material is inserted into a hollow cylinder. The cyl-
inder must have a wide enough diameter to ensure minimum effects from the container 
wall on the packing arrangement of the material (Fig. 5a) (Carman, 1937; Fand et  al. 
1987). This issue is avoided in the presented design solution by building the wall and 
sample material together in parallel. A cylindrical wall will never yield a satisfactory 
pore-matrix configuration when the particle packing arrangement is cubical (Fig.  5b). 
A cubical container in which all pores are equal contains the samples in this experi-
ment. This is achieved by cutting the particles along the wall at the interface of the pore 
boundary and fixing these particles to the container wall (Fig. 5c). This approach allows 

Fig. 4  The corresponding pore shapes and relative sizes of the pores in the porous medias in Fig. 3. The 
pore throat is red colored. a Sample A pore throat is 0.215 mm2 and the area ratio a = 0.215. b Sample B 
pore throat is 0.500 mm2 and the area ratio a = 0.500. c Sample C pore throat is 0.125 mm2 and the area 
ratio a = 0.500. d Sample D pore throat is 0.125 mm2 and the area ratio a = 0.666. The pore is sliced into 
eight parts to reveal the location of the internal particle and the corresponding tortuous pathway. Two of the 
pores are shown here
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for the exact calculation of the remaining surface area provided by the container wall 
and this is included in the over-all sample evaluation in Table 3.

Six duplicates of each sample were fabricated to show the statistical discrepancies in the 
final product and to provide a means of control and reference in the permeability testing 
procedure. To ensure a good fit for the samples in the Hassler cell, the samples were fabri-
cated with an integrated impermeable cylindrical shell fitting (Fig. 5d).

3.2  Sample fabrication

Additive manufacturing (AM), 3D printing, refers to a group of production methods where 
material is added and constructed successively, often layer by layer. AM is normally 
divided into seven categories (ISO/ATSM, 2015). The Powder Bed Fusion (PBF) category, 
with the specific PBF-LB subcategory utilizing laser beam, is the method applied in this 
study. PBF-LB describes a process where a layer of powder is spread on top of a sub-
strate, thereby selectively being melted into a solid with a laser. These melted stacks will 
grow into the predefined shape that was described by the computer-aided design model. 
Building a part layer by layer has the advantage of turning difficult 3D shapes into simple 
2D-layer projections that are easier to handle and produce. Each sample was designed and 
sketched in the Autodesk® Fusion 360™ CAD program. The CAD models were converted 
to stereolithographic (STL) format and were manufactured in a Concept Laser M2, PBF-
LB machine with maraging steel Marlok C1650 powder. The machine is equipped with a 
200 W diode pumped Yb:YAG fiber laser with continuous wave mode and a laser beam 
diameter of 0.150  mm and a wavelength of 1050  nm. The spherical gas-atomized pow-
dered material (Marloc C6150) has a size distributed of 5–22 µm. This size distribution 
is relatively small compared to standard powder batches and is ideal for geometries that 
require fine details in the finished product (Vock et al. 2019).

The key to producing fine particle structures is in applying the correct sample design, 
building sequence, and production parameters in the PBF-LB process. The production 
parameters have the governing role in the manufacturing. The samples were designed to 
build 2D projections of the X-axis and Y-axis layer by layer along the Z-axis of the machine 

Fig. 5  The sample design avoids unwanted effects caused by container wall geometry. a The cylinder con-
tainer in classical experiments affected the packing arrangement of spheres. b A cylindrical container will 
affect the pore shape and size in the adjoining layer when the packing arrangement is cubical. c The cubical 
container in this experiment provides consistent pore shapes and sizes throughout the sample. The cube has 
an internal dimension of 10.0 mm·10.0 mm in the X-axis and Y-axis. d The complete sample design with 
sample length of 35.0 mm in the Z-axis. To ensure a good fit for the samples in the Hassler cell, the sam-
ples are fabricated with an integrated impermeable cylindrical shell fitting
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(Fig. 5c). It is not trivial to achieve good surface and tolerances in a shape that grows along 
this Z-axis, as this causes an overhang (Akram et al. 2018; King et al. 2015; Malekipour 
and El-Mounayri 2018). This mean that the laser beam will inevitably penetrate deeper 
than intended in the Z-direction, especially if standard production parameters are utilized 
(Trapp et al. 2017). The result is a surface that is larger than the specified dimensions and 
the surface has a rougher finish.

It is crucial that the laser beam does not burn through many powder layers but is melt-
ing just enough to get an impermeable outer particle shell with an acceptable surface 
roughness and pore-matrix configuration. The standard PBF-LB production parameters 
were not appropriate for this study and the customized parameters utilized were provided 
from an independent, unpublished study where fine geometries were much more impor-
tant than mechanical strength of the sample. The Marloc C6150 steel has extraordinarily 
good mechanical properties (Brøtan et al. 2016), which make it unnecessary to discuss the 
strength of the sample parts for the applied pressures (eight bar) and stresses in the perme-
ability tests. The specimens were built with one contour at 500 mm/s laser speed at 50 W 
with a layer thickness of 0.03 mm. The inner section had similar parameters with paral-
lel scanlines 45 degrees on to the machine X-axis (Fig. 5c). For each layer the scan lines 
were rotated 90 degrees. The hatch spacing, which is the distance between the laser scan 
lines, was set to 0.105  mm. The customized parameters contributed to minimum Z-axis 
penetration.

3.3  Sample inspection, CT imaging, and image analysis procedures

Due to the specific design of the samples, traditional measuring and control equipment 
could not be used without destroying the samples. Porosity measuring devices, e.g., Helium 
or Nitrogen porosity meters, or surface area measurement techniques, e.g., gas adsorption 
methods (BET), were unsuccessful. To determine the internal properties of the samples, 
the samples were examined externally in a microscope and inspected internally in a Nikon 
XT H 225 ST industrial CT scanner.

The CT images and image analysis techniques were utilized for the estimation of sample 
porosity, internal surface area, and for calculation of the area ratio component, a, that is 
needed for the empirical correlations. Due to time and funding limitations only the sam-
ples A3, B3, B6, C1, and D3 samples could be sufficiently analyzed. These samples were 
selected randomly from the different duplicates. The large density contrast of the steel par-
ticles to the air-filled voids in the samples contribute to high-quality images. The voxel size 
in the CT images was 22.297 µm in all three dimensions (X, Y, Z) for the image analysis 
of samples A3, B3, B6, and D3 (similar size as the Marlok C1650 powder). The resolu-
tion was improved to 8.466 µm for all three dimensions (X, Y, Z) for sample C1. The CT 
images were filtered and analyzed with the VGSTUDIO MAX 3.1 software package. A 
greyscale threshold algorithm was applied to reduce noise and structural artifacts in the 
CT images and to determine the particle shape, size, and form in the different samples 
(Fig. 6). The sample porosity and sample surface area of the particle matrix were deter-
mined through volume analysis on the voxel data with the marching cubes method. The 
porosity was measured as a volume ratio of the designated void voxels to the solid voxels. 
The surface area of the solid voxels provided the surface area data. The CT-image stacks of 
the various shape matrices were further subjected to image analysis using the ImageJ 1.52a 
software package on pixel data for comparison. The open space (porosity) was measured as 
an area measurement by using the “Intermodes” auto threshold method and calculated as 
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the ratio of the measured area to the total image area. This supplied the area ratio compo-
nent, a, measurements.

3.4  Permeability test procedure, calibration, and equipment

The permeability measurements were conducted with the constant flow rate methodology 
(McPhee et al., 2015). The absolute–permeability cell setup (Fig. 7) consists of a horizon-
tal oriented, pressurized, 38.0-mm-diameter Hassler cell which is connected in parallel to 
three circulatory pumps and an outlet reservoir tank. The Hassler cell is customized with 
two enlarged feeding nodes that incorporate a fixture for the pressure transducers (P1 and 
P2 (type: GE Druck PTX5072-TA-A3-CA-H1-PA-0-250mbara) with 0.1 kPa accuracy) and 

Fig. 6  Voxel data analysis on 
sample A3 with the VGSTUDIO 
MAX 3.1 software package. In 
this particular case, the sample 
A3 is ghosted (grey) and a sec-
tion of the sample is isolated 
from the remaining sample to 
visualize the internal structure of 
the cubical sphere packing (red)

Fig. 7  Schematic sketch of the absolute-permeability cell setup. The T1-temperature sensor measured room 
and oil temperature during the test. The P1 and P2 pressure transducers are mounted in customized fixtures 
at the ends of the Hassler cell. The pumps are connected in series. The interior of the Hassler cell is shown 
in Fig. 8
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an enlarged 11-mm-internal diameter feeding pipe (Figs. 7 and 8). The enlarged feeding 
pipe ensures negligible parasitic pressure losses from the cell components between the P1 
and P2 sensors within the flow rates provided by the pumps. The combination of two VP-
12  K Vindum Pumps and one 260D Teledyne ISCO pump provides a complete range of 
flow rates from 0.0001 to 165.0  ml/min with a pulse-free and continuous mode of rate 
delivery. The rates utilized in this study are 7.5–165.0 ml/min corresponding to superficial 
velocities from 0.0012 to –0.0275 m/s. The feeding nodes and the 3D core sample are fixed 
within the Hassler cell with an airtight rubber sleeve that is pressed around the core and 
feeding nodes with eight bar confining pressure. The cubical container samples are fabri-
cated with a cylindrical shell fitting to ensure a tight sealing with the rubber sleeve and no 
leakages along the wall (Fig. 8).

The circulation fluid was EXXSOL D60 oil at room temperatures (20.2–21.4 °C). The 
oil density of 790 kg/m3 was measured by an Anton Paar Density Meter, DMA 5000 M 
at room temperature (21.0 °C). The dynamic viscosity was measured with a SI Analytics 
KapillaryViscometer D50 to 0.001384 (Pa·s) at room temperature (21.0 °C) and 0.002543 
(Pa·s) at (4.5 °C). The oil was dyed red to help locate leakages, from pipefittings etc., dur-
ing the saturation procedure. The dye had no measurable influence on the density and vis-
cosity measurements. During the saturation sequence, the Hassler cell was turned vertical 
and flooded from the bottom to help evacuate air from the cavities of the hollow cylindrical 
shell fittings (Fig. 8). A backpressure technique with an abrupt pressure drop (shocking) 
was applied to flush trapped air from the interior pore-space matrix. The backpressure was 
built up and released incrementally from 1–7 bar. The technique was then repeated with the 
opposite flow direction and vertical orientation. The samples were deemed fully saturated 
when the initial flow test revealed no zero-shift from the pressure transducer responses in 
both directions (Fig. 9).

The permeability test followed the multipoint flow rate technique (McPhee et al. 2015), 
equivalent to the step-test procedure in large-scale aquifer testing (Kruseman et al. 1990). 
The testing sequence from the C6 sample is presented in Fig. 9 as an example. Each sam-
ple test incorporates 24 individual measurements divided into four main sequences of 

Fig. 8  Customized Hassler cell. Left: Picture of test preparations. Sample being inserted into the cell before 
mounting of the pressure sensors. Right: Schematic sketch of the interior of the cell with a 11-mm-internal 
diameter fixture for the pressure sensors. The cubical container core samples have a cylindrical shell that 
fits in the 38 mm diameter chamber and prevents flow outside of the cubical container core. The rubber 
sleeve is pressed around the fixtures and core sample with eight bar pressure
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incremental flow rate increases followed by a mirrored flow rate decrease. The mirroring 
of the sequences provides duplicate measurements that confirm each rate and reduce uncer-
tainties in the regression. Each point of flow rate was run until steady state was reached. 
The speed of pressure stabilization is a function of the sample length and the permeability 
of the sample. The time needed for each test was different for each of the four sample types. 
All samples displayed steady state within 20–40 s. A sequence of zero flow was included 
between the four main sequences to ensure that no zero-shift of the pressure response had 
occurred during the test. Each main sequence includes the rate 29.0  ml/min which pro-
vides seven measurements of the same reference level to ensure that no pressure shift had 
occurred between the four sequences (Fig. 9).

To verify k (Eq. 1), kF, and β (Eq. 2) attained with the EXXCOL D60 oil experiments 
some samples were cleaned with toluene and further tested with distilled water. Most of 
these tests were not satisfactory because the steel samples showed signs of corrosion upon 
contact with water. Precipitated iron hydroxide powders (rust) were seen on the parti-
cles after the tests. However, some data from these tests are provided to show the general 
behavioral change observed and to allow for comparison with other published works.

4  Results

4.1  Fabrication results

Details of different A, B, C, and D samples are presented in Fig. 10. The pictures show 
that surface roughness is the limiting factor for retaining the designed particle shape and 
form. The powder that border the designed particle surface boundary is partly melted 
and remolded into the sample during the fabrication. The resulting particle surface is not 
smooth on the microscopic level but inhibit a certain fraction of the surrounding powder as 
a rough “coating”. For instance, the fabricated contact point between two individual parti-
cles are slightly thicker than the designed specifications (Fig. 10b, c, e, and f), especially 
affecting the pore throat size of samples A and C more than the samples B and D.

The average estimated properties of porosity, area ratio, and surface area for A3, B3, 
B6, C1, and D3 are presented in Table 4. CT images of the samples show that the particle 

Fig. 9  Multipoint test sequence of sample C6 with 24 individual flow rates from 7.5 to 165.0 ml/min. The 
four main sequences include a “no zero-shift” pause between each sequence to ensure no pressure shift 
in the sensors. The procedure provides duplicate measurements that confirm each rate measurement and 
reduce uncertainties in the data analysis
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size, shape, and configuration were essentially maintained. However, the rough coating of 
powder along the particle surfaces altered the pore-shape matrix compared to that of the 
original smooth particle specifications. The particles are slightly larger than intended in 
the design, especially in regions where they were not bound by a neighboring particle. A 
selection of different CT images is given in Fig. 11 to show these effects for a single parti-
cle bed of each sample. The figure shows three images of each sample. Each image depicts 
the X-axis and Y-axis (Ref. Fig.  5) of the samples and shows a different cross-sections 
of a specific particle bed within each sample. The “pore body” image represents the sec-
tion with the largest channel opening within the pore. The “Dupuit” image shows the sec-
tion with a channel opening corresponding to the estimated porosity of the bed (Table 4). 
The “pore throat” image shows the narrowest channel section of the pores in the bed. The 
alterations are most easily observed for the spheres of A3 which have a thicker connection 
between neighboring particles of the next bed in the pore body image (Fig. 11). This image 
should ideally be similar to the B3 image if the spheres were smooth. The contact points 
between the octahedrons are also thicker than the intended design, but the images of B3 
and C1 show that the pore body section of the samples is less affected than A3. This also 
applies to D3, but here the contact points are seen in the pore throat image. The pore throat 
images show that the channel openings are smaller than intended. Comparison between 
the properties of Table 4 to those of the intended design in Table 2 confirms the observed 
differences. The samples have lower porosities, larger contraction ratios, and rougher and 
larger surfaces than intended. 

Figure 12 shows the void fraction of the combined CT-image stacks from the same 
section of the particle bed seen in Fig. 11. The images shown in Fig. 11 are highlighted 
in yellow markers. The black voids in the CT images are designated as the channel 
opening along the bed and calculated as a void fraction. The length through the bed 
is the Z-axis of the samples in Fig. 11. The void fraction data in Fig. 12 confirm that 

Fig. 10  Images of some of the 3D-printed test samples. a Sample A type with cubical container b Close-up 
of the 1.0 mm spheres. c Sample D type with free pore space between the two sets of octahedrons. d Sam-
ple B type without the cubical container. Notice the index finger for scale. e Close-up of the 1.0 mm octahe-
drons. f Sample C with cubical container
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for each 1 mm length of sample, A3 and B3 have one bed of particles and one con-
striction segment of the channel. Samples C1 and D3 have two. The theoretical void 
fraction of the intended design is shown as full lines in the figure. Compared to these 
lines, the samples display smaller void fractions and greater constrictions. The parti-
cles are also not fully symmetrical in the Z-axis of the sample, as is indicated by the 

Table 4  CT image estimated sample properties of porosity, area ratios, and surface area for the A3, B3, B6, 
C1, and D3 samples. Specific surface includes wall effects

The deviations from the original design are calculated as the ratios between the average particle surface 
area estimated from the CT images and from the ideal smooth design in Table 3

Sample A3 Sample B3 Sample C1 Sample D3

Pore 
body
cross 
section

imgID-45 imgID-46 imgID-56 imgID-25

Dupuit’s
cross 
section

imgID-56 imgID-58 imgID-71 imgID-32

Pore 
throat
cross 
section 

imgID-68 imgID-68 imgID-87 imgID-37

Fig. 11  Raw-data greyscale CT images. The images depict approximately 9 mm × 9 mm of the X-axis and 
Y-axis from a typical section of the particle beds of the cubical cores of A3, B3, C1, and D3. The “pore 
body” cross-section corresponds to the largest channel opening within the pores. The “Dupuit’s” cross-
section represents the area ratio corresponding to the porosity given in Table 4. The “pore throat” image 
shows the narrowest channel section of the pores in the bed. The estimated geometrical data are presented 
in Fig. 12 and Table 4. The images are yellow markers in Fig. 12
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non-symmetrical void ratios in Fig. 12. The lower half of the particles, e.g., from 0.5 
to 1  mm of A3 and B3, are thicker due to the applied fabrication technique and the 
laser beam seems to have penetrated 2–3 layers beneath the particle boundary.

4.2  Hassler flow cell results

The results of the multipoint flow rate tests with EXXSOL D60 oil are presented in Table 5 
and Fig. 13. The least square regression results of the pressure loss versus the flow rate 
data are obtained for both the linear fit (Darcy–Eq.  1) and the polynomial fit (Forch-
heimer–Eq. 2). The linear regressions only include the linear data of the test, which was 
done through iterative testing and comparison of the linear regressions (Fig. 13). The poly-
nomial regression includes all the data points up to the maximum rate of 165 ml/min. All 
the samples show deviations from linearity after surpassing a threshold, termed critical 
velocity uc [cm/s] in Table  5. The uc is calculated as the rate of flow where the linear 
regression yields approximately 1% lower differential pressure loss than the polynomial 
regression. The uc is calculated from superficial velocity because this velocity is used in 
the empirical correlations. The onset of uc is observed at lower velocities for sample A and 
progressively increases in sample B–C–D, respectively. This affects the number of meas-
urements (i) included in the linear regression because the point of divergence is different 
for the four sample types, while the measurements are conducted on the same intervals. 
The accuracy of the pressure sensors is displayed in Fig. 13c as a reference and shows that 
some of the data points of sample B are close to the sensor limits. All other samples were 
within sensor accuracy range.

The permeability (k) of samples A1–A5 range from 641 to 738 D (6.33  ×  10−10 to 
7.18 × 10−10 m2) and samples C1–C6 display the range k = 756–920 D (7.46 × 10−10 to 
9.07 × 10−10  m2). The largest k is observed in samples B1–B6 with the range 7 796–9 988 

Fig. 12  Estimated void fraction (dotted lines) through a typical section of the particle beds in samples A3, 
B3, C1, and D3 with reference to Fig. 11. The data start at the pore body cross Sect. (0 mm) and transgress 
through the pore throat of the bed to the next pore body. The images of Fig. 11 are highlighted in yellow 
markers along the curves. For each 1 mm length of bed, A3 and B3 have one constriction segment, while 
C1 and D3 have two. The smooth lines illustrate the theoretical void fractions that would have been the 
result if the particles were smooth and symmetrical (Fig. 3). The geometrical properties are summarized in 
Table 4
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D (7.69 × 10−9 to 9.86 × 10−9  m2), more than one order of magnitude larger than that of 
the other sample types. The lowest permeabilities are observed in samples D1–D6 with 
the range of 440–619 D (4.34 × 10−10 – 6.11 × 10−10  m2). This indicates some slight dif-
ferences in the pore-matrix geometry of the different samples in each sample group, even 
though the duplicate samples were fabricated in parallel with the same Marlok C1650 pow-
der batch, AM equipment, and laser beam specifications. This is most clear with samples 
B3 and D4 in Figs.  12g and 13c, which display markedly steeper tangent lines and lower 
permeability than the others in their respective group.

The permeability k of Eq.  1 is typically slightly less than kF of Eq.  2, most clearly 
observed for samples A1-A5. The polynomial regression generally offers marginally better 
R2 than the linear regression, but the higher kF tend to slightly under-estimate the pressure 
drop at the lowest rate of flow, 7.25 ml/min (0.00121 m/s). The linear regression slightly 
overestimates the pressure drop compared to the measurements at the lowest rates of 7.25 
and 14.5 ml/min (0.00121 and 0.00242 m/s), which suggest that a small portion of non-
linear losses are included in the regression. These variations are too small to be seen in 
Fig. 13, but they insinuate that the correct permeability is presumably found somewhere 
between the two regressions presented.

The inertial resistance factor (β) of samples A range from 23,608 to 38,861  m−1, 
which is considerably larger than that of the other sample types. However, the magni-
tude of the β is dependent of the permeability. For instance, the B1–B6 samples display 
the lowest β of 903–1 110 m−1, which is more than one order of magnitude smaller than 
the A1–A5 samples. This is opposite to the observed permeability behavior. To compare 
the relative magnitude of the β one must evaluate the ratio of the inertial component to 
the viscous component, βρ/(µ/kF) in Table 5. For A1–A5 the ratios are 9.4–14.9, which 
is twice as large as those of 5.0–6.1 and 4.58–7.64 for B1–B6 and C1–C6, respectively. 
The ratio for the B and C samples is twice as large as those of sample D of 2.33–2.76. 
This is reflected in the curvature of the data in Fig. 13 and corresponds to the same ten-
dency in the observed onset of uc occurring at lower superficial velocities for samples A 
than samples B–C–D, respectively. This is seen in Fig. 13b where the curvature of the 
data is more profound for A1–A5 than for other B–C–D samples in Fig. 13d, f, and h.

A multipoint test with distilled water for sample A3 is presented in Fig. 14 to dem-
onstrate the general behavioral change for different fluids. The density of water (998 kg/
m3) is higher than the oil density (790 kg/m3), while the viscosity of the oil (1.38 mPa·s) 
is higher than for water (0.994  mPa·s). The linear data in Fig.  14a for distilled water 
show lower pressure losses than oil, but the divergence from streamline flow is observed 
at a lower velocity. This agrees with oil having higher viscosity than water (Table 5). 
In Fig. 14b the pressure loss for distilled water is higher than for oil after the velocity 
exceeds approximately 2.3  cm/s. This agrees with water having a higher density than 
oil. The regression results in Table 5 show that the permeability attained with distilled 
water is not equal of the oil permeability. Some rust was identified on the steel spheres 
after the test and this might explain the differences.

4.3  Empirical correlations

The empirical correlations of the experimental data (Eqs. 1 and 2) to the Kozeny–Car-
man equation (Eq. 20) and the Ergun equation (Eq. 30) are presented in Table 6. It is 
convention for these equations to be described according to a representative particle 
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Fig. 13  Experimental results for the EXXSOL D60 oil multipoint Hassler flow cell tests for samples A, B, C, and 
D including all the 23 duplicates. The data are plotted as differential pressure loss per unit length versus the super-
ficial velocity, ΔP/L vs. us. The velocity range of the tests is 0.00121–0.0275 m/s (7.25–165 ml/min). Linear least 
square regression fits are shown in dashed lines in figures a, c, e, and g, while polynomial least square regression 
fits are shown in full lines in figures b, d, f, and h. Regression results are presented in Table 5
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diameter of the porous media (Carman, 1937; Ergun and Orning 1949; Fand et al. 1987; 
Macdonald et al., 1979). This is typically done through introducing the spherical rela-
tion of Eq. 31.

where the particle diameter, d (m), the porosity of the bed (n), and a surface factor that 
account for particle roughness and shape, φ (-), is defined to describe the specific surface 
area, S. For a single particle the surface factor, φ, is unity for smooth spheres and less 
than unity for all other shapes. The same convention is therefore presented as an additional 
equational form (Eqs. 33, 35 and 37) in Table 6, so that the results can be easily compared.

The Kozeny–Carman equations are correlated to the Darcy equation (Eq. 1), which 
corresponds to Eqs. 32 and 33. The only unknown parameters in Eqs. 32 and 33 are the 
constants kC and XC, respectively, and these constants are adjusted to achieve a best fit 
with the regression data of Eq. 1.

Ergun equation is correlated to the Forchheimer equation (Eq.  2), which corresponds to 
Eqs. 34, 35, 36, and 37. The only unknown parameters in Eqs. 34, 35, 36, and 37 are α0, 
XE, β0, and YE, respectively, and these constants are adjusted to achieve a best fit with the 
regression data of the linear and polynomial term in Eq. 2, respectively.

(31)

S =
Area of sphere

Volume of sphere
⋅ Volume ratio of solids in the porous media =

6 ⋅ (1 − n)

� ⋅ d

(32)k =
n3

kC ⋅ S2
where kC = k0 ⋅ �

2

(33)k =
�
2
⋅ d2 ⋅ n3

XC ⋅ (1 − n)2
where XC = kC ⋅ 6 ⋅ 6

Fig. 14  Experimental results for the EXXSOL D60 oil and distilled water from the multipoint Hassler flow 
cell tests of sample A3. The data are plotted as differential pressure loss per unit length versus the superfi-
cial velocity. The velocity range of the tests is 0.00121–0.0275 m/s (7.25–165 ml/min). Linear least square 
regression fits are shown in dashed lines, while polynomial least square regression fits are shown in full 
lines. Regression results are presented in Table 5. a The pressure losses for distilled water are lower than 
for oil, but the divergence from linear flow occurs earlier. The stars indicate the onset of critical velocities, 
uc, of the two experiments. This is expected because of the higher viscosity of oil. b The pressure losses for 
water surpass that of oil at approximately 2.3 cm/s, due to the higher density of water
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The empirical correlations of the experimental data (Eqs. 1 and 2) to the new analytical 
Navier–Stokes approximations (Eqs. 18 and 29) are presented in Table 7, with the same 
input data of Table 6. The Stokes flow approximation are correlated to the Darcy equation 
(Eq. 1), which corresponds to Eq. 38. Equation 38 has two unknown coefficients, C and k0, 
and these two parameters are treated as a single unknown coefficient, kS (Eq. 19), which is 
adjusted to achieve a best fit with the regression data of Eq. 1. Equation 19 is then applied 
to see how the k0 factor would result should the dissipation coefficient be defined C = 3π.

Equation  29 is correlated to the Forchheimer equation (Eq.  2), which corresponds to 
Eq. 39 and 40. The unknown parameters in Eq. 39, are C, k0, and these are treated equal to 

(34)kF =
n3

2 ⋅ �0 ⋅ S
2

(35)kF =
�2

⋅ d2 ⋅ n3

XE ⋅ (1 − n)2
where XE = 2 ⋅ �

0
⋅ 6 ⋅ 6

(36)� =
�
0
⋅ S

8 ⋅ n3

(37)� =
YE ⋅ (1 − n)

� ⋅ d ⋅ n3
where YE =

�0 ⋅ 6

8

(38)k =
n3

kS ⋅ �
2
⋅ S2

where kS =
3 ⋅ �

k0

Table 6  Empirical correlation with parameters in Kozeny–Carman (Eqs. 32 and 33) and Ergun (Eqs. 34–
37) for samples A3, B3, B6, C1, and D3

The particle shape factor, φ, is calculated from Eq. 31. The permeabilities, k and kF, are provided in units 
of Darcy, [D]. The transformation to SI units corresponds to 1 D = 0.9869233·10−12  m2

Input data n
[%]

S
[m−1]

φ
[–]

d
[mm]

τ
[–]

a
[–]

k
[D]

kF
[D]

β
[m−1]

A3 34.96 3 869 1.0084 1.00 1.0 0.128 738 771 27 721
B3 73.66 3 158 0.5004 1.00 1.0 0.422 7 796 8 255 1 090
B6 75.47 2 886 0.5100 1.00 1.0 0.427 9 988 10 756 899
C1 68.72 8 496 0.4418 0.50 1.0 0.290 868 899 9 949
D3 51.16 5 370 0.5497 1.00 1.2247 0.640 619 624 6 443

Sample Output 
data

kc
[Equa-
tion 32]

XC
[Equa-
tion 33]

Output 
data

α0
[Equa-
tion 34]

β0
[Equa-
tion 36]

XE
[Equa-
tion 35]

YE
[Equa-
tion 37]

A3 Kozeny
–Carman 

[eq. 20]

3.92 141 Ergun 
[Eq. 30]

1.87 2.45 135 1.84
B3 5.21 187 2.46 1.10 177 0.83
B6 5.23 188 2.43 1.06 175 0.80
C1 5.25 189 2.54 3.04 183 2.28
D3 7.60 274 3.77 1.29 271 0.97
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the coefficients in the Stokes flow approximation (Eq. 38) and are adjusted to achieve a best 
fit with the regression data of the linear term of Eq. 2. The CKL are adjusted to achieve a 
best fit with the regression data of the polynomial term of Eq. 2.

4.4  Critical Reynolds numbers

Three types of critical Reynolds numbers are presented in Table 8 to allow for comparison 
with values found in the literature. These numbers are typically utilized to describe when the 
flow characteristics deviate from linearity. The most common definition is that of Eq. 41, 
where the characteristic length is described by the diameter of the particle in the bed. Bear 
(2013) states that this definition provides ReC1 within the range 1–10 for porous media. 
Table 8 shows that all of the samples achieve numbers within this range. The definition of 
ReC2 follows the definition suggested by Blake (1922) and is the same definition used by 
Carman (1937) (Eq. 42). Carman (1937) concluded that Eq. 20 is valid for critical veloci-
ties corresponding to ReC2 ≈ 2.0. Table 8 shows that the samples B3 and B6 achieve similar 

(39)kF =
n3

kSF ⋅ �2 ⋅ S2
where kSF =

3 ⋅ �

k0F

(40)� =
CKL

a2
⋅

�3 ⋅ S

k2
0F

⋅ n3
.

Table 7  Empirical correlation with the parameters of the analytical Navier–Stokes approximations (Eqs. 38, 
39 and 40) for samples A3, B3, B6, C1, and D3. Input data are found in Table 6

Sample Output data kS
[Equa-
tion 38]

k0
[Equa-
tion 19]

Output data kSF
[Equa-
tion 39]

k0F
[Equa-
tion 19]

CKL
[Equa-
tion 40]

A3 Darcy data
[Equa-

tion 38]

3.92 2.40 Forch. data
[Equation 39 

and 40]

3.73 2.52 0.03
B3 5.21 1.81 4.92 1.92 0.09
B6 5.23 1.80 4.86 1.94 0.09
C1 5.25 1.80 5.08 1.85 0.11
D3 5.07 1.86 5.03 1.87 0.13

Table 8  Critical Reynolds 
numbers for samples A3, B3, 
B6, C5, and D3. The Reynolds 
numbers are defined by Eqs. 41, 
42, and 43

The ratio RC of the non-linear to the linear dissipation component is 
represented by Eq. 44. The input values are provided in Tables 5, 6, 
and 7

Sample µ
[mPa·s]

ρ
[kg/m3]

uc
[cm/s]

ReC1 ReC2 ReC3 RC

A3 Oil 1.38 790 0.49 2.81 0.73 0.28 0.06
Water* 0.994 998 0.27 2.71 0.70 0.28 0.05

B3 Oil 1.38 790 0.91 5.20 1.64 0.85 0.05
B6 Oil 1.38 790 0.90 5.06 1.79 0.92 0.05
C1 Oil 1.38 790 0.84 4.81 0.57 0.31 0.04
D3 Oil 1.38 790 0.84 4.83 0.90 0.59 0.02
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values, while samples A3, C1, and D3 have values less than one. The Reynolds number 
definition utilized in this paper is presented in Eq. 4 and critical Reynolds numbers of this 
definition correspond to ReC3 in Eq. 43. Table 8 shows that all samples attain ReC3 < ≈ 1 

An alternative definition is presented in Eq. 44 where the divergence from linearity is 
described as a ratio of non-linear over linear dissipation.

5  Discussion

The presented experiments show that AM in combination with high-resolution CT imaging 
technology and image analysis software enables the construction and detailed inspection 
of complex porous media. In this paper it was found that it is the combination of these 
three different 3D technologies that provide the full benefit of each individual technique. 
The technologies complement each other because they limit uncertainties in the interpreta-
tion of the pore-matrix configuration, especially if compared to conventional porous media 
studies, e.g., where particles are poured into a cylindrical container. In the presented work, 
the problem of the container wall affecting the particle arrangement of unconsolidated 
material is avoided. The exact placement of each particle can be controlled through the 
design and fabrication of the 3D samples. Since the properties of the design are known 
they can serve as a reference upon comparison with the final product. After fabrication, the 
CT imaging and image analysis software can provide a complete and highly accurate ren-
dering of the samples which allows for comparison with the design properties. This allows 
for testing of geometries that previously would have been impossible to achieve. This dem-
onstrates the potential benefit of combining these 3D technologies in porous media studies.

An issue for metal-based AM fabrication powder materials is the possibility that the 
material reacts with the fluid. This is observed in the presented experiments for oil and 
distilled water. The regression results in Table 5 show that the permeability attained with 
distilled water is not equal to the permeability attained with oil. This suggests that the dif-
ference in fluid properties do not fully explain the behavior of the data shown in Fig. 14. 
Corrosion products (rust) were identified in the samples after the test with distilled water 
and this is a probable explanation to the different permeabilities of the A3 sample. Other 
fabrication powder materials that would eliminate the corrosion problem, e.g., Aluminum, 
Titanium, or other stainless-steel blends or even plastic resins are readily available on the 

(41)ReC1 =
� ⋅ uc ⋅ d

�

(42)ReC2 =
� ⋅ uc

� ⋅ S

(43)ReC3 =
� ⋅ Vc ⋅m

�
=

� ⋅ uc ⋅ �

� ⋅ S ⋅ k0F

(44)

RC =
non-linear dissipation

linear dissipation
=

Cd ⋅ Re

C
=

Cd ⋅ � ⋅ Vc ⋅m

C ⋅ �
=

CKL
⋅ � ⋅ uc ⋅ �
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global market. Investigating how these powders react with the testing fluid is therefore rec-
ommended before performing the permeability tests.

5.1  Fluid flow through porous media

The Hassler flow cell test results demonstrate that the permeabilities (4.34·10−10 
– 9.98·10−9  m2) of the four sample types (which have sand sized particles; d = 1.0 mm and 
d = 0.5 mm) are within the range of permeabilities associated with unconsolidated sandy 
soils (Bear, 2013). Medium to coarse sand have permeabilities between  10−11 and  10−9  m2 
(Bear 2013; Freeze and Cherry, 1979). The permeabilities of the four sample types (A, B, 
C, and D) are different and they are also slightly different for each sample within each sam-
ple group. The CT images of the five selected samples confirmed that the particle shapes, 
sizes, and configurations are preserved in the samples (Fig. 11). This argues that the varia-
tions of permeability within each group are caused by slight variations in porosity, surface 
area, and surface roughness of the individual samples in each sample group. Comparison 
of B3 vs. B6 data in Tables 5, 6, and 7 supports this statement.

For the packing arrangement with the cubical particle bed configuration, the altera-
tion of particle shape from samples A to B displays a large influence on the permeability, 
from 641–738 D (6.33·10−10 – 7.18·10−10  m2) to 7796–9988 D (7.69×10−9 to 9.86×10−9 
 m2), respectively (Darcy regression). While this is expected, it is surprising to see that the 
lowest permeability is observed in samples D with the range of 441–619 D (4.34×10−10 
– 6.11×10−10  m2). Both the sample B and D configurations consist of particles with the 
same size and shape, but the inter-fixed octahedron bed of sample D evidently alters the 
pore-matrix geometry drastically. The same trend is observed when the size of the parti-
cles is reduced from samples B to C. This demonstrates that it is not the particle shape or 
size that determines the permeability, but the corresponding pore shape and pore size that 
results from the packing of particles. These observations have good agreement with the 
literature (e.g., Bear 2013).

The empirical correlations on the linear flow data (Darcy regression in Table 5) show 
that the Kozeny–Carman equation attains coefficients of similar magnitude to those pub-
lished by others, kC = 3.92–7.60 (Eq.  32) and XC = 141-274 (Eq.  33). Carman (1937) 
reports kC values ranging from 4.84 to 6.13 from testing on randomly packed beds of 
smooth glass spheres. Fand et al. (1987) report XC values ranging from 174 to 184, also 
from testing on randomly packed beds of smooth glass spheres. Even though the particle 
shapes, sizes, and packing arrangements of these various sample groups are different, it 
is interesting to note that the coefficients provided by the Kozeny–Carman equation are 
very similar. However, the presented experiments demonstrate that the analogy to the pipe 
geometry factors suggested in Eq. 21 by Carman (1937) is not correct for porous media. 
The tortuosity (τ) of samples A3, B3 B6, and C1 is unity, while it is 1.2247 for sample D3. 
The upper limit for the pipe geometry factors is 3.0 (Table 1). Consequently, there are no 
pipe geometry factors that can describe any of the datasets. The kC coefficient is therefore 
not a function of the tortuosity factor (τ2) and the pipe geometry factors (k0) in the form of 
Eq. 21 (corresponding to Eq. 45) for non-uniform pore channels.

In the Darcy flow region, the Stokes flow approximation coefficient kS derived from 
correlations with the linear regression is identical to the kC of Kozeny–Carman for A3, B3, 

(45)kC ≠ k0 ⋅ �
2
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B6, and C1, where the tortuosity is unity. The main difference is seen in the sample D3 
results where the kS coefficient now resembles the other octahedron samples. The result-
ing geometry factors, k0, for the octahedron particle beds B3 (k0 = 1.81), B6 (k0 = 1.80), 
and C1 (k0 = 1.80) closely resemble the factor of a square (k0 = 1.78), or closer to a 2 × 1 
rectangle (k0 = 1.94) for sample D3 (k0 = 1.86). These coefficients have good agreement 
with the actual shape of the pore body geometries of the sample configurations (Fig.  3, 
Fig. 4, and Fig. 11), where the pore bodies of samples B and C are squares, and sample D 
is rectangular. The geometry factor for sample A3 (k0 = 2.40) does not resemble that of a 
circle (k0 = 2.0). The geometry factors closest to the k0 value of sample A3 are elliptical or 
rectangular shapes (Table 1). All the five samples A-D achieve geometry factors within the 
range of possible values and samples B, C, and D show good agreement with the observed 
shape of the pore channel. These results argue in favor of the assumption that Eq. 19 can be 
approximated by the 3π constant (Eq. 46) for non-uniform pore channels.

Mao et al. (2016) note that the “Forchheimer” permeability (kF) is not always equal to 
the Darcy permeability (k). This is also observed in this study and this affects the empiri-
cal correlations. The empirical correlations between the non-linear flow data (Forchheimer 
regression in Table 5) show that the Ergun equation attains linear coefficients, α0 = 1.87-
3.77 (Eq. 34) and XE = 135-271 (Eq. 35), similar to those published by others. The sample 
A3 value (1.87) agrees with several of the experiments of Ergun & Orning (1949) who 
report a factor of α0 = 1.8–1.9 for tests with beds of spheres with 30.3–37.2% porosity. The 
XE = 135 of sample A3 agrees with the data of Rumpf and Gupte (1971) who report XE 
values from 124-162 on beds of glass spheres with 43.6–64.0% porosity. The non-spherical 
particles (B, C, and D) attain values of α0 = 2.43-3.77 and XE = 171–271. Dudgeon (1966) 
report tests on angular sand and gravel particles, where most of the data range approxi-
mately from XE = 159 to XE = 546. Similar ranges are also reported by McDonald et  al. 
(1978) and Olatunde and Fasina (2018). The coefficients provided by the Ergun equation 
are relatively similar for a wide range of particle sizes and shapes. Since the analogy to the 
pipe geometry factor (circular pipe k0 = 2) is not correct for porous media in this equational 
form, α0 evidently adopts numerical values that have no logical meaning. Furthermore, the 
influence of the tortuosity factor (τ2) is not accounted for in the Ergun equation. The α0 will 
thus at best represent a clustered parameter that account for several erroneously defined 
geometrical variables.

The coefficient kSF (Eq.  39) derived from correlations with Eq.  29 to the non-linear 
regression data is identical to twice the size of α0 of the Ergun equation for A3, B3, B6, 
and C1, where the tortuosity is unity. The main difference is seen in the sample D3 results 
where the kSF coefficient now resembles that of the other octahedron samples. The result-
ing geometry factors, k0F, for the octahedron particle beds B3 (k0F = 1.92), B6 (k0F = 1.94), 
and D3 (k0F = 1.87) closely resemble a 2x1 rectangle (k0 = 1.94). These coefficients are still 
within the range of possible k0 values (Table 1), but only agree well with the pore body 
geometries of the samples with D3 configuration (Figs. 3, 4, and 11). Table 7 shows that 
the values of the kSF coefficients are consistently less than the kS coefficients. In the litera-
ture it is often suggested that the differences between Forchheimer permeability (kF) and 
the Darcy permeability (k) are a result of different flow characteristics within the porous 
media consisting of a variety of pore sizes (Forchheimer 1930; Carman 1937; Fand et al. 
1987; Newman and Yin 2013; Mao et  al. 2016). Inertial effects might then occur in the 

(46)kS ≅
3 ⋅ �

k0
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larger pores, while the smaller pores are still in the fully linear region. However, in the pre-
sented experiments the pores within each porous media are virtually equal. This suggests 
that the differences between kF and k might be an effect caused by the best-fit regression 
method applied to the experimental data.

Based on the results from the provided experiments it is shown that the assumption of 
Kozeny in Eq.  10 is proven suitable for porous media with homogenous pore matrixes. 
From a theoretical point of view the assumption is logical if viewed in relation to the 
assumptions enforced by the Navier–Stokes equation in Stokes flow conditions. In Stokes 
flow conditions the fluid wraps around the entire surface within the pore channels and the 
frictional shear forces act on all surface area available to the fluid (White 2006; Çengel and 
Cimbala, 2010). Applying Kozeny’s assumption is then in accordance with the assumption 
of Stokes flow. A pore channel’s specific surface area to volume ratio is thus the appropri-
ate characteristic length unit (m) for porous media flows. This is not a controversial conclu-
sion because the expression is essentially the same definition applied in conventional fluid 
mechanics for pipe flow. For a uniform pipe this characteristic length unit simplifies to an 
expression in relation to the internal diameter of the pipe (Eq. 6). For a non-uniform pore 
channel, the expression does not simplify any further. A shape factor (φ in Eq. 31) does 
seemingly enable the application of the particle diameter as part of the expression, but the 
diameter of a particle is not the actual characteristic length unit of which the flow behavior 
relies, a fact that frequently seems to be forgotten.

The new porous media equation (Eq.  29) is based on analogies to the analytical 
Navier–Stokes equations for pipe flows. In the Darcy flow regime, the analogy of porous 
media flow to the Stokes flow around a single sphere is perhaps controversial, but the cor-
relation of Eq.  18 to the experimental data shows coefficients (kS) that agree well with 
experiments (Table  7) and the theory (Table  1). The resulting geometry factor (k0 of 
Eq. 19) of the four sample types is indeed consistent with the observed shape of the chan-
nels in the pore body center region. The success of the analogy presumably relies on the 
fact that the dissipating forces of the flow are not just a result of frictional shear dissipa-
tion alone, as in the Hagen–Poiseuille equation, but also incorporates a significant portion 
of pressure dissipation. The application of the Stokes sphere constant, 3π, implies that a 
significant portion (1/3) of dissipation losses are due to pressure dissipation. The pressure 
dissipation arises due to the non-uniformity of the channel geometry, which induced spatial 
variations to the strain rate field and induces acceleration of the velocity field within the 
flow through the porous medium. In uniform straight pipes this type of dissipation does not 
occur as the cross-section is uniform and there is no change to the velocity field along the 
pipe in steady-state flows.

Based on the results from the provided experiments it is shown that the effects of par-
ticle roughness do not alter the flow behavior in Darcy/Stokes flow conditions. A particle 
with rough surfaces rather provides more surface area on which the dissipating frictional 
shear forces of the fluid flow can act. This is evident through comparison between samples 
B3, B6, and C1 which all yield matching kS coefficients after accounting for surface area 
and porosity differences. This is also evident through comparison of the presented experi-
ments with those of e.g., Carman (1937), Ergun and Orning (1949) and Fand et al. (1987) 
and others. The range of coefficients achieved for smooth particles, e.g., kC = 4.18–6.13 for 
smooth spheres (Carman 1937), is similar to those achieved for the different rough parti-
cle arrangements presented here (kC = 3.92–7.60). It is therefore important to describe the 
specific surface and the porosity of the porous media accurately when utilizing empirical 
equation for prediction purposes.
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Macdonald et  al. (1979) suggest that particle roughness should highly affect the flow 
dynamics in the “high” velocity flow region of the Forchheimer equation. This implies that 
the β0 and YE of Eqs.  36 and 37 would be expected to be relatively larger if the parti-
cle roughness had significant influence on the convective acceleration term. The empir-
ical correlation of sample A3 results in β0 and YE equal to 2.45 and 1.84, respectively. 
These values are actually lower than the range β0 = 2.5-3.0, reported by Ergun & Orning 
(1949) on experiments on randomly packed beds of smooth glass spheres and lead shots. 
The data of Fand et al. (1987) on experiments on randomly packed beds of smooth glass 
spheres provide YE range of 1.811-1.925. The surface area-to-volume ratio of sample A3 is 
comparable to what would be expected from a bed of smooth spheres of similar porosity, 
but the particles are indeed very rough. Much higher factors of β0 and YE would therefore 
be expected if the particle roughness had significant influence on inertia at the velocities 
tested. The results thus prove contrary to the predictions of Macdonald et al. (1979).

The β0 and YE of the orthorhombic samples B, C, and D show seemingly random vari-
ability in their behaviors (Table 6). The B3 and B6 show low β0 values of 1.10 and 1.06, 
respectively, while sample C1 shows a high β0 value of 3.04, even though the cubic pack-
ing arrangements of the samples are identical. The high β0 of C1 agrees with the predic-
tions of Macdonald et al. (1979) but the lower β0 of B3 and B6 argues that there is some 
other cause than the surface roughness that affects the behavior. The β0 and YE coeffi-
cients of sample D3 are also low and in a similar range to that of B3 and B6. Upon com-
parison, similar results are seen in, e.g., Dudgeon (1966) in his work on crushed marble 
and other granular material, or indeed, similar factors are achieved on the data of Becker 
(1947) on orthorhombic packings. Consequently, the application of the β0 does not yield 
consistent or logical results and the outcome is therefore difficult to predict. Furthermore, 
the influence of the tortuosity (τ) is not accounted for in the Ergun equation. The β0 will 
thus at best represent a clustered parameter that account for several undefined geometrical 
variables.

The convective acceleration dissipation coefficient CKL (Eq. 40), derived from corre-
lations with the non-linear data of the Forchheimer regression, are small and are similar 
for all four sample types A-D. These values cannot be easily compared to β0 factors pub-
lished in the porous media literature, but they are expected to be comparable to similar 
laminar pipe flows coefficients (KL range between 0.0 and 2.0). The dissipation coeffi-
cient CKL of all the samples, A3, B3, B6, C1, and D3, are within the range limits of KL 
found in the literature of pipes (Çengel and Cimbala 2010; Idelchik 1994; White 2006; 
Crane 1957). Furthermore, they are very small. These results suggest a low degree of 
wake formation or flow separation within the pores, and that most of the non-linear 
pressure dissipation is due to the continuous acceleration and deacceleration of the fluid 
through the pores. This demonstrates that it is the magnitude of channel contraction (a) 
that governs the dissipation of mechanical energy in Forchheimer flow, in good agree-
ment with the numerical studies of Newman and Yin (2013).

The spherical particles of sample A3 display the lowest CKL = 0.03 which is probably 
due to the rounded particle shape and corresponding streamlining of the channel geom-
etry through the pore throat. A specific value for KL-co of 0.03 (Eq. 25), similar to CKL 
of sample A3, corresponds to, e.g., a well-rounded and smooth pipe contraction seg-
ment in turbulent flow conditions (α = 1.05) (Tables 4–8 in Çengel & Cimbala, 2010). 
The marginally larger CKL coefficients of the octahedron samples B3, B6, and C1 can 
be explained by a less-streamlined channel geometry through the pore throat with more 
rapid changes along the pore channel length. It is also interesting to note that sample D3 
has the largest CKL = 0.13 even though the β factor for samples D in Eq. 2 is the smallest 
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of all the sample types. This can be explained by additional losses caused by the tortu-
osity of the channels. The alteration of the predominant flow direction from one pore 
to the next enforces a change in the velocity field not accounted for by the expansion 
of the channel alone (note that the modification leading to the τ3 factor in Eq. 29 is not 
performed to account for this effect).

The CKL coefficient should depend on the flow characteristics within the channel. 
This means that CKL should include a kinetic energy correction factor (Ref. equation 25 
with α = 2.0), which infer that the flow is still fully laminar. This implies that the mag-
nitude of the CKL coefficient is expected to decrease as the flow characteristics turns tur-
bulent and α ≈ 1.05. A decrease of inertia is observed in several “high” velocity experi-
ments, both analytically and numerically (Fand et al. 1987; Hill et al. 2010; Barree and 
Conway 2005), but this does not necessarily suggest a divergence from laminar flow 
condition. The divergence might be caused by separation of the laminar boundary layer, 
as presented and discussed in detail by Idelchik (1994) for conventional pipe flows. 
The limit of Re > 30–50 for laminar flow separation in pipe diffusers shown by Idelchik 
(1994) suggests that the laminar boundary layer is still in force for flow conditions simi-
lar to those in this study. The application of the CKL coefficient then offers an alternative 
explanation to the observed behavioral change of flow characteristics at higher Reynolds 
numbers, as opposed to the theories discussed by Barree and Conway (2005), on the 
existence of a “minimum permeability plateau” or the application of the cubic velocity 
term discussed by Firzoozabadi and Katz (1979) or Ezeudembah (1982).

5.2  Limitations of the equations

It is here shown that Eq. 29 works well for porous media consisting of multiple copies 
of equivalent pores. However, before applying the equation on different porous media, 
it is important to consider the limitations of the equation regarding the many assump-
tions underlying the applied modifications of the fundamental Eq. 3. The modifications 
are highlighted in Eq. 47 with different colors, signifying the modifications associated 
with the characteristic geometry of the porous media (green), the velocity field (red), 
the Stoke sphere approximation (blue—linear term), and the concept of minor losses in 
pipes (blue—non-linear term).

A significant share of the modifications results from the endeavor to describe the 
interstitial fluid velocity field within the porous media from a measurable superfi-
cial fluid velocity component (red color). The velocity modifications are particularly 
profound in view of the velocity component of the convective acceleration term. The 
importance of Kozeny’s assumption “…that the granular bed is equivalent to a group 
of parallel, similar channels…” has a major role in the limitations of the equation. If 
the channels of the porous media are a group of unparallel and dissimilar channels, 
as is often the case in natural soils, the modifications of the velocity field are unable 
to describe the flow relations by a single set of coefficients. A collection of differ-
ent channel geometries would result in a collection of different velocity fields, each 
bound by the geometry of that particular pore channel within the porous media. The 
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resulting “global” coefficients would then be an outcome of the average behavior of 
the sample.

The assumption of Kozeny does, however, not rely on the porous media to be homo-
geneous in terms of the size and shape distribution of the soil solids of the media. It is 
the pore-matrix configuration that determines whether the porous media is homogenous. 
As a consequence, Eq. 29 might function well as long as the mixture of soil particles 
and their arrangement result in a homogenous pore distribution. An inhomogeneous 
pore distribution would, however, complicate the matter because the divergence from 
linear flow occurs earlier for large pores. Additional non-linear dissipation will then 
occur in parts of the media while other parts will still be fully in the linear flow regime, 
as Forchheimer (1930) pointed out. It is therefore relevant to consider when the convec-
tive acceleration term must be accounted for.

The divergence from linearity is typically assessed through evaluation of the critical 
Reynolds number of the flow. A variety of critical Reynolds numbers have been pre-
sented in Table 8. The critical numbers of ReC1 and ReC2 are both within the expected 
range of each definition. The Reynolds number definition used in the Stokes approxima-
tion (ReC3) is less than one for all samples. This is consistent with the critical number 
criterion of Re < ≈1 for Stokes flow in general (White, 2006). The criteria of Stokes 
flow approximation require that the Re ≪ 1 when applying the linear term of Eq.  3 
alone on fluid flow problems. Although the ReC1, ReC2, and ReC3 definitions fulfill this 
requirement experimentally, they do not provide information about the relative magni-
tude of the inertial versus the viscous component observed in the flow data (Figs.  13 
and 14). This is only achieved with the ratio RC, where the samples have ratios between 
0.02 and 0.06 (Table  8). This ratio essentially state that the non-linear term is 2–6% 
of the magnitude of the linear term for the critical velocity used in the equation. This 
might be a more useful definition for prediction purposes.

Unlike the conventional Reynolds number definitions, the ratio RC incorporates the 
factors and coefficients (CKL and 1/a2) that account for the constriction and expansion 
of the pore channel. If a pore channel has a severe constriction, 1/a2 will be a large 
number, which implies that the divergence from linearity has to occur at relatively lower 
flow velocities. Alternatively, if there is no contraction of the channel, the CKL (Ref. 
equation 25) will approach zero, and there will be no divergence from linearity, even at 
very high flow velocities. Presumably this applies until the onset of turbulence, such as 
for conventional pipe flows (RePipe ≈ 2300).

6  Conclusion

The presented experiments demonstrate that the application of AM, CT imaging, and 
image analysis techniques represents an improvement in porous media studies. These 3D 
technologies enable the study of porous media in a controlled fashion and allow experi-
mental testing on geometries that would otherwise be impossible to achieve with conven-
tional study methods on natural soils or particle beds. Uncertainties regarding the geo-
metrical properties are minimized because the 3D-printed porous media samples can be 
evaluated with CT imaging after fabrication. This combination of 3D technology improves 
the data acquisition and data interpretation and contributes to new insight into the phenom-
enon of fluid flow through porous media.
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The presented experiments confirm that the equations of Kozeny–Carman (1937) and 
Ergun–Orning (1949) can be adjusted to fit the experimental data. However, their underly-
ing fluid mechanical theory do not describe the variation in geometrical properties prop-
erly. This is due to the analogy of porous media flows to the Hagen–Poiseuille flow rela-
tion, which is seemingly inaccurate for non-uniform pore channels.

The empirical relations of the Darcy equation and the Forchheimer equation can be 
explained through the analogy to the analytical Stokes flow approximation and the analyti-
cal solution of the convective acceleration term of the Navier–Stokes equation. The success 
of applying the Stokes sphere constant implies that the dissipating forces of the flow are 
not just a result of frictional shear alone but that a significant portion of dissipation losses 
are due to pressure dissipation as well. The pressure dissipation arises due to the non-uni-
formity of the channel geometry, which induced spatial variations to the strain rate field 
and induced acceleration of the velocity field within the flow through the porous medium. 
The new analytical Navier–Stoke equation (Eq. 29) provides geometrical coefficients that 
agree with the observed geometries of the 3D samples. The new equation addresses and, 
to some extent, modifies some frequently applied assumptions of porous media flow. The 
conclusions regarding these assumptions are as follows:

• The assumption of Kozeny is applicable for porous media flow and Eq. 10 is the correct 
characteristic length unit for application in porous media flow equations.

• The assumption of Dupuit (1863) on interstitial flow velocity is not the appropriate 
average velocity found within a non-uniform pore channel. An extension to Dupuit’s 
assumption is presented, where his assumption is viewed as an approximate value of 
the maximum velocity in the pore center. Correcting for the channel geometry provides 
a representative average velocity field of the pore body center. This velocity field is 
suggested as the analog to the “free stream velocity field” in Stokes flow, which allows 
for the 3π Stokes constant to apply to porous media flows.

• A new critical ratio number, RC, that predicts when the Darcy equation deviates from 
linearity has been suggested. This definition provides diverging limits to the Darcy 
equation that are in line with the assumptions required for the Stokes flow approxima-
tion (Re ≪ 1) and might be useful for prediction purposes.

• The tortuosity of a pore channel is an individual geometrical property of the porous 
media and functions as an input variable in Eq. 29.

These modifications of theory along with the experiments presented demonstrate that 
the effects of surface roughness do not affect the flow behavior in Darcy flow or in Forch-
heimer flow. The transition from Darcy flow to Forchheimer flow is largely governed by 
the ratio of constriction of the pore throat and the pore body. This constriction ratio gov-
erns the relative acceleration of the fluid and the corresponding inertia that are associated 
with higher flow velocities in porous media.

In order to evaluate the new theory and equations, there is a need to perform more per-
meability tests on porous media where the pore geometry is well defined and known. This 
will probably be achieved soon since the 3D printing and CT imaging technologies are 
mature enough to provide a means to do so already. Further work should also be focused on 
porous media with different pore size distributions and pore-shape variations. Combined 
with investigations of flow conditions into the region of higher Reynolds number flows, 
this will provide a better understanding of porous media flow and the transition from lami-
nar to the turbulent flow regime in porous media.
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