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Abstract

Traditional social community discovery methods concentrate mainly on static social networks, but the analysis of
dynamic networks is a prerequisite for real-time and personalized social services. Through the study of community
changes, the community structure in a dynamic network can be tracked over time, which helps in the mining of
dynamic network information. In this paper, we propose a method of tracking dynamic community evolution that
is based on resistance distance. Specifically, we model the time-varying features of dynamic networks using the
convergence of a resistance-based distance. In our model, the heterogeneity of neighboring nodes can be obtained in
the local topology of nodes by analyzing the resistance distance between nodes. We design a community discovery
algorithm that essentially discovers community structures on dynamic networks by identifying the so-called core node.
During the process of community evolution analysis, both the dynamic contribution of ordinary nodes and core nodes
in each community are considered. In addition, to avoid the inclusion of spurious communities in the community
structure, we define the notion of noise community and account for it in our algorithm. Experimental results show
that the method proposed in this paper can yield better accuracy than other existing methods.
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1. Introduction

Complex networks commonly have community
structures, in which pairs of nodes belonging to the
same community are closely connected, while pairs of
nodes belonging to different communities are relatively
sparsely connected. Community discovery is an impor-
tant research area in the field of social network analy-
sis, and many classical community discovery algorithms
have been proposed in this sense (Liu et al., 2017; Gre-
gory, 2009; Zhang et al., 2017; Zhou et al., 2017; Lyu
et al., 2019; Saad & Nosratinia, 2018; Teng et al., 2019).
Traditional community discovery methods mostly focus
on static networks, in which it is assumed that nodes
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and edges do not change over time. However, in realis-
tic scenarios, users join and leave social networks in a
dynamic way; consequently, the relationships between
users change regularly. Therefore, dynamic social net-
works have received increasing attention. Figure 1 is an
example dynamic network with two snapshots, where
each node represents a user, and the edges between
nodes represent their relationship. Nodes and relation-
ships will change from time t − 1 to time t. Examples
of changes in dynamic social networks include the ad-
dition of new members, the departure of previous mem-
bers, and changes in the relationships between members
(e.g., the establishment of new relations, the undermin-
ing of existing relationships, or changes in the weights
of relationships). In a dynamic network, the commu-
nity structure evolves with the dynamics of nodes and
edges communities may merge, split, grow, shrink, be
born, and die. Figure 1 shows the merging process of
dynamic social network communities. Ct−1

i and Ct−1
j
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merge to Ct
i at time t. Tracking community evolution

is a major challenge in the analysis of social network
dynamics.

Figure 1: An example dynamic social network

The concept of distance usually reflects the difficulty
of information propagation between nodes in a social
network. Node pairs in the same community are inti-
mately connected; that is, paths between them are short,
and there may be multiple paths between them. Thus,
nodes tend to interact with other nodes in the same com-
munity, rather than with nodes outside the community.
Nodes in the same community tend to have similar in-
terests, so that information spreads more easily between
them. As a result, the distance between two nodes in the
same community should typically be short. Using the
distance between nodes can help us discover the com-
munity structure. However, traditional distance mea-
surement methods usually do not account for the time-
varying nature of a dynamic network. Changes in nodes
and the relationship between nodes have an essential
impact on the stability and continuity of the commu-
nity. How to better capture these changes and perform
effective measurement is the challenge of community
evolution analysis in a dynamic environment.

Dynamic networks can usually be represented by
continuous-time slice networks. To determine the evo-
lution of communities in a dynamic network, one can
obtain the community structure at each time step, match
communities at adjacent time steps, and calculate their
similarity. The similarity between communities at ad-
jacent time steps is usually measured by the number
of overlapping nodes: generally, the more overlapping
nodes, the more similar the communities are considered
to be. However, this notion of similarity fails to ac-
count for the fact that different nodes in the same com-
munity may have different levels of importance to the
community. Nodes of higher importance in a commu-
nity should be more critical in identifying that commu-
nity. Determining the significance of each node to the
community it belongs to is a significant difficulty in an-
alyzing the evolution of social networks.

To address the above challenges, in this paper, we
propose a method called Evolutionary Community Dis-

covery via Resistance distance (ECDR) for tracking
community structure and evolution events in dynamic
networks. In 1993, Klein and Randić proposed the resis-
tance distance (Klein & Randić, 1993). Xujun Li et al.
proposed a conductance eigenvector centrality (CEC)
model to measure peer influence in the complex social
network (Li et al., 2016). Wenjun Xiao et al. gave rele-
vant proof for that the distance between two vertices of
a graph G is equal to the resistance between the respec-
tive two points of an electrical network (Xiao & Gut-
man, 2003). In this paper, the network was modeled as
a resistance network by treating the edges in the con-
nected network as resistors. The equivalent resistance
between nodes is the resistance distance between them,
and the number of paths between nodes and the length
of paths will affect their resistance distance.

In ECDR, the network is modeled as a resistance net-
work, with the edges considered as resistors; this makes
it possible to more accurately measure the distance be-
tween nodes, using jointly the number of paths between
nodes and the length of the paths between them, both
their resistance distance and their common neighbors
are considered. An improved density-based method
(Sander et al., 1998) is utilized to determine the commu-
nity structure. Both the dynamic contribution of nodes
and the core nodes in the community are considered
in the process of community evolution analysis. The
ECDR method can reduce the time needed for compar-
ison of communities at adjacent time steps. The evolu-
tion of the community is tracked by identifying birth,
death, continuation, growth, shrinking, merging, and
splitting events in the dynamic network. The main con-
tributions of this work are as follows:

1. Based on the assumption that it is easier to propa-
gate information between nodes in the same com-
munity, the network is modeled as a resistance net-
work, in which each edge is regarded as a resis-
tor. In such a resistance network, the equivalent
resistance value between nodes reflects the diffi-
culty of direct information transmission between
them. The smaller the equivalent resistance be-
tween two nodes, the more likely they are to be-
long to the same community. Treating the equiva-
lent resistance between nodes as the resistance dis-
tance fully accounts for the impact of the number
of paths and the lengths of paths on information
transmission.

2. The traditional density-based method requires the
input of two global parameters, including the ra-
dius parameter ε and the minimum clustering pa-
rameter µ, consequently increasing the necessary
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prior knowledge and ignoring the differences in
community density in the network. The commu-
nity detection algorithm presented in this paper
only requires the input of a single local parame-
ter α to calculate the local threshold for each node,
and it finds communities with different densities in
the network.

3. Most community detection algorithms generate
community structures that include noise commu-
nities, that is, communities with only one or two
nodes. This paper analyzes the reasons for this sit-
uation in density-based algorithms and optimizes
them based on local topological information about
the noise communities.

4. In this paper, instead of matching all the commu-
nity pairs on adjacent time slices, we match only
those that have overlapping core nodes. This way
dramatically reduces the number of matching cal-
culations needed. We define the notion of dynamic
contribution degree, and use this to give higher
weight to the critical nodes in the community when
performing matching calculations, thereby obtain-
ing more accurate matching results.

The structure of the article is as follows. Section 2 de-
scribes the related work; Section 3 introduces the RDB
approach and describe the process of it; Section 4 com-
pares the RDB algorithm with other community detec-
tion algorithms and concludes in Section 5.

2. Related Work

There are two main types of existing evolutionary
community discovery methods: the incremental meth-
ods, and the time step methods (Spiliopoulou, 2011).

2.1. Incremental methods
Based on the smoothness assumption, most of the

topologies remain relatively stable, with only a small
part of the structure varying during the evolution of
dynamic communities. Therefore, incremental detec-
tion only recalculates the community membership of the
changed part in the network while retains the permanent
part of the community membership, thereby improving
the computational efficiency.

In the dynamic network, identifying important nodes
can help track communities. To find these important
nodes, some distance and structure metrics were pro-
posed. The TILES (Rossetti et al., 2017) algorithm uses
a triangular structure to find the core nodes in the com-
munity. If the node forms at least one triangle struc-
ture with other nodes in the community, it is the core

node of this community, which can propagate the mem-
bership of the community. The HOCTracker (Bhat &
Abulaish, 2015) divides the distance metric between
nodes into two layers, and the evolution of the com-
munity is tracked through the method of label propaga-
tion. The concept of topological potential field models
was used in (Wang et al., 2018). Each node is a field
source, and each field source forms a topological poten-
tial field around it. The topological potential field inter-
action makes each node have a specific topology poten-
tial value. The magnitude of the topological potential
value represents the ability of the node to affect the sur-
rounding nodes. According to the size of the topological
potential value, the nodes are divided into three types:
core nodes, overlapping nodes, and internal nodes. For
increments, only the topological potential values of the
newly emerging node and its neighbor nodes need to be
calculated, and then the community structure is updated.

In (Xin et al., 2016), random walk was used to simu-
late information propagation, and the distance between
nodes is calculated by the frequency of information
propagation back to the initial node. Such distance
measurement method reflects the distance between two
points in the information dissemination process, but it
requires too many parameters to be input and is evenly
random in the process of random walk, which cannot
reflect the influence of edge weight or node similarity
on propagation.

However, the incremental method intensely relies on
the results of the initial community detection. If the ini-
tial community partitioning results are poor, it is diffi-
cult to correct in the later process. When the increment
is generated, the algorithm only adjusts the communi-
ties of some affected nodes (usually the changing node
and their neighbors) and ignores the impact on other
nodes, which can cause errors. When the incremental
scale increases, the error will accumulate.

2.2. Time step methods
Time step methods divide the network into time steps,

and the community detection algorithm is executed at
each time step. If the communities in adjacent time
steps can be determined, we can judge the relation-
ship between them and analyze their evolution. Al-
though this method usually has a higher time consump-
tion than the incremental algorithm, it can generally
achieve higher accuracy.

Some time-step methods use the classic static com-
munity discovery algorithm on each time step to ob-
tain the community structure on each time slice net-
work. By using the topology of the network, a density-
based clustering was used to find the local community at
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each time step(Kim & Han, 2009), and an information
theory-based mapping method was proposed to iden-
tify the birth, death, and evolution of the community.
An evolutionary co-clustering algorithm was proposed
in (Ji et al., 2012) to discover communities in dynamic
networks. To improve the classical spectral clustering
method, a spectral clustering method suitable for dy-
namic network community discovery was proposed in
(Tang et al., 2011). The algorithm proposed in (Du
et al., 2015) can find the community structure at each
time slice by defining the strength of the community,
and track changes in community strength during the
evolution of the community. P. Brodka et al. defined
the social position to track the evolution of the commu-
nity (Bródka et al., 2013). The social status can reflect
the importance of the node in the network, but it cannot
reveal its stability in the dynamic network.

Community discovery in dynamic networks was
also considered a multi-objective optimization
problem(Mao-Guo et al., 2012).One main object
is the clustering accuracy of the current time step,
and the other is the cluster drift between successive
time steps. In (Folino & Pizzuti, 2014), a dynamic
multi-objective genetic algorithm (DYNMOGA) was
proposed to discover communities with genetic al-
gorithms in dynamic networks. Normalized mutual
information NMI and modularity are the two objects
to be optimized. The concept of consensus community
was proposed in (Zhang & Chiang, 2016) to minimize
the clustering drift of adjacent time steps. By extracting
the consensus community from the best community
structure of the previous time step and retaining such
a consensus community during the evolution process,
the community at the current time step can have a
similar evolutionary direction with the community in
the previous time step. In addition, Ma et al. (Ma &
Di, 2017) proposed evolutionary nonnegative matrix
factorization (ENMF) frameworks that can maximize
the accuracy of community detection and minimize the
clustering drift between adjacent at the same time.

3. Evolutionary Community Discovery via Resis-
tance distance

This paper uses a resistance distance model to mea-
sure the closeness between nodes in a dynamic so-
cial network and proposes an improved density-based
method for discovering the community structure at each
time step. Finally, community evolution is tracked by
performing the community matching calculations for
adjacent time steps by using the dynamic contribution

degree of each node. Unlike the traditional density-
based method, our improved density-based method does
not require the input of two global parameters, only one
local parameter alpha, and local thresholds can be cal-
culated from local information about each node at dif-
ferent times. The ECDR method can also manage noise
communities (that is, unrealistic communities having
only one or two nodes) that may appear in the output.
This ensures that the community partitioning results are
more accurate.

During the analysis of community evolution, commu-
nity matching calculations are performed only on the
community pairs that have overlapping core nodes at
adjacent time steps; this reduces the number of match-
ing calculations needed. To differentiate the nodes of
a community for matching calculations, we define the
notion of dynamic contribution of nodes; nodes with
higher dynamic contributions are considered to be the
more important nodes in a community. The ECDR
method can track seven evolution events: birth, death,
continuation, growth, shrinking, merging, and splitting.

3.1. Finding core node based on resistance distance
A dynamic network with T time steps can be rep-

resented by a network sequence G = G1, · · · ,GT . In
this work, Gt = (V t, Et) denotes the network structure
at time step t (1 ≤ t ≤ T ), Gt is a connected network, Vt

denotes the node set in Gt network,and Et denotes the
set of edges in the Gt network.

In a network, some nodes with typical structure and
attribute characteristics may form a community. Com-
pared with cross-community nodes, information trans-
mission between nodes in the same community is rel-
atively smooth. Defining the distance between nodes
as the difficulty of information transmission is in accor-
dance with the notion of a community. For this def-
inition, both the number of paths between two nodes
and the length of each path will affect the cost of prop-
agation. This is due to randomness in the choice of
path and in whether a given attempt at transmission is
successful or not. The shorter the path length between
nodes and the greater the number of paths, the higher
the probability of successful transmission, and the lower
the cost of transmission. Both the existence of multi-
ple paths and the shortness of paths are essential fac-
tors in how closely connected a community is. Still, the
general community partitioning algorithm cannot meet
these two conditions for distance measurement at the
same time.

One distance measure commonly used in social net-
works is the shortest path. Although such a path is the
optimal path for disseminating information, in practice
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(a)

(b)

(c)

Figure 2: (a) is an example unweighted network, (b) and (c) are par-
tial network diagrams after the example network in (a) is partially
converted into a restance network.

users may not know the shortest path to each other, so
they cannot necessarily choose to use this path to propa-
gate information. For example, in the network as shown
in Figure 2a, if node 6 wants to propagate a message
to node 11, it will broadcast the message to its neigh-
bor nodes without knowing the shortest path with each
other. These neighbor nodes have a certain probability
to forward this message so that it continues to propa-
gate. In other words, there is some randomness in the
choice of the final path through which information is
successfully propagated to the target node. And because
of the time-varying nature of a dynamic network, the
shortest path between a pair of nodes may vary dramat-
ically as nodes or edges in the network change. Dis-
tance measurement methods based on common neigh-
bors such as Jaccard distance (Kosub, 2016) , are also
widely used. Such methods consider the impact of com-
mon neighbors on the similarity between nodes. How-
ever, information transmission between two nodes does
not occur only through their common neighbors; it may
also occur through paths that do not include common
neighbors, and ignorance of this structural information
may lead to inaccurate distance measurements. For ex-
ample, node 2 and node 6 have a common neighbor (i.e.,

node 5), and node 2 and node 7 also have a common
neighbor (i.e., node 1). Some distance measurements
based on common neighbors cannot distinguish which
of the two nodes is closer to node 2.

In order to take into account the impact of both the
number of paths between nodes and the length of the
paths on information transmission, this paper converts
each time slice network into a resistance network like
a circuit. The edges in the network are considered as
resistances, and the resistance value is the inverse of the
edge weight. This is 1Ω in the unweighted network, and
the equivalent resistance between a pair of nodes is used
as the resistance distance.

As shown in Figure 2a, there are four paths between
node 2 and node 6: 2 → 6, 2 → 5 → 6, 2 → 3 →
4 → 6, 2 → 5 → 4 → 6. After converting Figure2a
into a resistance network, the resistance network be-
tween node 2 and node 6 is shown in Figure 2b, path
2→ 6 is converted into a 1 Ω resistors in series, accord-
ing to the calculation method of equivalent resistance
of series resistors in physics, they represent a 2 Ω re-
sistor, path 2 → 3 → 4 → 6 is converted into a 3Ω

resistor, and path 2 → 5 → 4 → 6 is converted into a
3Ω resistor. Therefore, according to Ohm’ law, the re-
sistance distance between node 2 and node 6 is 0.54 .
Resistance distance can be used to express the influence
of path distance and path length between nodes on in-
formation propagation. The resistance network between
node 2 and node 7 is shown in Figure 2c. The resistance
distance between them is 0.67.

However, there are often a large number of edges in
the network, which make the traditional equivalent re-
sistance calculation method to be very complicated, so
Klein and Randić Klein & Randić (1993) proposed a
method of calculating the resistance distance through
the Laplacian matrix of the network in the connected
network. The method proposed by Klein and Randić
can convert any connected network into a circuit dia-
gram and calculate the resistance distance between each
pair of nodes. Although not every social network is a
connected network, the nodes in the same community
should belong to the same connected subgraph, so we
only need to pay attention to the resistance distance of
the node pairs in the same connected subgraph.

Once each time slice network is converted into a re-
sistance network, the resistance distance between nodes
on each time slice can be calculated (Klein & Randić,
1993). Some further refinements are then needed to pro-
duce a useful distance measurement for our purposes.
It was found during experiments that if a node has a
neighbor with a high degree, then the resistance dis-
tance with the node and the high degree neighbor is
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often minimal. This is because high degree nodes are
connected to many other nodes in the network. Sup-
pose node A has a high degree, and node C is one of
its neighbors. Node A has many neighbors apart from
node C, and there may be many paths between nodes
A and C passing through these neighbors of node A.
Even though these paths may be long, the large number
of them greatly reduces the resistance distance between
A and C. We hope to avoid this situation and find the
neighbors of each node that are really closely connected
to it, instead of just neighbors with high degrees. To
compensate for such errors, we jointly consider the re-
sistance distance between neighboring nodes and their
common neighbors. The distance between neighboring
nodes is measured as follows:

Dt
pq = Rt

pq∗min(1−

∑
u∈V t

p∧u∈V t
q

W t
pu∑

u∈V t
p

W t
pu

, 1−

∑
u∈V t

p∧u∈V t
q

W t
pu∑

u∈V t
q

W t
pu

)

(1)
where Dt

pq represents the distance between node p and
node q time t, q is a neighbor node of p. V t

p represents
the neighbor set of p at time t, rt

pqrepresents the resis-
tance distance of p and p at time t, and wt

pu represents
the edge weight between p and u at time t. Among all
the neighbors of a node, the closeness of the connection
can be compared by the distance metric. The neigh-
bors with smaller distances are more likely to belong to
the same community, but a threshold is needed to de-
termine whether they belong to the community. In the
traditional density-based clustering method, it is neces-
sary to input the global threshold (ε), that is, for any
node in the network, only neighbor whose distance is
less than a uniform value ε may belong to the nodes in
the same community. The setting of a global thresh-
old not only increases the requirement for prior knowl-
edge, but also fails to consider the different degrees of
connection that occur within different communities in
the network. Therefore, in this paper we leverage local
topological information about each node to adaptively
calculate its local close neighbor threshold. The node’s
local close neighbors are then defined based on its local
close neighbor threshold.

Definition 1. Local Close Neighbor Threshold: The
local close neighbor threshold εt

p of node p is the geo-
metric mean of the distance of node p from all neighbors
at time t. εt

p is defined as follows:

εt
p =

∏
q∈V t

p

Dt
pq


1/|V t

p |

(2)

where |V t
p| represents the number of neighbor nodes of

node p at time t.

Definition 2. Local Close Neighbor: Among all the
neighbors of node p at time t, if the distance between
p and q is not greater than the local close neighbor
threshold εt

p of p or the local close neighbor threshold
εt

q, then q is considered a local close neighbor of p.

The local close neighbor set of a node is defined as
follows:

N t
p = {q : q ∈ V t

p ∧ (Dt
pq ≤ ε

t
p ∨ Dt

pq ≤ ε
t
q)} (3)

A local close neighbor of a node is a neighbor that is
more closely connected to it than other nodes, and that
may belong to the same community. The more nodes
in a node’s local close neighbor set, the more nodes are
closely connected to it, and so more likely it is to be
important to the community. In the traditional density-
based methods, the global minimum clustering thresh-
old µ is used. Nodes with a larger number of close
neighbors than the minimum clustering threshold are
considered as important nodes in the network. Using
the global minimum clustering threshold has the same
problem as using the global close neighbor threshold.
It increases the requirement of prior knowledge and ig-
nores the different shapes and sizes of different commu-
nities in the network. To find communities of different
sizes, we use local information of nodes in this paper.

Definition 3. Local Minimum Clustering Threshold:
Each node has its own local minimum clustering thresh-
old µt

p according to its own local information and the
local parameter α input by the user, and is defined as
follows:

µt
p = α ∗ |V t

p| (4)

Definition 4. Core Node: A node p ∈ V t is a core node
if the number of its local close neighbor |N t

p| is not less
than its local minimum clustering threshold µt

p. Core
node set in time step t is given as follows:

Coret = {p : p ∈ V t ∧
∣∣∣N t

p

∣∣∣ ≥ µt
p} (5)

If a node meets the conditions of the core node, there
are many nodes around it that are closely connected with
it, and these nodes are likely to be backbone nodes in
the community. If node p is a core node, node p forms
a community Ct

p together with the nodes in his close
neighbor set N t

p. If the two core nodes are local close
neighbors of each other, then they are likely to belong to
the same community. Therefore, the two communities
with these cores were merged into one community.
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3.2. Community discovery algorithm by searching the
core node

For any community Ct
i in the network, we can define

the core node set CN t
i = {p : p ∈ Coret ∧ p ∈ Ct

i}.
Furthermore, for each of the core nodes in CN t

i , all the
core nodes in its local close neighbor set are also in CN t

i .
This set of core nodes merges their close neighbors with
themselves into the same community through a process
of community building and merging. The process of
discovering the community structure in the network as
shown in Algorithm 1 is to find the largest core node set
of each community.

Algorithm 1 Community discovery algorithm based on
searching core node

Input: G = {G1,G2, ...,GT }, α.
Output: C = {C1,C2, ...,CT }.

1: for Gt in G do
2: Coret = ∅,Ct = ∅,k = 1
3: for node v ∈ Vt do
4: Mark v as unvisited
5: if node v is core node then
6: add node v to core node set Coret

7: end if
8: end for
9: for unvisited node p do

10: if p ∈ Coret then
11: Candidate=N t

p
12: Ct

k = {p}, mark p as visited
13: while Candidate , ∅ do
14: q=Candidate.pop()
15: if q ∈ Coret then
16: for node x ∈ N t

q do
17: if x is unvisited then
18: add x into Candidate
19: else if x is border then
20: add x into Ct

k
21: end if
22: end for
23: Add q into Ct

k and mark q as visited
24: else if q ∈ Coret and (q is marked as un-

visited or border) then
25: Add q into Ct

k and mark q as visited
26: end if
27: end while
28: Add Ct

k into C t

29: k=k+1
30: else
31: label p as a border
32: end if
33: end for
34: for nodes in border do

35: Label as an outlier
36: end for
37: end for

In Algorithm 1, the parameters are initialized (line
2). Coret represents the core node set of the network at
time t, Ct represents the community set of the network
at time t, and k represents the number of communities.
Each node in the network is then marked as unvisited,
and the core nodes in the network are discovered (line
3). The following procedure is iterated over all unvis-
ited nodes: if an unvisited node p is a core node, a new
community is formed, and the largest connected core
nodes set in this community and the set of local close
neighbors of these core nodes are then determined (line
10 - 29). If p is not the core node, it is labeled as a
border to temporarily (line 31). Nodes marked as bor-
ders may be given the identity of community members
during the process of searching for community mem-
bers (line 20), and if there are still border nodes after
all unvisited nodes have been accessed, these nodes are
marked as outliers that do not belong to any community
(line 34-36).

The key of Algorithm 1 is to determine whether a
node is a core node based on the resistance distance. As
we mentioned in section 3.1, all connected network can
be converted into resistance networks, through which
the resistance distances between pairs of nodes in the
same connected network can be obtained. Since in the
process of finding the core node, we only care about the
resistance distance between neighboring nodes, and the
adjacent nodes must be connected and in the same con-
nected network, so we can ensure that the core node can
be found correctly by Algorithm 1.

For each time slice of T time steps, calculating the re-
sistance distance between nodes is equivalent to invert-
ing the n-order matrix, which takes O(n3). The process
of identifying the community to which the node belongs
is performed only once for each node. The time com-
plexity of finding whether a node belongs to the com-
munity is O(nlogn). Therefore, the time in the algorithm
is mainly consumed in the calculation of the resistance
distance between nodes, and the total time complexity
of the algorithm is O(Tn3).

3.3. Optimize the quality of community discovery
The community sequence C = {C1,C2, · · · ,CT } is

obtained using Algorithm 1, where Ct represents the
community set in time step t. However, in these com-
munity division results, it may appear that some com-
munities contain only one or two nodes. Minimal sets
of nodes cannot be tightly connected, and are therefore
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not considered to form realistic communities. They are
instead considered noise communities; their inclusion
in the community structure reduces the quality of the
result.

Definition 5. Noise Community: The community Ct
i of

the network at time step t is a noisy community if the
number of members is less than 3 (|Ct

i | < 3). The noise
community set at time step is represented by Noiset.

The emergence of such noise communities is one of
the problems caused by the characteristics of density-
based non-overlapping community discovery methods.
If an overlap is introduced into the community division,
the possibility of noise communities can be greatly re-
duced. Many overlapping community discovery meth-
ods based on density have been proposed. But in
some application scenarios, the community is required
to be non-overlapping. In order to avoid the emer-
gence of noise communities in the community structure
of non-overlapping communities, we analyze the causes
of noise communities in density-based non-overlapping
community discovery methods and provides a solution
to optimize the noise communities.

In non-overlapping community discovery, a node can
belong to only one community, but since a node may
be a local close neighbor of multiple nodes at the same
time, different community structures may be obtained
depending on the order in which the nodes were visited
during the community structure discovered process. In
Figure 3, p,q and v are core nodes. The radius of the
circle centered on the core node is the local neighbor
threshold of the core node, and the hollow node in the
circle is the local neighbor of the core node. The pro-
cess of community discovery is a process of finding the
largest set of connected core nodes and their connected
core node sets. If the order of the core nodes is found to
be different, the community structure may be also differ-
ent. Figure 3b shows an example of a community struc-
ture when v is the first discovered core node. In this
case, the community to which v belongs has 6 nodes.
But in Figure 3c, if p or q is the first discovered core
node, because p and q are both core nodes and q is a lo-
cal close neighbor of p, both p and q and all their local
close neighbors (all hollow nodes in Figure 3) will be
assigned to the same community C1. When searching
for a community from p, as p and q are both core nodes
and q is a local close neighbor of p, it follows that p,
q, and all their local close neighbors (all hollow nodes
in Figure 3) will be assigned to the same community
C1. Node v is also a core node and creates the com-
munity C2, but as its local close neighbors are already

(a)

(b) (c)

Figure 3: (a) is a network with three core nodes (nodes that can form
local communities). (b) is the community division in the case where v
is the first discovered core node. (c) is the community division in the
case where p or q is the first discovered core node.

members of another community, the community C2 will
have only one node. In other words, in some commu-
nities, the local close neighbors of the core nodes have
already been assigned to other communities. This way
results in some communities with a small number of
nodes, which are noise communities. A community that
steals nodes from a noise community is a marauder of
that noise community.

Definition 6. Marauder: If the community Ct
j contains

a local close neighbor of a core node in the noise com-
munity Ct

i , then Ct
j is called a marauder of Ct

i . The set
of marauders of the noise community Ct

i is represented
by Mt

i .

While the marauder weakens the noise community, it
is also a community closer to the noise community in
the network. Multiple communities may exist in the set
of marauders of a noise community. In order to distin-
guish the distance between different marauders and the
noise community, the community distance is defined.
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Definition 7. Community Distance: The community
distance between a noise community and its marauder
is the minimum resistance distance between any pair
of core nodes pair belonging to them, expressed as fol-
lows:

CD(i, j) = min(Rt
pq) (Ct

i ∈ Noiset,Ct
j ∈ Mt

j) (6)

where CD(i, j) is the distance between the community
Ct

i and Ct
j. p and q are the core nodes belonging to Ct

i
and Ct

j respectively.

Definition 8. Master Community: In the marauder set
Mt

i of the noise community Ct
i , the community with the

shortest community distance from Ct
i is called the mas-

ter community of Ct
i; it is represented by Mastert

i .

The master community of the noise community is the
community closest to it in the network structure. By
finding and merging the master for each noise commu-
nity, the problem of noisy communities with concen-
trated output results is solved.

3.4. Community evolution based on dynamic contribu-
tion

In a dynamic network, the network changes dy-
namically as a result of events such as the joining of
new members, the departure of previous members and
changes in relationships between members (for exam-
ple, the establishment of new relationships, the un-
dermining of existing relationships, or changes to the
weight of relationships). The community structure will
also change with these dynamic changes and gener-
ate community evolution events. Evolution events are
changes in the same community between two adjacent
time slices. This article tracks seven types of com-
munity evolution events: birth, death, continuation,
growth, shrinking, merging, and splitting.

Tracking community evolution events means to track
communities on adjacent time slice networks, and the
goal is to match pairs of communities Ct−1

1 , Ct
2 from ad-

jacent time slices to determine whether Ct
2 has evolved

from Ct−1
1 . The matching between community pairs

is performed through the calculation of community
similarity. Communities are considered successfully
matched if they are sufficiently similar, i.e., if their simi-
larity exceeds a certain threshold, in this case, there may
be an evolutionary relationship. The evolution of the
community on adjacent time steps is then judged by the
matching situation and the community shape.

The similarity calculation between communities on
adjacent time slices determines the accuracy of the evo-
lution results. The traditional community evolution

analysis method matches each community pair in adja-
cent time slices and only considers the overlap between
community pairs in the community similarity calcula-
tion. The more nodes two communities have in com-
mon, the more similar they are. However, the members
of a community have varying levels of importance to
the community. For example, in various complex net-
works, especially social networks, the Pareto principle
holds: approximately 20% or fewer of the nodes are
leader nodes and have significantly more influence on
the formation of the community than the other nodes.
This feature has a significant impact on the evolution of
network topology and the dissemination of information
in the network. These leader nodes should play a more
critical role in the community during the evolution of
the network topology.

The core nodes found in the process of community
discovery algorithms are critical nodes to the known
communities. If two communities have no core node in
common, they are unlikely to have an evolutionary rela-
tionship, so there is no need to perform similarity calcu-
lations on them. By judging the overlap of core nodes of
community pairs on adjacent time slices, many unneces-
sary community similarity calculations can be reduced.
The diversity of members in the community should also
be taken into account when performing community sim-
ilarity calculations. Based on the closeness of connec-
tion of a node to other members of the community, node
contributions are defined as follows:

If node x belongs to the community Ct
j, then the con-

tribution of node x to community Ct
j is given in Equation

7:

CT t
x = 1 −

∑
y∈Ct

j
Rt

xy∑
Z∈Ct

j

∑
y∈Ct

j
Rt

Zy
(7)

The higher the contribution of a given node, the
higher its degree of connection to other nodes in the
community, and the greater its contribution to the over-
all closeness of the community. Note that in a dynamic
network, the contribution of a node may be different
in different time slices. However, a node with a rela-
tively stable contribution can provide stable support for
the closeness of a community. Therefore, the dynamic
contribution is defined using Equation 8:

IMt
x


CT t

x , t = 1{
CT t

x −CT t
x ∗ (CT t

x − IMt−1
x ) , IMt−1

x , 0.
CT t

x ∗ 0.5 , IMt−1
x = 0

(8)
where IMi

x denotes the dynamic contribution of node x
at t. Because nodes with larger dynamic contributions
are more important in identifying the community, the
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dynamic contribution of overlapping nodes should be
considered when calculating the similarity of commu-
nities at adjacent time steps. Therefore, if Ct

i and Ct+1
j

are the two communities at time i and i+1, respectively,
their similarity is calculated as follows:

I(Ct
i ,C

t+1
j ) =

∑
x∈(Ct

j∩Ct+1
j ) IMt

x +
∑

x∈(Ct
j∩Ct+1

j ) IMt+1
x∑

x∈Ct
i
IMt

x +
∑

x∈Ct+1
i

IMt+1
x

(9)
If I(Ct

i , c
t+1
j ) ≥ β ,then Ct

i and Ct+1
j are considered

to be successfully matched; β is an input parameter and
can be adjusted as needed. The occurrence of evolution-
ary events is analyzed according to the matching situa-
tion and the community shape. The analysis process of
the 7 evolutionary events is as follows:

1. Death: Community Ct
i is death if there is no com-

munity at Ct+1
j match success with it.

2. Birth: Community Ct+1
j is birth if there is no com-

munity at Ct+1
j match successfully with it.

3. Continuation: Community Ct
i is defined as a con-

tinuation to Ct+1
j if Ct

i match successful with Ct+1
j

and |Ct
i | = |Ct+1

j |, this means the amount of nodes
in both communities is the same, with only a few
nodes that may be different.

4. Shrinking: If community Ct
i only match success-

ful with Ct+1
j in time t + 1 and |Ct

i | > |C
t+1
j |, then

Ct
i shrinks to Ct+1

j . If community match success-
ful with several communities {Ct+1

j ,Ct+1
j+1, ...,C

t+n
j+n}

in time t+1 and only the size of Ct+1
j is smaller than

Ct
i (|Ct

i | > |C
t+1
j |) , then Ct

i shrinks to Ct+1
j .

5. Growth: If community Ct
i only match successful

with Ct+1
j in time t+1 and |Ct

i | < |C
t+1
j |, then Ct

i

is grow to Ct+1
j . If community Ct

i match success-
ful with several communities {Ct+1

j ,Ct+1
j+1, ...,C

t+1
j+n}

in time t+1 and only the size of Ct+1
j is bigger then

Ct
i (|Ct

i | < |C
t+1
j |), then Ct

i is grow to Ct+1
j .

6. Merging: If community Ct+1
j match success-

ful with several communities {Ct
i ,C

t
i+1, ...,C

t
i+n} in

time t and more than one of those communities
have smaller size than Ct+1

j , then those smaller
communities merge to Ct+1

j .
7. Splitting: If community Ct

i match successful with
several communities {Ct+1

j ,Ct+1
j+1, ...,C

t+1
j+n} in time

t+1 and more than one of those communities have
smaller size than Ct

i , then Ct
i split into those smaller

communities.

Note that in order to reduce the matching time, only
pairs of community pairs from adjacent time steps hav-
ing at least one common core node will be matched.

4. Experiment

In this section, the ECDR method proposed in this
paper is evaluated in comparison to representative state-
of-the-art community detection methods on both dy-
namic and static networks. It should be noted that, to
the best of the authors’ knowledge, there is no gener-
ally accepted method of measuring the quality of the
results of community evolution analysis; most methods
only provide the final community structure at a given
time step. Therefore, for all of the algorithms, the re-
sults of community detection at various time steps or on
static networks are provided. At the same time, evolu-
tion analysis is performed only for the evolution results
of the ECDR.

4.1. Evaluation criteria

In this paper, Normalized mutual information (NMI)
and modularity scores are used as evaluation criteria to
measure the performance of ECDR.

NMI is used to measure the similarity between the
community results discovered by the community divi-
sion algorithm and the real community structure of the
network. The calculation formula is defined as follows:

NMI(A, B) =

−2
∑CA

i=1
∑CB

j=1 ci log
(

Ci j)∗N
Ci∗Ci

)
∑CA

i=1 Ci log
(

Ci
N

)
+

∑CB
j=1 ci j log

(
Ci
N

) (10)

where N represents the number of nodes in the network,
A and B respectively represent the community results
discovered by the community discovery algorithm and
the real community structure, C is a mixed matrix and
the element Ci j in the matrix represents the number of
nodes belonging to the ith community in the community
structure A, and belonging to jth community in commu-
nity structure B. CA(CB) represents the number of com-
munities in the community structure A (B), and Ci·(C· j)
represents the sum of the elements in the matrix C.

The value range of NMI is [0, 1]. The larger the
value, the more similar the community structure discov-
ered by the community division algorithm is to the real
community structure, and the more accurate the algo-
rithm is. Otherwise, the less precise the algorithm is.

Modularity is a global objective function used to eval-
uate the quality of the community division algorithm
when the real community structure of the network is not
known. It is defined as follows:

Q =
1

2m

∑
i, j

(
Ai j −

kik j

2m

)
δ
(
Ci, C j

)
(11)

10



where Ai j represents the value of row i and column j
in the adjacency matrix corresponding to the network,
that is, the connection between node i and node j. If
there is an edge connection between node i and node j,
Ai j is 1, otherwise it is 0 (here only consider the case
of undirected and unweighted graphs). m represents
the total number of edges in the network, and ki repre-
sents the degree of the i-node. δ(Ci,C j) is used to judge
whether node i and node j are in the same community.
If they are in the same community, δ(Ci,C j) of=1, oth-
erwise δ(Ci,C j)=0. The value range of modularity is
[0,1]. When all communities in the network belong to
the same community, the modularity is 0, which means
that the network is a random network, and there is no
community structure. The greater the modularity, the
better the quality of the results found by the community.

4.2. Static real network
Five real static networks were used to evaluate ECDR

and the comparative algorithms. Normalized mutual
information (NMI) and modularity scores were used
to evaluate the performance of these algorithms. Two
scores are often used as the measurement criterion
of community detection methods including (Fionda &
Pirro, 2018; Teng et al., 2019; Zhang et al., 2018;
Pizzuti, 2018; Chang et al., 2017; Pizzuti & Sociev-
ole, 2019). The five static real networks include the
American College football network (Girvan & New-
man, 2002), which has 115 nodes represent the football
team, those nodes can be divided into 11 large commu-
nities and 5 independent groups. There are 602 edges in
this network, each edge between two nodes represents
there is a match between two teams (NCAA), the Dol-
phin Network (Lusseau et al., 2003), which is an undi-
rected and unweighted network consisting of 62 fre-
quently contacted dolphins, divided into two communi-
ties (DOLP), the Polbooks network, with a network con-
tains 105 books on American politics sold on Amazon
(POLB), the Zachary’s karate network (Zachary, 1976)
consists of 34 nodes represent the members of a Karate
club, 78 edges represent the friendship of them. There
are two community in this network each with a core
member (KARA), a collaboration network (Burt, 1987)
of four communities consist by 241 physicians (PHYS).
Those five real networks have been widely used to eval-
uate algorithm performance in social network filed and
each of them have the benchmark community struc-
ture. The algorithms used for comparison include CO-
PRA (Gregory, 2009), SHRINK(Huang et al., 2011),
SLAP(Xie & Szymanski, 2012).

Figure 4 shows the modularity results of the ECDR
method and other baseline methods. It can be seen that

Figure 4: Modularity score on real network.

Figure 5: NMI score on real network.

ECDR reach the same effective on modularity with the
other methods overall. And COPRA is unstable on the
KARA network. Figure 5 presents the NMI results.
It can be seen that ECDR has superior NMI perfor-
mance compared to other methods, and obtains better
NMI score on DOLP and PHYS. In the KARA net-
work which has two communities formed by the admin-
istrator and the instructor of the club, the ECDR algo-
rithm can determine the two communities in this net-
work and identify nodes representing the administrator
and instructor as the core nodes. The value of the pa-
rameter α affects the result significantly. If a low value
is chosen for α, this means that nodes can easily become
core nodes. A higher number of core nodes makes com-
munity membership more easily spread, which tends
to form loosely connected large communities. On the
other hand, if a high value is chosen for α, then it is more
difficult for nodes to become core nodes, so the resulting
communities are usually tightly connected. However,
too high a choice of α also means that too few nodes are
eligible to become core nodes, so many nodes in the net-
work are not neighbors of any core nodes and therefore
do not belong to any community. The value of α should
be adjusted according to the requirements for commu-
nity density. In this paper, the suggested value of α is in
the range [0.4,0.6], as used in the experiment. For this
range of values, it is possible to identify core nodes that
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are truly closely connected to neighbor nodes, not just
nodes that have a large degree.

4.3. Dynamic real network results

The DBLP Co-authorship dataset is part of the DBLP
dataset, and is a network of 2753 authors who published
articles between 1990 to 2010. Each existing edge rep-
resents two authors have co-authored papers from 1990
to 2010. This dynamic network is divided into 9-time
steps by time and has no benchmark community struc-
ture.

As illustrated in Table 1, from the time T1 to T5, as
the network is first established, many communities are
born. At later time steps, the number of communities
experiencing birth and death decreases. The number of
splitting and merging events is relatively small, while
the number of shrinking and growth events is relatively
high. This indicates that the authors included in the
DBLP data tended to have long-term and stable coop-
eration, which is consistent with reality.

Figure 6: Number of shrinking events

Figure 7: Number of growth events

Threshold β is a parameter of great importance in
evolution analysis and controls the accuracy of evolu-
tion results. The change of the DBLP dataset corre-
sponding to the change of the parameter β and the num-
ber of growth time is illustrated in Figure 6and 7 . It can
be observed that the number of shrinking and growth
events decreases as β increases, which is because the
value of β reflects the degree of tolerance for noise. The
smaller the value of β, the easier it is for communities
to match. If β is too small, many matching communities
will have low similarity. In other words, although the
number of events is increased, the accuracy is reduced.
If the value of β is too large, then many similar com-
munities cannot match. As seen in Figures 6 and 7, the
number of shrinking and growth events is relatively sta-
ble when β is 0.3 and 0.7. The same is true for the other
events, except for death and birth. The number of death
events increases as β increases, because for larger val-
ues of β it is more difficult for the communities at time
t and at time t + 1 to match. When β is 1, all communi-
ties at time t will be judged as dead at time t + 1, except
those that are completely unchanged. The trend of the
birth events with respect to β is the same as that of death
events.

4.4. Synthetic dynamic network

Lancichinetti-Fortunato-Radicchi (LFR) is com-
monly used to evaluate community detection methods
with synthetic networks (Andrea & Santo, 2009). How-
ever, as LFR can only generate static synthetic net-
work, Greene et al. (Greene et al., 2010) extend the
LFR-generator to create dynamic network with several
time steps. Using this generator, three dynamic net-
works were generated in this work (N = 15000, k =

20,Kmax = 40,Cmin = 20,Cmax = 60, τ1 = −2, τ2 =

−1, µ = 0.2,On = 0,Om = 1). The networks include
BirthDeath, in which birth and death events will occur
between an adjacent time steps; MergeSplit, in which
merging and splitting events will occur between adja-
cent time steps; and ShrinkGrow, in which shrinking
and growth events will occur between adjacent time
steps. Each dynamic network had 10 time steps and
15,000 nodes. The ECDR method and three other meth-
ods, namely COPRA, SHRINK, and SLAP were ap-
plied to these networks and their modularity scores were
compared.

Figure 8 to 10 show the modularity score of the com-
munity structure obtain by the four methods on the three
synthetic dynamic networks. It can be observed that
ECDR perform better than the other methods, as the
modularity scores are mostly close to 1 for all those net-
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Table 1: Number of Evolve Event

Birth Death Continuing Shrinking Growing Merging Splitting
T1-T2 29 11 8 10 15 1 0
T2-T3 25 15 7 11 21 5 1
T3-T4 35 13 4 14 14 4 2
T4-T5 20 13 7 16 12 4 1
T5-T6 11 13 2 8 20 3 1
T6-T7 5 7 5 6 14 1 2
T7-T8 3 5 4 10 10 2 2
T8-T9 6 5 1 12 13 1 1

Figure 8: Modularity score on BirthDeath

Figure 9: Modularity score on MergeSplit

works, even in the most challenging case (BirthDeath)
and it remains stable over ten time steps.

5. Conclusion

This paper presented the ECDR approach for deter-
mining community structures and tracking community
evolution in dynamic networks. Unlike most existing

Figure 10: Modularity score on ShrinkGrow

methods, the ECDR method treats the network as a re-
sistance network; it calculates the resistance distance
between nodes and jointly considers the resistance dis-
tance and the common neighbors of the nodes to calcu-
late the distance between them. This distance measure-
ment method better reflects the tightness of node con-
nections in a community context. An improved density-
based method is utilized to determine the community
structure at each time step; then the noise communities
generated by the density-based clustering method are
re-divided to produce more authentic community seg-
mentation results. The core nodes found during the pro-
cess of community detection are then used for tracking
community evolution. Only communities from adjacent
time steps with common core nodes are compared, re-
ducing the number of comparisons needed. When com-
puting the similarity of a pair of communities from adja-
cent time steps, the dynamic contribution of each node
is calculated, and the nodes that are most representa-
tive of each community are identified. Our experimen-
tal results show that the ECDR method obtains supe-
rior results compared to other existing methods on well-
known data sets.
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