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A B S T R A C T

Full-scale monitoring of the Hardanger Bridge has revealed significant turbulence-induced variability in the
measured acceleration response. In this paper, a probabilistic model is used to describe the uncertain turbulence
parameters, and the environmental contour method is used to investigate the long-term root-mean-square (RMS)
response of the Hardanger Bridge. The results show that turbulence-induced variability has a significant impact
on the bridge girder section moments. It is also interesting that the critical combination of environmental
parameters does not necessarily involve the maximum mean wind velocity. By using the environmental contour
method to account for turbulence uncertainty, the scattered acceleration RMS response measurements from the
Hardanger Bridge are successfully eclipsed by 100-year return period response estimates, showing vast im-
provements compared with the traditional design methodology. The investigations presented in this paper show
that the environmental contour method can be used to improve the accuracy and reduce the uncertainty in
buffeting response calculations for long-span bridge design.

1. Introduction

The trend in international bridge engineering is that increasingly
longer passages are crossed with long-span bridges. As experience and
development progress, more audacious bridge crossings are considered,
such as the Messina Strait and the Strait of Gibraltar. In Norway, the
government is planning to build a continuous highway along the west
coast of the country [1]. Such a highway would have to cross several
fjords with extreme long-span bridges, replacing the current ferry
connections. Many of the bridge concepts under consideration are ex-
tremely slender, such as floating bridges spanning up to 5500 m and
suspension bridges with main spans over 3000 m. Buffeting response
from turbulent wind loading governs the design stresses for these types
of structures, so uncertainties connected to the description of the tur-
bulent wind field must be properly handled as it significantly affects the
overall structural reliability.

Since 2013, the Norwegian University of Science and Technology
has performed full-scale measurements of the wind field characteristics
and acceleration responses of the Hardanger Bridge, the longest sus-
pension bridge in Norway. The results from the measurement campaign
have been presented in a series of papers [2–7], showing significant
turbulence-induced variability in the measured dynamic response.
Several full-scale measurement studies have been performed on long-

span bridges around the world, showing similar variability in the
measured response [8–17]. In the traditional design methodology for
long-span bridges, only the mean wind velocity is treated as a stochastic
variable because it is considered a very dominating load parameter. The
corresponding turbulence parameters are then chosen deterministically
based on design codes or site measurements. The results from the
previously referenced studies indicate that this methodology is too
simplified and may introduce significant uncertainty to the response
estimates.

Long-term extreme response calculations have long been the stan-
dard for the design of offshore structures subjected to wave loading
[18]. In such calculations, the load parameters and the short-term ex-
treme response can be treated as stochastic variables. The environ-
mental contour method [19] is an efficient approach to estimate the
long-term extreme response by a short-term extreme value analysis.
This method decouples the variability in the environmental parameters
and the variability in the extreme response itself [20], and only the
variability in the load parameters are considered directly. The effect of
the extreme value uncertainty is often simplified by choosing a higher
percentile of the short-term extreme response probability distribution
as the design value. Environmental contours can be established using
several methods, such as the inverse first order reliability method
(FORM), inverse second order reliability method (SORM), the highest
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density contour method (HDC) or Monte Carlo simulation [21–23]. The
inverse FORM is the most common and is the methodology applied in
this work.

The environmental contour method can also be used to estimate the
long-term response of structures subjected to wind loading with un-
certain turbulence parameters [24–27]. Some studies using long-term
response analyses for bridges, including the mean wind velocity dis-
tribution, have been performed [28,29], but long-term methods, in-
cluding uncertain turbulence parameters, have not been studied in
depth in the field of bridge engineering. Other probabilistic frameworks
for buffeting response have also been suggested in the literature
[30–37], but in long-term analyses, the probabilistic considerations are
isolated to the dynamic extreme response, making it very interesting for
practical design purposes. Probabilistic approaches, such as the en-
vironmental contour method, rely on a solid statistical description of
the environmental variables, and some probabilistic models for un-
certain turbulence parameters can be found in the literature [5,38].

The environmental load situations critical for design purposes are
often the high return period cases. This means that the joint probability
density functions (PDFs) for the environmental parameters need to
describe the tail region properly or significant uncertainty can be ex-
pected [39]. Many efforts have been made to improve the environ-
mental contour estimates for high return periods [40–45], but most
studies focus on wave loading and not turbulent wind. In bridge en-
gineering, the mean wind velocities with long return periods are often
estimated from the extreme value distribution directly. In this paper,
the tail of the mean wind velocity parent PDF is estimated from extreme
wind measurements using asymptotic extreme value theory [46]. In-
stead of extrapolating the interesting tail region by fitting the PDF to
the full mean wind velocity dataset, the less important low wind speed
range is extrapolated based on the extreme values in the tail.

In Section 3 of this paper, environmental contours are established
based on the probabilistic turbulence model for the Hardanger Bridge
site developed by Fenerci and Øiseth [5]. In Section 4, the turbulence
variability effect on the design response of the Hardanger Bridge girder
has been investigated using constrained numerical optimization to
identify the environmental situation most critical for the bridge girder
section moments. The findings show that the design storm does not
correspond to the event of the maximum mean wind velocity, but in-
deed, the turbulence parameters should be treated as stochastic vari-
ables. In Section 5, vast improvements are achieved by using this
method to compare the calculated acceleration root-mean-square
(RMS) response with the scattered response from the full-scale mea-
surements of the Hardanger Bridge. The traditional approach is not able
to describe the variability in the measured response, whereas the en-
vironmental contour method can be used to find an upper and lower
bound for the response as a function of the mean wind velocity, cor-
responding well with the scattered response observed from the full-
scale measurements.

The environmental contour method is suitable for design purposes,
and the investigations presented in this paper show that it can be used
for turbulent wind loads to improve the accuracy and reduce the un-
certainty in buffeting response calculations for long-span bridges.

2. The environmental contour method

The environmental contour method can be used to identify design
storms corresponding to a target statistical return period. Then, the
critical combination of the environmental parameters on the contour
for an interesting structural response can be identified. The environ-
mental contours are based on the joint PDFs of two or more random
variables. The inverse FORM technique requires taking combinations of
stochastic variables in the standard normal space and transforming the
variables into real space using linear-, Rosenblatt- or Nataf transfor-
mations [47]. As an example, a two-dimensional transformation is
shown in Fig. 1, including the mean wind velocity and the along-wind

turbulence standard deviation for the easterly winds.
In the standard normal space, the statistical return period for a

short-term process is related to the reliability index, β, as follows:
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where Φ is the standard normal cumulative density function (CDF), Ryr

is the statistical return period in years, and Ts is the short-term duration
in minutes. Given the standard normal variables, u1, u2, … , un and the
related real stochastic variables, v1, v2, … , vn, the following transfor-
mation into the real space is needed:
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where F v v v( , , ..., )V V V n.... 1 2n1 2 is the cumulative joint distribution of the
real stochastic variables. If the real variables are uncorrelated, the
variables can be transformed independently as follows:
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However, if the variables are correlated, the transformation be-
comes more complicated, and generally, a transformation procedure
such as the Rosenblatt or Nataf transformation needs to be applied.

The Rosenblatt procedure [48] is a widely used transformation be-
cause it is general and quite simple to use. The transformation proce-
dure is based on the relationship where the joint CDF can be established
from the product of conditional marginal CDFs, as shown in Eq. (4):
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The Rosenblatt procedure is a stepwise transformation using con-
ditional CDFs as follows:
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In the special case where the stochastic variables are normally dis-
tributed in the real space, the transformation from the uncorrelated
standard normal space to the correlated real space is linear. It can be
shown that if X is a vector containing the real variables vi and Y is a
vector containing the standard normal uncorrelated variables ui, then
the transformation can be described as follows:

= = +Y A X M X A Y M( )X X
1 (6)

where =M µ µ µ[ . . . ]X V V V T
n1 2 is a vector containing the mean va-

lues of the normally distributed variables vi, and A is a transformation
matrix. For normally distributed variables, A can be calculated based on
the covariance matrix CXX as follows:
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where σVj is the standard deviation, ρjk is the correlation coefficient
between the normally distributed variables, λj is the eigenvalues and Sj

is the eigenvector of the correlation matrix CXX. This transformation
procedure is often referred to as the Singular Value Decomposition
(SVD), but the transformation matrix A could also be found by Cholesky
decomposition of CXX, which is Hermitian and positive definite:
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=C A AXX
T1 (9)

If the stochastic variables are lognormally distributed in real space,
the same transformation applies to find the associated normal dis-
tribution, and the lognormally distributed variables can be found as
follows:

= +X A Y Mexp( )X
1 (10)

3. Wind field environmental contours for the Hardanger Bridge
site

3.1. Probabilistic turbulence field

A probabilistic turbulence model using lognormal random turbu-
lence parameters was established by Fenerci and Øiseth [5] for the
Hardanger Bridge site in Norway (see Fig. 2), based on information
from the full-scale measurement program thoroughly described in [2].
The turbulence spectra were assumed to be properly modeled using a
Kaimal-type auto-spectra [49] and a normalized cross-spectra [50] as
defined by Eq. (11). The cross-spectral densities between turbulence
components, u and w are not described by the probabilistic model, and
has been neglected in this study.
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where f is the frequency, z is the height above the ground, U is the mean
wind velocity, σu,w are the standard deviations of the turbulent process,
Au,w are the nondimensional spectral parameters, and Ku,w are the decay
coefficients. The probabilistic model only considers along-span turbu-
lence correlation, so the decay coefficients noted Ku,w will refer to the
along-span correlation throughout this paper. Using the definition in

Eq. (11), the along-span turbulence cross-spectral density can be com-
pletely defined through six turbulence parameters for a given mean
wind velocity and wind direction. Only two distinct wind directions,
namely, the east and the west, were considered due to the channeled
flow in the fjord, bounded by mountains on the sides (see Fig. 3). When
the turbulence parameters are described with lognormal distributions,
the full probabilistic model can be described by the distribution para-
meters and the correlation matrix given in Tables 1 and 2. The log-
normal probability density function can be written as follows:

= >f x
x

x µ x( ) 1
2

exp (ln )
2

; 0
2

2 (12)

where μ (the mean of the natural logarithm of the random variable) and
σ (the standard deviation of the natural logarithm of the random vari-
able) are the distribution parameters, and x is the random variable.

For comparison, the turbulence parameters used in the design of the
bridge are presented in Table 3. It should also be noted that all tur-
bulence parameters shown in Tables 1–3 refer to the characteristics at
the girder height, z ≈ 68 m. Therefore, in all calculations presented in
this paper, a constant vertical profile for both the turbulence and the
mean wind velocity is assumed. This introduces a slight under-
estimation of the main cable load, however, the most influential con-
tribution from the wind on the main cables is due to loading toward the
midspan where the error from this simplification becomes small. Con-
sequently, this simplification is not expected to affect the results or
conclusions from this work.

3.2. PDF of the mean wind velocity

Since the probabilistic turbulence model described in the previous
section is established conditional on the mean wind velocity, the PDF of
the mean wind speed is also needed in estimating the environmental
contours. However, the Hardanger Bridge full-scale measurement

Fig. 1. Isoprobabilistic contours and the 100-year return period contour from the joint PDF of the mean wind velocity and the along-wind turbulence standard
deviation for the easterly winds shown in a) the standard normal space, and b) the real space.

Fig. 2. The Hardanger Bridge seen from the east (Picture by the authors).
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system was set up with a triggering setting that records only strong
wind events. If a 1-minute mean wind velocity above 15 m/s is mea-
sured at any position along the bridge girder, the next 30 min is stored,
including the first triggering minute. A histogram of all recorded 10-
minute mean wind velocities is shown in Fig. 4. Because of the trig-
gering system, the statistical basis is only complete for the high mean
wind velocities. However, some data are available for lower wind
speeds also, due to manually triggered periods of continuous mea-
surements.

It is expected that the critical environmental parameter combina-
tions for the buffeting response of the Hardanger Bridge are in the tail
region of the mean wind velocity marginal PDF since this is the most
influential parameter for this response [2]. Benefiting from this limited
range of interest, the environmental contour in this region can be es-
tablished directly based on the mean wind velocity extreme value dis-
tribution.

Lystad et al. [6] established the extreme value distributions for the
measured mean wind velocity in 8 positions along the Hardanger
Bridge span. The tail of the parent CDF can be transformed from an
estimated extreme value distribution using asymptotic extreme value
theory [46] as follows:

= =F x F x F x F x( ) [ ( )] ( ) [ ( )]Z X
N

X Z
N1/ (13)

where FZ(x) is the annual extreme value CDF, FX(x) is the parent CDF
and N is the number of annual 10-minute short-term periods. By using
this relationship, the tail region of the mean wind velocity parent CDF
can be described directly by the extreme value distribution.

The full dataset of the mean wind velocity is expected to follow a

Weibull distribution, and the extremes will consequently follow a
Gumbel distribution. In Fig. 5, the tail of the mean wind velocity parent
CDF is shown for both the easterly and the westerly winds. The extreme
value distribution was established using the method of independent
storms (MIS) and the Gumbel-Lieblein BLUE method [52–54] based on
the measured 16 strongest statistically independent storms (blue dots),
from 4-years of continuous measurements. Details on the selection of
independent storms and the extreme value distribution estimates can be
found in [6]. As shown in Fig. 5, the transformed extreme value dis-
tribution (red line) is only able to describe the tail region of the parent
distribution. To describe the full CDF for the mean wind velocity, the
tail of the CDF is fitted to the transformed extreme value distribution
using the least-squares technique. In this way, the body of the parent

Fig. 3. Mean wind velocity wind rose at the Hardanger Bridge midspan. Only
strong winds above 15 m/s are shown, and the rose shows wind speed per-
centages normalized for each wind direction summarizing to 100% for both
easterly and westerly winds.

Table 1
Lognormal distribution parameters from the probabilistic turbulence model, conditional on the mean wind velocity and wind direction [5].

σu σw Au Aw Ku Kw

East µ 0.122 + 0.039U −0.657 + 0.032U 2.67 + 0.0248U 0.7076 1.9385 1.7932
0.2566 0.2632 0.4538 0.4466 0.2652 0.3423

West µ 0.122 + 0.039U −0.657 + 0.032U 2.407 + 0.048U 1.2075 2.1093 2.1633
0.3159 0.3021 0.5282 0.4943 0.268 0.3322

Table 2
Correlation coefficient matrix from the probabilistic turbulence model, condi-
tional on the wind direction [5].

σu σw Au Aw Ku Kw

East σu 1 0.7608 0.2641 0 0 0
σw 0.7608 1 0 0.2571 0 0
Au 0.2641 1 0.1633 0 0
Aw 0 0.2571 0.1633 1 0 0
Ku 0 0 0 0 1 0.3261
Kw 0 0 0 0 0.3261 1

West σu 1 0.8148 0.4087 0 0 0
σw 0.8148 1 0 0.2851 0 0
Au 0.4087 0 1 0.3065 0 0
Aw 0 0.2851 0.3065 1 0 0
Ku 0 0 0 0 1 0.4725
Kw 0 0 0 0 0.4725 1

Table 3
Design basis turbulence characteristics in the girder height for the Hardanger
Bridge [51].

Iu Iw Au Aw Ku Kw

Design Basis 0.136 0.068 40.8 3.3 8.8 6.3

Fig. 4. Histogram of 10-minute midspan mean wind velocity recordings with
1 m/s sample bins.
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distribution is extrapolated from the important tail region instead of the
other way around.

In Fig. 6, the fitted Weibull PDFs are shown in the full mean wind
velocity range for both wind directions. The Weibull probability density
function can be written as follows:

= >f x k x x x( ) exp ; 0
k k( 1)

(14)

where k and λ are the distribution parameters, and x is the random
variable. The fitted Weibull distribution displays a classical shape for
the easterly winds but not for the westerly winds. A lognormal dis-
tribution will also have Gumbel distributed extremes, so a lognormal
CDF was also fitted to the data, displaying a more physical shape.

For the easterly winds, the fitted parent distribution follows the
transformed extreme value distribution very well, estimating almost
exactly the same 100-year return period mean wind velocity. However,
for the westerly winds, both fitted parent distribution models differ
slightly from the transformed extreme value distribution, resulting in
relatively large deviations in the 100-year return period estimates (see
Table 5). The fitted distribution parameters are shown together with the
R-squared values in Table 4. The R-squared values are quite close to 1
for all the models, but still the deviation in high return period estimates
becomes large, illustrating the sensitivity of these estimates.

It should be noted that Eq. (13) assumes independence between the

drawn values form the random variable, X. When predicting the ex-
treme value distribution FZ(x) from continuously recorded 10-minute
mean wind velocities, this assumption will not hold and uncertainties
will be introduced, since adjacent recordings will likely be correlated.
However, in this study the parent distribution is estimated from the
extreme value distribution. The estimated extreme value distribution is
uncertain, due to a low number of data, but this data is chosen as sta-
tistically independent values, so the assumption of statistical in-
dependence in Eq. (13) should hold for this approach. Estimating 100-
year return periods, based on short measurement time-series, will in-
troduce uncertainty. This is likely the main reason for the observed
deviations seen in Table 5 for the westerly winds.

3.3. Environmental contours

The probabilistic turbulence model is established as lognormally
distributed variables conditional on the mean wind velocity and wind
direction. However, the mean wind velocity is usually described by a
Weibull distribution and not a lognormal distribution. To establish the
environmental contours for combinations of the lognormally dis-
tributed turbulence parameters and the Weibull distributed mean wind
velocity using the inverse FORM technique, a combination of the
Rosenblatt transformation and the linear transformation can be applied.

The mean wind velocity can be transformed first as if it was the first
step of a Rosenblatt transform:

= =F U u U F u( ) ( ) [ ( )]U U1
1

1 (15)

Then, instead of taking one variable at a time using conditional
CDFs as shown in Eq. (5), all the remaining lognormally distributed
turbulence variables can be transformed in the same operation using
the linear transformation described in Section 2, given the already
transformed mean wind velocity:

F A A K K U u u u u u( , , , , , | ) ( , , , , )A A K K U u w u w u w, , , , , | 2 3 4 5 6u w u w u w

(16)

In Figs. 7 and 8, the environmental contour lines for combinations
of the mean wind velocity and the six turbulence parameters are shown
for both easterly and westerly winds. Contour lines based directly on
the transformed extreme value distribution (asymptotic) of the mean
wind velocity are shown together with the contours based on the fitted
parent PDFs shown in Fig. 6 (Weibull and lognormal). As Figs. 7 and 8

Fig. 5. Upper tail of the mean wind velocity parent CDF showing measured storms, the transformed extreme value distribution, and the fitted Weibull and lognormal
distribution for (a) easterly winds and (b) westerly winds.

Fig. 6. Fitted parent PDFs for the mean wind velocity.

Table 4
Fitted probability distribution parameters and R-squared values for the mean
wind velocity.

Weibull distribution Lognormal distribution

λ k R2 σ μ R2

East 5.1941 1.7946 0.99999 N/A N/A N/A
West 1.4063 0.8616 0.99872 0.4894 1.0967 0.99757

Table 5
Estimated 100-year return period mean wind velocities from the extreme value
distribution and the fitted parent distributions.

Extreme Weibull Lognormal

East 23.759 23.900 N/A
West 30.281 33.787 35.950
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show, the transformed extreme value distribution overlaps almost
perfectly with the fitted parent distribution for the easterly winds, but
relatively large deviations between the methods can be seen in the tail
region for the westerly winds.

Figs. 7 and 8 also show the full-scale measurement data used as the
basis for the probabilistic turbulence model. To illustrate the missing

data in the lower mean wind velocity range due to the triggering in the
measurement system, Monte Carlo simulated points from the prob-
abilistic model are shown in the backgrounds of the plots. The number
of simulated points correspond to the number of 10-minute time win-
dows in a 4-year period (N = 4 × 365.25 × 24 × 6 = 210 384).

Fig. 7. Environmental contours of turbulence components and mean wind velocity for easterly winds.

Fig. 8. Environmental contours of turbulence components and mean wind velocity for westerly winds.
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4. Long-term RMS buffeting response by the environmental
contour method

4.1. Buffeting analysis

Buffeting response calculations of the Hardanger Bridge are per-
formed in the frequency domain using the multimode theory, described
in detail in [55–59], and implemented in the python programming
language [60]. The response is calculated in normalized modal co-
ordinates, and the response spectral density in real coordinates are
achieved by the following transformation:

=S Sx x( ) ( ) ( ) ( )r
T (17)

where S ( )r is the response spectral density matrix in real coordinates,
S ( )is the modal response spectrum, and x( )is a vector containing
the natural mode shapes. The structural properties of the system are
based on a 3D finite element model in Abaqus [61]. From the Abaqus
model it is possible to extract the section forces corresponding to a
normalized deformation mode shape. By using these section force mode
shapes in the transformation described by Eq. (17), the response spec-
tral density matrix for the section forces is achieved directly. The
aeroelastic self-excited forces are described based on wind tunnel ex-
periments [62], and the structural damping ratio is chosen as 0.5% of

the critical damping for all modes.
The modes affecting the considered response has been identified by

convergence calculations. Considering the section forces, the first 6
lateral, the first 14 vertical, and the first 6 torsional modes are included
in the calculations. For acceleration responses, all contributing modes
below a cut-off frequency of 1 Hz are included in the calculations. This
means that some high frequency contribution to the buffeting accel-
erations will be excluded, but for comparison reasons the cut-off fre-
quency is chosen consistent with the filtering of the full-scale mea-
surement data presented in Section 5. In Fig. 9, the first two eigenmodes
in the main degrees of freedom are shown, and the natural periods of
the first 15 modes are presented in Table 6, along with a description of
the mode shape.

The wind field is described as a stationary stochastic process
through the cross-spectral density matrix as follows:

=S s S s S s
S s S s

( , ) ( , ) ( , )
( , ) ( , )V

uu uw

uw ww (18)

where Snm represents the cross-spectral densities for the n and m
components of the turbulence between two points separated in space by
the distance Δs. In the current study, the off-diagonal terms of the cross-
spectral density matrix are assumed to be negligible. The cross-spectral
density for a single turbulence component can be described through the
auto-spectral density function and the normalized cross-spectra as fol-
lows:

=S s S C s( , ) ( ) ( , )nn n n (19)

= +C s K x
U

K z
U

( , ) exp( (
2

) (
2

) )n nx nz
2 2

(20)

where Sn is the auto-spectral density function, Cn is the normalized
cross-spectra, and Knx and Knz are the decay coefficients in the along-
span- and vertical directions, respectively. The vertical decay coeffi-
cients will be assumed to be constant (Kuz = 10, Kwz = 3) because these
are not included in the probabilistic model.

The steady-state static coefficients used in the calculations are
shown in Table 7 [62]. Effects from aerodynamic admittance are ne-
glected by setting the admittance functions to unity. From the in-
vestigations performed by [63] it was observed that by neglecting the
three-dimensional admittance, consisting of the two-dimensional strip
theory admittance function and the effect where the load correlation on
the girder may be larger than the turbulence correlation, a slightly

a) b)

c) d)

e) f)
Fig. 9. Mode shapes of the Hardanger Bridge: (a) First lateral mode (19.8 s), (b) Second lateral mode (10.0 s), (c) First vertical mode (9.2 s), (d) Second vertical mode
(7.1 s), (e) First torsional mode (2.8 s) and (f) Second torsional mode (1.9 s).

Table 6
The frequency, period and shape of the first 15 natural modes of the Hardanger
Bridge.

Mode Frequency [Hz] Period [s] Shape description

1 0.051 19.77 Lateral sym.
2 0.100 10.00 Lateral asym.
3 0.109 9.18 Vertical asym.
4 0.141 7.08 Vertical sym.
5 0.174 5.75 Lateral sym.
6 0.200 4.99 Vertical sym.
7 0.211 4.74 Vertical asym.
8 0.222 4.51 Cabel vibration
9 0.230 4.34 Cabel vibration
10 0.235 4.26 Cabel vibration
11 0.245 4.08 Cabel vibration
12 0.273 3.66 Vertical sym.
13 0.302 3.31 Lateral asym.
14 0.329 3.04 Vertical asym.
15 0.356 2.81 Torsional sym.
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conservative estimate of the aerodynamic buffeting forces could be
expected. The cable drag loads have been estimated based on [64] for a
painted circular cable based on a Reynolds number of approximately
1.5e6. The estimated cable drag coefficient is 1.0, but to account for
some shielding effects, the drag coefficient for the downstream main
cable is reduced to 0.7. Wind loads on other bridge members, such as
hangers and towers, are neglected in these calculations because they are
expected to have very little effect on the dynamic response of the bridge
girder.

4.2. Self-excited forces

When using long-term calculation procedures such as the environ-
mental contour method, behavior at lower mean wind velocities than
what is usually considered can become interesting. A challenge arises
for the self-excited forces since information about the aerodynamic
derivatives (ADs) for low reduced velocities is desirable. This means
that the extrapolation of the ADs outside the range where test data are
available need to be handled carefully.

The self-excited forces can be written in the frequency domain as
follows [65]:

= + + + + +

= + + + + +

= + + + + +
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(21)

where K=(ωB)/U is the reduced frequency, and rn is the displacement
motions. Zasso [66] proposed a convention where the ADs were fitted
to the test data using the force components (aerodynamic derivative
multiplied with the K or K2 for the damping and stiffness ADs,

respectively) going directly into Eq. (21), as shown in Figs. 10a and
11a. This would re-scale the amplitude of the AD’s making them more
similar throughout the reduced frequency range, compared with the
Scanlan convention [65]. Extrapolations outside the reduced velocity
range where test data are available is a challenge since no physical
model is available. In this work, this extrapolation was performed by
keeping the force component constant outside the test range. This
choice is made by a lack of good alternatives, but in this way, the ex-
trapolations are controlled, and the extrapolated ADs display a physical
behavior toward the low reduced-velocity range for the important ADs.
It should be noted that the convention used here only differs from the
Scanlan convention in the domain where the AD model is fitted to the
test data, and the mathematical modelling of the forces will be
equivalent.

In Figs. 10 and 11, the aerodynamic derivatives from the wind
tunnel tests performed by [62] are plotted together with fitted 2nd
order polynomial functions. The polynomials are fitted to the format of
force components going directly into Eq. (21), as shown in Figs. 10a and
11a. The resulting ADs plotted in the classical format are shown in
Figs. 10b and 11b.

4.3. Section-moment buffeting response on the contours

In this section, the section-moment standard deviations from the
buffeting action of the Hardanger Bridge girder are investigated as
functions of the mean wind velocity and turbulence parameters. In
Fig. 12, the response spectral densities of the section moments are
shown for all positions along the bridge girder.

To find the critical environmental load situation for a considered
response quantity, combinations of environmental variables on the
contour can be picked based on engineering judgment and manual
iterations, or it can be found automatically using numerical optimiza-
tion. For environmental contour lines based on only two stochastic
variables, it can be relatively simple to find the critical combination
using only a few manual iterations, but for contour surfaces with 3
variables or contour manifolds with more than 3 variables, it becomes
increasingly challenging to identify the critical combinations manually.

A challenge with numerical optimization is separating local from
global maxima on the optimized function. For the cases investigated in
this work, local maxima on the response function are not expected, and
simple optimization algorithms should be sufficient. However, the

Table 7
Steady-state static coefficients used in the buffeting analyses (0-degree angle of
attack).

Bridge
member

Width [m] Depth [m] CD CL CL’ CM CM’

Girder 18.3 3.33 1.050 −0.363 2.220 0.017 0.786
Main cables 0.6 0.6 1.0/0.7 0 0 0 0

Fig. 10. Fitted polynomial functions for the stiffness-related aerodynamic derivatives: (a) force component format (K=(ωB)/U) and (b) classical format (Vred = U
/ωB).
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optimization algorithms need to be constrained to only find solutions
on the environmental contour. The optimization algorithm used in this
study is the sequential least-squares programming method (SLSQP)
[67]. This algorithm can be used with boundary constraints as well as
user-defined constraint functions.

Objective function:
The function to be optimized is the short-term response calculation

as a function of the environmental variables:

= Xresponse f ( ) (22)

where X = [v1, v2, v3, …. , vn] and vi are the environmental variables.
Constraint function:
The constraint demands that all accepted combinations of X should

be on the environmental contour-line, surface, or manifold, depending
on the number of variables included, for a given statistical return
period. The constraint function needs to transform the variables into the
standard normal space and check if they refer to points with the target
distance to the origin, namely the reliability index, β, as follows:

=Y| | 0 (23)

where Y = [u1, u2, u3, …. , un] and ui are the standard normal un-
correlated variables.

The quarter-span RMS weak- and strong-axis moments (σsm1 and
σsm2, respectively), as well as the torsional moment (σsm3) in the girder,
is calculated along the contour lines for combinations of the mean wind
velocity and the different turbulence parameters. The variation in RMS

response along the contour lines based on direct transformation from
the extreme value distribution is shown in Figs. 13 and 14. In these
plots, the mean wind velocity together with one turbulence parameter
is described with the environmental contour method, while the other
turbulence parameters are chosen to correspond to the tips of the
contours, the case of maximum mean wind velocity. The position on the
contour line with the highest buffeting response is indicated with a star
in the plots. The RMS response and the environmental variables cor-
responding to this position are shown in Tables 8 and 9. In the back-
grounds of Figs. 13 and 14, isoresponse lines corresponding to constant
response as a function of the mean wind velocity and the turbulence
parameter under consideration are shown. If the isoresponse lines are
straight and vertical, the investigated buffeting response is not sensitive
to variation in the turbulence parameter under consideration, but if the
lines are inclined, the turbulence parameter is important.

The turbulence standard deviations are the most influential para-
meters on the investigated buffeting response. The along-wind turbu-
lence standard deviation (σu) has a significant effect on the weak- and
strong-axis moments in the girder quarter spans but little effect on the
torsional moment response. The vertical turbulence standard deviation
(σw) has a large effect on the weak-axis moment and the torsional
moment but less effect on the strong-axis moment.

From Figs. 13 and 14, it can be seen from the isoresponse lines that
the response is sensitive to the decay coefficients (Ku,w), but since the
contour lines become narrow toward the high wind speeds, the effect on
the design response is less significant. The section-moment buffeting

Fig. 11. Fitted polynomial functions for the damping-related aerodynamic derivatives: a) force component format (K = (ωB)/U) and b) classical format (Vred = U/
ωB).

Fig. 12. Response spectral density of the weak axis (sm1), strong axis (sm2) and torsional moment (sm3) for a 30 m/s mean wind velocity case with design basis
turbulence definition.
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responses of the Hardanger Bridge are not very sensitive to variation in
the nondimensional spectral parameters (Au,w), but it should be noted
that bridges with even lower eigenfrequencies may be more sensitive to
variations in these parameters.

In Figs. 15 and 16, the two turbulence parameters most influential
to the section moment RMS responses are combined with the mean
wind velocity in three-dimensional contour surfaces. The most critical
turbulence parameters for the section moments are identified from the
two-dimensional contours in Tables 8 and 9 as follows:

• Weak-axis moment, sm1; the along-wind and vertical turbulence
standard deviations (σu,w),

• Strong-axis moment, sm2; the along-wind turbulence standard de-
viation (σu) and the along-wind turbulence decay coefficient (Ku),

• Torsional moment, sm3; the vertical turbulence standard deviation
(σw) and the vertical turbulence decay coefficient (Kw).

The maximum response standard deviations and the three-dimen-
sional contour surfaces and seven-dimensional contour manifolds, in-
cluding all the turbulence parameters, are predicted using constrained
numerical optimization and summarized in Tables 10 and 11. The re-
sults show significant effects from the turbulence variability on the
design environmental conditions for the Hardanger Bridge, with an
increased response of up to ~60% when comparing the critical point on
the environmental contour surface with the point of the maximum
mean wind velocity.

5. Comparison with full-scale response measurements

In Fig. 17, the 10-minute average measured midspan lateral-,

vertical- and torsional acceleration RMS responses are shown for the
westerly and easterly wind directions for the Hardanger Bridge. The
high frequency contribution to the acceleration measurements was re-
moved from the data by low-pass filtering the recorded response with a
cut-off frequency of 1 Hz. The traffic density on the Hardanger Bridge is
relatively low, and by filtering out the high frequency content, negli-
gible effects from traffic loading are expected for the strong wind ac-
celeration responses. For more information about the processing of the
acceleration measurements, the reader is referred to [2].

The measured scatter points are colored based on data density
multiplied by the mean wind velocity squared. A second-order poly-
nomial function is fitted to the measurements, as shown in Fig. 17.
Using the deterministically chosen design basis turbulence parameters
from Table 3, the acceleration responses are calculated and plotted in
Fig. 17. Comparing these lines obtained from the design basis values
with the measured response shows the limitations of the traditional
design methodology, which is unable to describe the scattered response
observed from the measurements.

An upper and lower bound for the acceleration response was cal-
culated as a function of the mean wind velocity using the environ-
mental contour method to investigate how the measured midspan ac-
celeration response corresponds with the response predictions. These
estimates were calculated by finding the maximum and minimum re-
sponses on a 100-year return period environmental contour surface
constrained to a given mean wind velocity. Thus, for each considered
mean wind velocity, a point for the upper and lower bound lines was
identified. The environmental contour bounds were based on contour
surfaces from the mean wind velocity together with the following tur-
bulence parameters:

Fig. 13. Buffeting RMS response of weak-axis (sm1), strong-axis (sm2) and torsional moments (sm3) [kNm] along contours for the turbulence components and mean
wind velocity for easterly wind, where the larges response is indicated with a blue star marker, and isoresponse lines are shown in the background.
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Fig. 13. (continued)

Fig. 14. Buffeting RMS response of weak-axis (sm1), strong-axis (sm2) and torsional moments (sm3) [kN m] along contours for the turbulence components and mean
wind velocity for westerly winds, where the larges response is indicated with a blue star marker, and isoresponse lines are shown in the background.

T.M. Lystad, et al. Engineering Structures 213 (2020) 110575

11



• Horizontal acceleration, a2; the along-wind turbulence standard
deviation (σu) and the along-wind turbulence decay coefficient (Ku),

• Vertical acceleration, a3; the along-wind and vertical turbulence
standard deviations (σu,w),

• Torsional acceleration, ar1; the vertical turbulence standard devia-
tion (σw) and the vertical turbulence decay coefficient (Kw).

As shown in Fig. 17, the acceleration response bounds predicted by
the environmental contour method eclipse most of the measured scatter
for all response quantities and both wind directions. These bounds are
based on the 100-year return period environmental contours and
compared with approximately 4 years of measurement data. Theoreti-
cally, all measurement data should lie within these bounds, but un-
certainties in the probabilistic turbulence model, the buffeting calcu-
lations and the simplification where only the two most important
turbulence parameters are included in the environmental contours may
affect these results.

When considering the horizontal acceleration, the trend in the
scatter is followed very well for both wind directions, but especially for

the easterly winds, the bounds are too narrow to be able to eclipse the
full scatter of the measurement data. Limitations in the probabilistic
turbulence model, such as omitting the angle of attack, may affect the
predicted response. Additionally, other assumptions made in the buf-
feting calculations, such as the assumption of stationarity, may affect
the results.

The vertical acceleration response bounds cover the measured
scatter data very well for both wind directions. In addition to un-
certainties regarding the probabilistic turbulence model and simplifi-
cations in the buffeting calculations, some uncertainty from the self-
excited forces is introduced for the vertical acceleration response. The
midspan acceleration response spectral densities normalized with the
maximum response spectrum amplitude for each mean wind velocity
are shown in Fig. 18. The reduced velocity range where aerodynamic
derivative test data are available is indicated in the plots. For the ver-
tical acceleration response, many contributions come from the reduced
velocity range extrapolated from the AD test range. This introduces
some uncertainty into the vertical acceleration response estimates.

When considering the torsional response, the predicted torsional

Fig. 14. (continued)

Table 8
Maximum RMS section moments in the girder quarter span from contour lines based on the mean wind velocity and one turbulence parameter for easterly winds. The
percentage of increased response compared with the event of the maximum mean wind speed (U = 23.76 m/s, σu = 2.84 m/s, σw = 1.10 m/s, Au = 25.8, Aw = 2.01,
Ku = 6.92, Kw = 5.98) is indicated.

Contour variables U Turb Var σsm1 U Turb Var σsm2 U Turb Var σsm3

m/s kN m % m/s kN m % m/s kN m %

U 23.76 – 1039 0 23.76 – 11,206 0 23.76 – 903 0
U, σu 23.13 3.80 m/s 1070 3 20.64 4.94 m/s 15,580 39 23.76 2.84 m/s 903 0
U, σw 19.43 2.15 m/s 1513 46 23.67 1.25 m/s 11,284 1 20.64 2.00 m/s 1333 48
U, Au 23.73 23.0 1041 0 23.64 20.5 11,358 1 23.76 25.8 903 0
U, Aw 23.73 1.80 1039 0 23.76 2.02 11,206 0 23.73 1.80 906 0
U, Ku 23.73 6.47 1039 0 23.31 5.30 11,688 4 23.76 6.92 903 0
U, Kw 23.06 3.89 1110 7 23.73 5.48 11,221 0 22.76 3.58 992 10
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accelerations seem to be strongly overpredicted for both wind direc-
tions. Almost all the contributions to the response are based on self-
excited forces outside the reduced velocity AD test range, except for the
very high mean wind velocities. Along with sensitivity to the static
coefficients, this will introduce significant uncertainty to these predic-
tions.

6. Conclusions

Turbulence uncertainty effects on the buffeting response of the
Hardanger Bridge girder have been investigated using the environ-
mental contour method. The results show large effects on the predicted
response and potential for substantial improvements to the current

Table 9
Maximum RMS section moments in the girder quarter span from contour lines based on the mean wind velocity and one turbulence parameter for westerly winds. The
percentage of increased response compared with the event of the maximum mean wind speed (U = 30.30 m/s, σu = 3.66 m/s, σw = 1.36 m/s, Au = 47.1, Aw = 3.32,
Ku = 8.21, Kw = 8.65) is indicated.

Contour variables U Turb Var σsm1 U Turb Var σsm2 U Turb Var σsm3

m/s kN m % m/s kN m % m/s kN m %

U 30.28 – 1437 0 30.28 – 17,131 0 30.28 – 1390 0
U, σu 29.55 4.84 m/s 1488 4 27.20 6.01 m/s 23,821 39 30.28 3.66 m/s 1390 0
U, σw 26.36 2.32 m/s 1928 34 30.25 1.45 m/s 17,198 0 27.94 2.11 m/s 1865 34
U, Au 30.22 41.1 1440 0 30.07 35.7 17,337 1 30.28 47.1 1390 0
U, Aw 30.22 2.93 1440 0 30.28 3.32 17,131 0 30.22 2.93 1396 0
U, Ku 30.28 8.21 1437 0 29.81 6.70 17,555 2 30.28 8.21 1390 0
U, Kw 29.81 6.73 1483 3 30.28 8.65 17,131 0 29.81 6.73 1458 5

Fig. 15. Buffeting RMS response of weak-axis (sm1), strong-axis (sm2) and torsional moments (sm3) [kN m] on contour surfaces for the turbulence components and
mean wind velocity for easterly wind, where the larges response is indicated with a blue star marker.
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design methodology. The following conclusions can be drawn:

- By describing the turbulence parameters with lognormal distribu-
tions, the transformation between the standard normal space and
the real space is practically achievable for multiple variables even
with a limited amount of measurement data.

- Numerical optimization algorithms constrained to find solutions on
the environmental contour were successfully used in the investiga-
tions presented in this paper. The method is especially suitable when
the number of environmental variables exceeds two.

- The knowledge that the critical environmental situations will be in
the tail of the mean wind velocity marginal distribution can be used

Fig. 16. Buffeting RMS response of weak-axis (sm1), strong-axis (sm2) and torsional moments (sm3) [kN m] on contour surfaces for the turbulence components and
mean wind velocity for westerly winds, where the larges response is indicated with a blue star marker.

Table 10
Easterly winds maximum RMS section moments in the girder quarter span identified from numerical optimization on the environmental contours considering
interesting turbulence parameter combinations. The percentage of increased response compared with the event of the maximum mean wind speed is indicated.

Contour variables U σu σw Au Aw Ku Kw σsm1 σsm2 σsm3

m/s m/s m/s – – – – kN m % kN m % kN m %

U 23.76 2.84 1.10 25.8 2.01 6.92 5.98 1039 0 11,206 0 903 0
U, σu, σw 19.71 4.53 2.11 25.8 2.01 6.92 5.98 1599 54 – – – –
U, σu, Ku 20.63 4.75 0.96 25.8 2.01 5.49 5.98 – – 16,232 45 – –
U, σw, Kw 20.15 2.41 1.90 25.8 2.01 6.92 3.89 – – – – 1438 59
All 19.26 4.33 2.00 22.4 2.32 6.11 3.93 1683 62 – – – –
All 20.51 4.70 1.74 25.8 2.09 5.47 5.14 – – 16,716 49 – –
All 20.27 4.08 1.87 23.3 2.29 6.22 3.90 – – – – 1418 57
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Table 11
Westerly winds maximum RMS section moments in the girder quarter span identified from numerical optimization on the environmental contours considering
interesting turbulence parameter combinations. The percentage of increased response compared with the event of the maximum mean wind speed is indicated.

Contour variables U σu σw Au Aw Ku Kw σsm1 σsm2 σsm3

m/s m/s m/s – – – – kNm % kNm % kNm %

U 30.3 3.66 1.36 47.1 3.32 8.21 8.65 1437 0 17,131 0 1390 0
U, σu, σw 26.2 5.80 2.32 47.1 3.32 8.21 8.65 2070 44 – – – –
U, σu, Ku 26.7 6.02 1.20 47.1 3.32 7.16 8.65 – – 24,431 43 – –
U, σw, Kw 27.9 3.37 2.05 47.1 3.32 8.21 7.06 – – – – 1929 39
All 25.9 5.64 2.26 37.7 3.69 7.46 6.96 2112 47 – – – –
All 26.4 5.94 2.12 47.3 3.24 7.07 7.73 – – 24,830 45 – –
All 27.9 5.12 2.03 41.1 3.74 7.60 7.06 – – – – 1910 37

Fig. 17. Calculated and measured RMS girder acceleration response at the midspan with color bar indicating data density multiplied by U2: (a) westerly winds lateral
response, (b) easterly winds lateral response, (c) westerly winds vertical response, (d) easterly winds vertical response, (e) westerly winds torsional response and (f)
easterly winds torsional response.
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as an advantage to focus the effort on fitting the PDF in the extreme
tail region. Asymptotic extreme value theory was used in this work
to transform the fitted extreme value distribution to the parent
distribution form to achieve an enhanced marginal PDF estimate for
the important range of mean wind velocities.

- Including the variability in the turbulence parameters by using the
environmental contour method indicated significant effects on the
important section moments for the Hardanger Bridge girder.
Compared with the point on the contour with maximum mean wind
velocity, an increased design response of up to ~60% was found.

- By estimating an upper and lower bound response using the en-
vironmental contour method, the scattered acceleration response
measurements from the Hardanger Bridge were eclipsed, showing
significant improvements to the traditional design methodology.

- The findings in this paper indicate that long-term response calcu-
lation methods, including the turbulence parameters as stochastic
variables, should be considered for long-span bridges where the
buffeting response is expected to significantly affect the structural
reliability.
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