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Abstract

The integration of large-scale, remote, renewable energy sources has led to the prolif-
eration of HVDC converters in the power system. Following this proliferation, more
and more ancillary services, such as Power Oscillation Damping (POD), that were tradi-
tionally provided by synchronous generators, are being demanded from the HVDC con-
verters in order to support the power system. One challenge in this regard is that these
services can require the manipulation of active power, which is taken from the dc side of
the converter. This is undesirable because it propagates active power disturbances (oscil-
lations) into other connected ac grids. With the dc side transitioning to meshed HVDC
grids, which can interconnect several asynchronous ac grids, the propagations of such
power disturbances become even more important. In addition to the propagation of the
disturbance itself, a second problem is that the observability of an oscillation in another
connected system can cause negative interaction among system-level controllers, such
as Power System Stabilizers (PSSs), located in different systems. Both these problems can
be avoided if the power needed for the service is obtained from a different source.

The Modular Multilevel Converter (MMC), which is currently the most attractive topol-
ogy in HVDC applications, has a potential to provide a temporary energy storage capabil-
ity that can be used for ancillary services. In addition to the ac-dc MMC, dc-dc converters
based on the MMC, such as the Front-to-Front (F2F) topology, also offer such a capabil-
ity. This thesis focuses on developing and testing methods to utilize the energy storage
capability of these converters to source the power needed for the ancillary services, so
that the other connected ac grids are not disturbed. The thesis provides contributions on
the modeling and control of the aforementioned converters.

Modeling: MMC models of varying levels of detail are presented and compared. The
levels of detail range from the most detailed models targeting fast transients studies to
the simplified ones suitable for large-scale studies. Based on these models, new simplified
models of the MMC-based Front-to-Front (F2F) dc-dc converter are also proposed in this
thesis. Themodels aggregate the arm energy states of the converter in order to reduce the
number of states, which is desired when performing large-scale studies. The proposed
models were validated against detailed models, and the results showed that the simplified
models can accurately represent the F2F converter in large-scale system studies.

Control: The thesis proposes control methods on two different levels. The first is at the
arm energy control level, where an improved arm energy controller is proposed. The
other is at a higher level, where different implementations of methods to utilize the arm
energy are proposed and analyzed. The arm energy controller is instrumental for the
effective implementation of the high-level controllers.

The proposed arm energy control is a complete approach for implementing a closed-loop
compensated modulation based on estimated arm voltages without accurate knowledge
of the system parameters. The arm capacitance and the time delay between the controller

i



ii

and the converter are the parameters which are not known accurately or are assumed to
change throughout the lifetime of the converter. The proposed method has been tested
using both simulation and experimental tests with a strong correlation between the two
results. The experimental tests have shown that the method can work in cases that are
not ideal where the number of modules is as low as 18. The tests have also demonstrated
that the method works effectively in the presence of noise and asymmetrical capacitance
changes.

At a higher level, the thesis proposes two methods for utilizing the MMC energy for
grid services, so that the power disturbance generated by the services is diverted into
the submodule capacitors of the converter. These are the power cancellation method and
Virtual Capacitance Support (VCS). The power cancellation method is a local implemen-
tation where active power disturbance due to the grid service is diverted into the arm
energy. This method is local because it relies on the availability of the active power dis-
turbance measurement. On the other hand, VCS requires measurement of the dc voltage
variations which can be accessed by multiple converters. This enables a distributed im-
plementation where the energy storage capability of multiple converters can be utilized.
The methods have been shown to be effective in three applications: Power Oscillation
Damping (POD), wind farm active power smoothening, and dc voltage dynamic support.

A detailed analysis and validation of the VCS scheme in a POD application is also pre-
sented. The effectiveness of the scheme was studied using modal analysis, time-domain
simulation, and Power Hardware In The Loop (PHIL) tests. There is a strong correlation
between the results from the three studies, and they all show that the scheme can ef-
fectively divert the active power disturbance (oscillation) into the arm capacitors. It was
shown that the VCS method only affects the observability of the mode in other grids, not
the damping or frequency, as expected. Additionally, the PHIL tests show that the scheme
is practically applicable since it was implemented using a scaled 18-level MMC prototype
under realistic conditions. A requirement for the scheme to work properly is that the con-
verter be designed with a slightly higher storage capacity compared to nominal design,
for example 15% increase in sub-module voltage was used in this study. The amount of
additional capacity can be chosen depending on the desired level of participation of the
converters in providing the service.
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1
Introduction

1.1 Background

The ever-increasing demand for energy and the shift toward renewable energy

sources is driving the integration of remote and offshore power generation into

the electric power system. High Voltage Direct Current (HVDC) has been the

technology of choice for the transmission of such remote generations because

of its controllability and flexibility [1], in addition to its lower cost beyond a

break-even transmission distance, which is often in the order of several hun-

dred kilometers. In long-distance submarine transmission cases, HVDC is the

only viable option because the reactive power generated by the cables makes ac

transmission impractical. The earliest HVDC converters were Line Commutated

Converter (LCC) type, which offer very limited controllability compared to the

Voltage Source Converters (VSCs). The main advantage of VSCs is the capability

to reverse active power without reversing the dc voltage, and decoupled control

of active and reactive powers [2]. Among the VSC topologies, the Modular Multi-

level Converter (MMC) has emerged as the preferred choice owing to its modular

and scalable design and its near-sinusoidal output voltages and currents without

the need for harmonic filters [3].

Most of the existing HVDC converters in operation today are parts of Point-to-

Point (P2P) schemes. As the number of P2P links grows, it makes sense in terms

of economics and reliability to interconnect them to form a Multi-Terminal Di-

rect Current (MTDC) system. The first VSC-MTDC system was commissioned

in China in 2014 [2]. A defining feature of MTDC systems is that they do not

include meshes [2], i.e. there is only one path between any two terminals in the

system. When an MTDC system includes a mesh, it is known as a Meshed dc grid

or HVDC grid [2], [4]. HVDC grids can be embedded into a single ac power sys-

tem, or they can interconnect two asynchronous ac systems. In either case they

are part of a hybrid ac/dc power system [5], where both ac and dc power systems

co-exist and exchange the necessary ancillary services [6]. Ancillary services are

defined differently by different Transmission System Operators (TSOs) and regu-

lators [7], but they can be summarized as services needed for the orderly, secure,

and reliable operation of the power system. These are functions or features other

than the main purpose of units in a power system.

Ancillary services that have been traditionally provided by synchronous gener-

ators in ac power systems include Power Oscillation Damping (POD), frequency

1



2 1.2 Scope of the thesis

regulation (balancing), and voltage regulation (reactive power support). The first

two are connected to active power, while the last is related to reactive power. Syn-

chronous generators can provide these services because the active power can be

regulated by changing the mechanical power, and the reactive power can be con-

trolled by changing the excitation. When providing ancillary services through

HVDC converters, there is a difference in behavior, especially for services in-

volving active power. While a converter can autonomously generate the reactive

power needed for an ancillary service, it cannot provide the active power-based

services on its own because it is not connected to a power source. The converter

takes the active power needed for the service from its dc side, which is normally

connected to other ac grids. This leads to a disturbance of other connected ac grids

when providing active power-based services to one grid. Besides the propagation

of the disturbance itself, the observability of a disturbance across the connected

ac grids means that there exist dynamic couplings among system-level controllers

located in different ac grids, leading to a negative interaction with reduced per-

formance [5].

The Modular Multilevel Converter (MMC), which is the most popular choice in

recent installations, offers a temporary energy storage capability distributed in

its submodule capacitors. This thesis investigates ways to effectively utilize this

storage capability to prevent the propagation of active power disturbances and

avoid negative interactions among system-level controllers. The same principle

can be extended to MMC-based dc-dc converters, which are being proposed with

the main goals of voltage matching and power flow control in HVDC grids. The

dc-dc converter is considered to be a key enabler of future HVDC grids. Being

relatively new components with no commissioned converter yet, dc-dc convert-

ers have not been studied in detail, and they lack proper models needed to include

them in HVDC grid studies. Thus, this thesis also addresses modeling and control

of dc-dc converters.

1.2 Scope of the thesis

The focus of this thesis is to find ways to utilize the energy storage capability of

the MMC to provide active power-based ancillary services without propagating

disturbances across HVDC grids. This task was divided into four steps or phases

as discussed in the following.

The first step was to study HVDC grids including MMCs in order to identify the

effect of disturbances resulting from the provision of active power-based ancil-

lary services. A key aspect in such studies is the availability of models having a

level detail commensurate with the study. To this end, the thesis addresses the

following research questions.
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How can the components of an HVDC grid, including the emerging dc-dc converters,
be modeled for system-level studies? What simplifications can be achieved depending
on the type of control?

HVDC id i l di t

Research question 1

The second aspect is related to the control system. The MMC, being complex,

needs several interdependent layers of control to work effectively. The aim of

this step is to find arm energy control strategies that facilitate the provision of

the aforementioned services as highlighted in the research question below.

How should the MMC energy be controlled to facilitate the energy-based services?
What improvements are needed to address challenges arising from practical imple-
mentation of such control methods?

b t ll d t f ilit

Research question 2

With the control system in place, the next step is to find the best way to utilize the

MMC energy for active power-based ancillary services. This step involves higher

level control strategies that manipulate the arm energy by setting the references

to the controllers developed in the previous step. The main topics addressed in

this step are given by the questions below.

What methods can be used to manipulate the MMC energy in order to provide energy-
based services? How can the amount of energy available for such services be quantified
based on the design parameters of the MMC (such as submodule capacitance and volt-
age)? How can the design of the MMC be modified to accommodate such services?

i l t th MMC

Research question 3

The last step is to validate the control methods, proposed as the outcome of the

previous steps, using simulations and laboratory experiments. This step involves

identification of analysis, simulation and testing methods that are suitable for the

application at hand, followed by performing the detailed analysis and testing. The

research questions addressed in this step are shown below.

How do the proposed methods perform when they are implemented in practice? What
is the impact of the simplifying assumptions made in the derivation and analysis of
the methods?

f h th i

Research question 4

By addressing the above-mentioned questions, the thesis presents the complete

process from modeling all the way to practical implementation and validation of
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control strategies to utilize the energy storage capability of theMMC for ancillary

services.

1.3 Contributions

The main contributions of this thesis are summarized in the following points.

• This thesis presents MMC models for different applications with varying

levels of detail. Phasor-based modeling approach is employed to capture

dynamics of the ac quantities at the fundamental frequency and the domi-

nant harmonics. Several of the MMC models discussed in this thesis have

already been proposed in the literature. However, this thesis contributes

a simplified representation of the models using phasors to obtain Steady-

State Time Invariant (SSTI) models. Furthermore, the models have been

validated against experimental results. The thesis also proposes simplified

modeling of MMC-based Front-to-Front (F2F) dc-dc converter.

• An improved MMC energy control with online parameter adjustment is

proposed in this thesis. The proposed method removes the circulating cur-

rent ripple and provides good dynamic performance to enable the energy-

based services.

• Two methods for utilizing the MMC energy storage capability for power

system services are proposed in this thesis. Applications include: Power

Oscillation Damping (POD), wind power smoothening and dc voltage dy-

namic support. Effectiveness of the proposed methods is demonstrated by

both simulation and experiments.

• The thesis also presents a detailed practical demonstration of the proposed

methods using a Power Hardware In The Loop (PHIL) setup. The connec-

tion from modal analysis to time domain simulations, and later to PHIL

tests, is used to highlight the interactions in the system and to show the

effectiveness of the proposed methods.
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The publications included in this thesis are related to the content of the chapters,

as shown in Table 1.1.

Table 1.1: Mapping of publications to chapters.

Chapter 2 3 4 5 6 7 8

Publication P1 P2, P6 P2, P3 P6 P3, P8 P4, P5, P7 P9

1.5 Outline of the thesis

Chapter 2 provides a review of the basic components of HVDC transmission sys-

tems. The principle of operation of an MMC converter is presented, followed

by a discussion on the role of dc-dc converters in HVDC grids and a review of

topologies proposed in the literature.

Chapter 3 deals with the modeling of HVDC components with varying levels of

detail focusing on simplifications for large-scale studies. The main contributions

in this chapter are the phasor-based models of the MMC and the MMC-based F2F

dc-dc converter. The models developed in this chapter are used in the case studies

presented in subsequent chapters.

Chapter 4 introduces a generic controller for an ac-dc MMC connected to an ac

grid. The focus is on a hierarchical control arrangement with high-level power,

current and voltage controllers, andmid-level energy and circulating current con-

trollers. Low-level controllers, such as submodule voltage balancing controllers,

are not covered in this thesis. The goal of the chapter is to provide a review

of well-established control methods from literature. This is used as background

information in the discussion of the control method proposed in this thesis in

Chapter 6.

Simulation, analysis, and testingmethodology adopted in this thesis are discussed

in Chapter 5. The chapter provides an overview of the methods together with

the necessary theoretical background. The methods discussed are time-domain

simulation, small-signal (modal) analysis, and PHIL testing.

Chapter 6 presents an improved MMC arm energy control method proposed in

this thesis. The proposed method consists of a closed-loop energy control com-
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bined with compensated modulation using estimated arm voltages. Under ideal

conditions, i.e. all parameters accurately known, compensated modulation elimi-

nates the circulating current ripple without any additional control to suppress it.

However, in practice the arm capacitance and the time delay in the measurement

path are not known accurately, leading to a residual circulating current ripple.

A method to correct for parameter errors is proposed in this chapter. The com-

plete control method has been validated using both simulations and laboratory

experiments. The parameter correction method is tested by removing capacitors

from selected submodules. The complete control system forms the basis for the

energy-based services presented in the next two chapters.

Two methods for utilizing the energy storage capability of the MMC for active

power-based grid services are proposed in Chapter 7. These two methods are

power cancellation and Virtual Capacitance Support (VCS). The two methods are

developed and analyzed in detail. Application case studies involving POD, wind

farm active power smoothening, and dc voltage transient support are also pre-

sented. The chapter also discusses the energy storage requirement of these ser-

vices with a special focus on POD.

Chapter 8 presents an extensive analysis and testing of the VCS method using a

detailed multi-machine, multi-area, power system connected via a three-terminal

dc grid. The system is analyzed using modal analysis to identify poorly damped

modes. This is followed by design of a POD controller. Time domain simula-

tions and tests using the PHIL setup involving one physical 18-level MMC are

used to validate the VCS method. The analysis and test results show very good

agreement.

Finally, the conclusions are presented in Chapter 9, where the main findings from

the thesis are summarized.
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2
Converters in HVDC Grids

This chapter introduces theModularMultilevel Converter (MMC) topology together
with its principle of operation and preliminary component sizing. It also discusses
dc-dc converter topologies with a special focus on the Front-to-Front (F2F) dc-dc
converter based on theMMC. Themain goal of this chapter is to provide background
information for the subsequent chapters. The discussion in this chapter is partially
supported by the following contribution by the author.

A. A. Taffese, E. de Jong, and E. Tedeschi, “Modelling of DC-DC Converter for Sys-

tem Level Studies,” English, in Proceedings of the 8th IEEE Benelux Young Researchers

Symposium in Electrical Power Engineering: YRS2016, Eindhoven, The Netherlands:

Technische Universiteit Eindhoven, May 2016, p. 6
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2.1 Introduction

HVDC grids are built by interconnecting converter stations, ac-dc and dc-dc, with

cables and overhead lines. The main components of such an ac-dc HVDC station

are shown in Fig. 2.1. On the ac side, a transformer is used to match the converter

voltage to the ac grid voltage at the point of connection. The circuit breaker is

responsible for clearing fault currents at the ac or dc terminals of the converter.

Using an ac breaker to isolate dc-side faults leads to the disconnection of all the

ac grids that feed into the fault, which is not desirable from an availability point

of view. Circuit breakers on the dc side are under development in order to more

selectively isolate faulty sections of the HVDC grid without powering down the

whole system [4]. The dc inductor’s purpose is to limit the rate of rise of dc

current during faults and fast transients. The main component in Fig. 2.1 is the

Figure 2.1: Main components of symmetric monopole HVDC station.

converter. HVDC converters have evolved all the way from the earliest (1950s)

LCC type converters to the most modern MMC. Throughout this evolution, the

converter topologies have changed significantly. Voltage source type converters

were introduced in the 1990s. Ever since then the two-level converter topology

has been adopted in many HVDC applications. But as the voltage level increased,

there was a need for modular and scalable technology. Thanks to the introduc-

tion of the MMC, this was achieved in the early 2000s. The MMC has been very

popular ever since, which is also part of the reason why it was adopted in this

study. Apart from its scalability and modularity, the converter topology also has

inherent energy storage capabilitywhich is not fully exploited as yet. In the devel-

opment of an HVDC grid system, additional components are required. One of the

new components that have not yet been commissioned are the dc-dc converters

in HVDC system, which primarily play the role of transformers in dc grid in addi-

tion to other services. Despite their vital role, dc-dc converters have not received

the same level of research focus as the other components in regard to integration

into system-level studies. This thesis will address modeling of dc-dc converters

that can be used in large-scale system studies in the next chapter. The purpose of

this chapter is to introduce the main converter topologies, both ac-dc and dc-dc,
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in HVDC grids. This chapter is organized as follows. It starts with an introduc-

tion to the MMC topology, which details the components of the converter and

basic principle of operation. This is followed by an introduction of MMC-based

dc-dc converter topologies with a focus on Front-to-Front (F2F) topology. This

section will also provide a general overview of on the role of dc-dc converters in

HVDC systems. The last section briefly introduces other components that have

not been the main focus of the thesis, but are present in HVDC systems. These

include transformers, cables, smoothing reactors, and circuit breakers.

2.2 Modular multilevel converters

The modular multilevel converter is composed of several interconnected power

processing units, called Submodules (SMs), as shown in Fig. 2.2. They are also

called cells in literature, for example in [20]. Each string of submodules is known

as an arm of the MMC. A pair of arms connected in series form a leg. The two arms

are called upper and lower arms of a leg. In an ac-dcMMC, the ac terminal is taken

from the mid-point where the two arms are connected, while the dc terminal is

formed by the two outermost nodes, as shown in Fig. 2.2. A three-phase MMC

has three legs (six arms) which are connected to a common dc link. The arms are

interconnected via inductors, called the arm inductors, whose purpose is to limit

the magnitudes of fault currents and circulating currents.

2.2.1 Submodule topologies

Several submodule topologies have been proposed in the literature [20], [21].

Among these, the Half-Bridge (HB) and Full-Bridge (FB) topologies are the most

common ones. The internal structures of these submodule topologies are shown

in Fig. 2.3. Both topologies are equipped with a capacitor bank, which is the main

energy storage element in the submodules. The output of the MMC is controlled

by inserting and removing the submodule capacitors in the output current path.

The capacitors are said to be inserted when they appear on the path from (+)

terminal to (–) terminal of the submodules in Fig. 2.3.

In the case of half-bridge submodules, this is achieved by turning on the upper

switch. In this case, either the IGBT 𝑄1 or the freewheeling diode 𝐷1 conduct

depending on the current polarity. The submodule is bypassed when the lower

switch is turned on, which means that the current flow is through either 𝑄2 or

𝐷2 depending on the current polarity. The HB submodule can produce only two

voltage levels at the output; 0 or 𝑉𝑠𝑚 .

The FB submodule can produce one additional level (−𝑉𝑠𝑚), hence giving a three-

level output. These three switching states are achieved as follows. Turning on𝑄1

and 𝑄4 inserts the capacitor into the main power circuit with a positive polarity
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Figure 2.2: Topology of a three-phase MMC.

yielding +𝑉𝑠𝑚 at the output. The opposite polarity can be obtained when turning

on 𝑄2 and 𝑄3. Similarly, the capacitor can be removed by turning on the two

upper (or the two lower) switches at the same time. The current flows through

the IGBTs or the freewheeling diodes depending on the current polarity. The

switching states of the devices depending on current polarity are summarized in

Table 2.1.

The commercially available MMC HVDC converters are all built using HB sub-

modules [21]. The popularity of the HB submodule stems from its simplicity due

to its low component count. However, the FB submodule has the capability to

generate normal ac voltage with zero dc link, which is an enabling feature in
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Figure 2.3: MMC submodules: half-bridge (left) and full-bridge (right).

Table 2.1: Submodule switching states.

Topology Output voltage Conducting devices Conducting devices
(𝐼 > 0)* (𝐼 < 0)*

Half-bridge
0 𝑄2 𝐷2

𝑉𝑠𝑚 𝐷1, 𝐶𝑠𝑚 𝑄1, 𝐶𝑠𝑚

Full-bridge

0 𝐷1, 𝑄3 𝑄1, 𝐷3

0 𝑄2, 𝐷4 𝐷2, 𝑄4

𝑉𝑠𝑚 𝐷1, 𝐶𝑠𝑚 , 𝐷4 𝑄1, 𝐶𝑠𝑚 , 𝑄4

−𝑉𝑠𝑚 𝑄2, 𝐶𝑠𝑚 , 𝑄3 𝐷2, 𝐶𝑠𝑚 , 𝐷3

*Current flowing from (+) terminal to (–) terminal is defined to be positive.

applications where dc side fault blocking is a requirement. It can also be used

in applications where dc voltage reversal is required, like interoperability with

LCC HVDC [21]. The main drawback of the FB submodule is that it has double

the number of semiconductor components and drive circuitry than the HB. This

can lead to higher cost, heavier converter, and increased losses. The choice of

submodule topology is, therefore, a trade-off between the required features and

the cost of implementation. More cost-effective approaches which combine the

benefits of both topologies have been discussed in [22].

2.2.2 Principle of operation of the MMC

A HB-MMC arm can produce a voltage output between 0 and the sum of all the

submodule voltages in the arm. The FB submodule can also produce a maxi-

mum voltage with negative polarity. Negative voltage generation at the output

of an arm is not needed for normal operation of a three-phase MMC because the

converter has to interface with both ac and dc sides. As mentioned earlier, the

negative polarity output is beneficial when dc-side fault blocking is desired. Since

fault blocking is not studied in this thesis, the modeling and analysis is henceforth

focused on HB submodules with only positive voltage polarity to simplify the dis-
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cussions. A staircase-like waveform can be produced by incrementally inserting

submodules in an arm. There is considerable degree of freedom in choosingwhich

modules are inserted at a given time. This fact is exploited to achieve balancing

of the capacitor voltages across submodules in the same arm [23]. If 𝑁 is defined

as the number of submodules in an arm, the voltage output 𝑣 of an arm is the sum

of capacitor voltages of the submodules that are inserted, as given by (2.1).

𝑣𝑢 =
𝑁𝑖𝑛𝑠 𝑢∑

𝑖=1

𝑣𝑠𝑚𝑖 𝑢 and 𝑣𝑙 =
𝑁𝑖𝑛𝑠 𝑙∑

𝑖=1

𝑣𝑠𝑚𝑖 𝑙 (2.1)

where 𝑣𝑠𝑚𝑖 is the capacitor voltage of 𝑖
𝑡ℎ submodule, 𝑁𝑖𝑛𝑠 is the number of inserted

submodules. 𝑣𝑢 and 𝑣𝑙 are the upper and lower arm inserted voltages, respectively.

For a given arm, the insertion index, 𝑛, is defined as the ratio of the inserted voltage

to the sum of submodules capacitor voltages in an arm, which is approximately

equal to the ratio of 𝑁𝑖𝑛𝑠 to 𝑁 .

𝑛𝑢 ≡

∑𝑁𝑖𝑛𝑠 𝑢
𝑖=1 𝑣𝑠𝑚𝑖 𝑢
∑𝑁

𝑖=1 𝑣𝑠𝑚𝑖 𝑢

≈
𝑁𝑖𝑛𝑠 𝑢

𝑁
and 𝑛𝑙 ≡

∑𝑁𝑖𝑛𝑠 𝑙
𝑖=1 𝑣𝑠𝑚𝑖 𝑙
∑𝑁

𝑖=1 𝑣𝑠𝑚𝑖 𝑙

≈
𝑁𝑖𝑛𝑠 𝑙

𝑁
(2.2)

where 𝑛𝑢 and 𝑛𝑙 are the upper and lower arm insertion indexes, respectively. The

insertion index is generally a discrete amplitude signal which can take one of the

𝑁 + 1 values between 0 and 1with a step size of 1/𝑁 . As the value of 𝑁 increases,

the step size decreases, and the insertion index can be assumed to be a continuous

variable with negligible error. This assumption is valid even for the cases where

𝑁 is as low as six if a PWM technique is applied to the last submodule to reduce

the error in the output step.

The sum of capacitor voltages of all the submodules in a given arm is called the

arm voltage or the sum of capacitor voltages, which is defined as shown in (2.3) for

the upper and lower arms.

𝑣𝑐𝑢 =
𝑁∑

𝑖=1

𝑣𝑠𝑚𝑖 𝑢 and 𝑣𝑐𝑙 =
𝑁∑

𝑖=1

𝑣𝑠𝑚𝑖 𝑙 (2.3)

where 𝑣𝑐𝑢 and 𝑣𝑐𝑙 are the upper and lower arm voltages, respectively. By using the

arm voltage definitions and assuming that the submodule voltages are balanced,

the inserted voltages 𝑣𝑢 and 𝑣𝑙 can be written as shown in (2.4).

𝑣𝑢 = 𝑛𝑢𝑣𝑐𝑢 and 𝑣𝑙 = 𝑛𝑙𝑣𝑐𝑙 (2.4)

The equations presented so far are in the form of the upper and lower arms, which

is an equivalent representation that reflects the physical structure of the con-

verter. However, representation in terms of common-mode and differential terms
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gives a model that is simpler for analysis and control design. The common-mode

and differential parts correspond to the dc and ac sides, respectively. This implies

that this approach to modeling gives a better separation between the control of

the two sides. Therefore, the upper and lower arm variables are transformed into

common-mode and differential terms. Transformation of the insertion indexes is

shown in (2.5).

𝑛𝑐 =
1

2
(𝑛𝑢 + 𝑛𝑙 ) and 𝑛𝑎𝑐 = (−𝑛𝑢 + 𝑛𝑙 ) (2.5)

where 𝑛𝑐 and 𝑛𝑎𝑐 are the common-mode and differential insertion indexes, re-

spectively. The arm currents can be transformed similarly, as shown in (2.6).

𝑖𝑐 =
1

2
(𝑖𝑢 + 𝑖𝑙 ) and 𝑖𝑎𝑐 = (𝑖𝑢 − 𝑖𝑙 ) (2.6)

where 𝑖𝑐 and 𝑖𝑎𝑐 are the common-mode and differential arm currents, respectively.

Finally, the arm voltages are transformed as shown in (2.7)

𝑣Σ =
1

2
(𝑣𝑐𝑢 + 𝑣𝑐𝑙 ) and 𝑣Δ =

1

2
(𝑣𝑐𝑢 − 𝑣𝑐𝑙 ) (2.7)

where Σ denotes the common-mode (average) arm energy and Δ represents the

differential arm energy. These results will be used in the derivation of an average

dynamics model of the MMC in Section 3.2. In ac-dc applications, each of the

upper and lower arms produces the ac voltage with opposite polarity on top of

a common mode voltage equal to half of the dc link voltage. Both the ac and dc

currents flow through inserted submodules, which causes ripples in the capaci-

tor voltages and circulating current between the legs. The magnitudes of these

ripples depends on the value of the submodule capacitance and the arm induc-

tance. The next section discusses considerations in the selection of the submodule

capacitance and the arm inductance.

2.2.3 Component sizing considerations

Detailed design of an MMC has been addressed in detail in the literature [21],

[24]. Therefore, the purpose of this section is to briefly discuss the design trade-

offs involved in the selection of the most important components with respect to

this thesis, i.e. the submodule capacitance and the arm inductance.

The submodule capacitance is chosen to minimize the ripple in the submodule

voltage, and hence, the sum of capacitor voltages. Ideally the capacitor should be

chosen to make the ripple as low as possible. This would, however, lead to high

cost and possibly weight of the converter. Therefore, a ripple in the order of ±10%

is specified to provide a good trade-off between the two requirements [21]. The
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capacitor size is often specified as a ratio of how much energy it can store (in kJ)

to the rating of the converter (in MVA) resulting in a unit of kJ/MVA. The size

of the capacitor that results in the voltage ripple in the range of ±10% is in the

range of 30 kJ/MVA to 40 kJ/MVA [21].

The arm inductors have a primary purpose of limiting circulating current be-

tween the legs of an MMC. The circulating currents originate from the voltage

mismatch among the three legs which are connected in parallel. Without the arm

inductors, the currents can change very rapidly even with small mismatches in

the leg voltages because the rate of change of current is limited by only the par-

asitic inductance of the wires. This makes the task of the controller very difficult

because it has to balance the legs instantaneously. Therefore, having the arm in-

ductors lowers the rate of rise of current, which in turn, relaxes the requirement

on the controller. Fault current limiting is a second function of the arm inductors

which results in a higher inductance value than the one required for reducing

circulating current ripples. Unless FB submodules are used, a dc-side short cir-

cuit results in the ac side feeding fault current via the freewheeling diodes of the

MMC. The arm inductors reduce the fault current up to an acceptable level until

it is cleared by the ac side circuit breaker. Typical impedance values for the arm

inductors are in the range of 10% to 15% of the base impedance [21].

2.2.4 Summary

A brief introduction to the topology and principle of operation of the MMC was

presented in this section together with some design considerations. Two of the

popular submodule topologies were discussed and qualitatively compared. The

principle of operation of MMC was explained with the help of simple equations

describing the voltages and currents of an arm. The basic equations presented in

this section are expanded in the next chapter where detailed dynamic models are

derived.

A new component that plays a key role in enabling HVDC grids is the dc-dc con-

verter, which is in the early stage where several topologies are being proposed.

Some of these topologies have structures inspired by the modularity and scalabil-

ity of the MMC. As highlighted in the research questions in Chapter 1, this thesis

partly focuses on the modeling of a dc-dc converter topology. In light of this,

the next section presents a brief review of dc-dc converter topologies proposed

in literature.

2.3 DC-DC converters in HVDC grids

There are a number of technical choices in the implementation of an HVDC link.

Among the choices are the converter technology, grounding scheme, and operat-
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ing voltage. Converter technology is, currently, either LCC or VSC in its broadest

sense. Grounding schemes include monopole, symmetric monopole, and bi-pole,

which are further classified based on whether ground or metallic return is used.

Several of the HVDC installations existing today have a wide variety of voltage

levels because of the lack of standardized voltage levels. The combination of the

aforementioned choices led to many possible end designs for Point-to-Point (P2P)

links limited, currently, by the number of major players in the industry. A study

exploring HVDC links in the North Sea showed that there is a possibility to con-

nect the P2P links to form a meshed dc grid [25]. However, there are five different

voltage levels, two grounding schemes and two different converter technologies

in the area. This case is a good example of the challenges of interconnecting P2P

links because it exhibits most of the possible combinations; it has converter tech-

nology incompatibility, dc voltage difference, and different grounding schemes.

The dc-dc converter topologies are currently being studied and developed to en-

able such interconnections. The next few sections discuss some aspects of dc-dc

converters for this application.

2.3.1 The role of dc-dc converters in HVDC grids

There are different sets of requirements placed on dc-dc converters for solving

each of the challenges mentioned in the previous section. Ref. [26] addresses

the requirements for dc-dc converters under different applications. The major

requirements, which vary with the type of application, are input-output voltage

ratio or stepping ratio, need of galvanic isolation, and bi-directional power flow

capability. A stepping ratio is defined as low when it is below 1.5 and high when

it is above 5 [26]. In order for the dc-dc converter to become economically sound,

it also has to offer additional features such as fault blocking and isolation. This

is very important since the current difficulty in the implementation of MTDC is

partly due to the absence of dc circuit breakers at acceptable ratings and costs.

High-level requirements for selected applications are presented in subsequent

sections.

2.3.1.1 Power-flow control

Power flow controllers are required in a dc system with more lines than convert-

ers [6]. For this application, the primary role of the dc-dc converter is to adjust

the dc voltage on the two sides in order to achieve the desired power flow on

the link. The converter plays the role of phase angle regulators in ac systems.

The stepping ratio is normally close to one unless the converter is also used for

voltage matching. Therefore, a low-ratio converter with bi-direction power flow

capability is required in this application.
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2.3.1.2 Voltage level matching

If the sole purpose of the converter is to match the voltage on the two sides, the

main requirements are to produce the proper voltage ratio and meet the isolation

needs of the application. Bi-directional power flow might be required depending

on the application.

2.3.1.3 Interconnection of different converter technologies

Interconnection of LCC and VSC technologies poses a special set of challenges

because the converter on one side is a current source and on the other side is a

voltage source [26]. The most important difficulty is handling power reversal.

For LCC, power is reversed by reversing the voltage; while for the VSC, it is

done by reversing the current. Therefore, the dc-dc converter should be able to

emulate LCC behavior with bipolar voltage on the LCC side while maintaining

VSC behavior with bipolar current on the VSC side.

2.3.2 A review of topologies

Over the past couple of years, a number of dc-dc converter topologies have been

proposed for high voltage dc-dc converter. A comprehensive review of these

topologies is given in [27]. They can be broadly grouped into two categories:

single-stage converters and double-stage converters. These groups are described

in the next sections.

2.3.2.1 Single-stage dc-dc topologies

Single-stage topologies convert a dc input to a dc output without an interme-

diate ac stage [28]–[30]. Although these topologies do not involve an ac stage,

balancing of arm and sub-module energies is facilitated by an ac circulating cur-

rent commonly known as the secondary current. The main advantage of these

topologies is reduced component count, and hence footprint. These advantages,

however, come at the expense of being limited low voltage ratio applications in

order to have efficient and cost-effective operation. Some of the dc-dc topolo-

gies proposed in literature are the Modular Multilevel DC (M2DC) [28], the DC

Modular Multilevel Converter (DC-MMC) [29], and the double-𝜋 topology [30].

2.3.2.2 Double-stage dc-dc topologies

This group of topologies has an ac intermediate stage linking the two dc sides.

These can be with or without coupling transformer, (Fig. 2.4). The transformer’s

purpose is twofold, to provide additional voltage stepping, and galvanic isolation.

The additional stepping makes these topologies suitable for high-ratio applica-

tions. Moreover, galvanic isolation helps stop dc faults from propagating to the



Chapter 2 Converters in HVDC Grids 19

healthy side [26]. Additionally, having a transformer-isolated topology offers the

possibility of extension to multiport operation with a modification to the trans-

former design. In the event of a dc short circuit on one of the sides, double-stage

Figure 2.4: Double-stage dc-dc converter topology with and without transformer.

topologies can block the affected side while at the same time reducing the ac

voltage to zero. This enables the healthy side to continue operating at normal

voltage without exchanging power and to disconnect smoothly if necessary. This

might be beneficial if the dc-dc converter is connected to multiple branches, in

which case the other branches can continue exchanging power since the link is

not affected. Among the isolated topologies presented in literature are the Front-

to-Front (F2F) converter and Daul Active Bridge (DAB) converter [26], [31], [32].

Among these, the F2F converter is discussed in detail in the following section.

2.3.3 The Front-to-Front MMC topology

The F2F is composed of two full power ac-dc converters connected on their ac

sides. A major difference from the back-to-back arrangement is that the ac side is

internal, and its quantities can be optimized for cost, size, and efficiency. Opera-

tion frequency of 350Hz was suggested in [31] as a result of a trade-off between

size and efficiency. Different technologies can be used for each ac-dc converter de-

pending on the application and voltage level. Candidate topologies includeMMC,

Alternate Arm Converter (AAC), and even passive rectifiers when bi-directional

power flow is not required.

MMC-based F2F topology offers the flexibility and scalability of the MMC. There-

fore, the F2F is well suited for bulk power applications at high voltages. The fact

that is has a transformer isolation makes it a suitable candidate for dc hubs ap-

plications where the dc-dc converter acts as a hub for collection and distribution

of power from offshore generation to onshore grids [4]. Moreover, the building

block of the converter (the MMC) is well established, and hence minimal devel-

opment is needed to get the MMC-based F2F ready for market, thus making it the

most promising topology. The MMC-based F2F is, therefore, selected for further
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modeling and simulation in the next chapter of this thesis.

Because of the higher frequency of operation, the submodule capacitance, the

arm inductance, and the transformer can be designed to be considerably smaller

than a 50/60Hz MMC. For example, the arm inductance is chosen to be 10% to

15%. Since the frequency is increased by a factor of 7 (350Hz), it means that the

inductance value can be reduced by a factor of up to 7. This gives a good trade-off

between the losses and footprint for offshore HVDC applications where space is

at a premium [31].

2.4 Summary

This chapter presented an overview of converter topologies in HVDC grids. The

MMC is the latest addition to the ac-dc converter topologies in HVDC applica-

tions. It has a modular structure consisting of low voltage power processing units

(submodules) connected in series. It is the modularity and scalability of the MMC

that made it popular in recent installations. Moreover, it has a short-term energy

storage capability distributed in its submodules, which can be used to provide

ancillary services to the ac power system, as discussed in Chapter 7. Principle

of operation and basic design criteria for the MMC is presented in this chapter.

Further dynamic modeling and detailed analysis of the MMC is presented in sub-

sequent chapters.

Another key component in HVDC grids is the dc-dc converter, which plays a role

equivalent to that of a transformer (voltage level matching) and power flow con-

trol devices in ac systems. It can also serve to interconnect technologies that are

otherwise incompatible, like LCC and VSC technologies. The development of dc-

dc converters is at an early stage where several topologies are being proposed. A

high-level review of the proposed topologies is presented in this chapter. Among

these topologies, the MMC-based F2F converter, which composed of two MMCs

connected on the ac side, is considered to be promising because its building block,

the MMC, is a proven technology. Despite its key role in future HVDC grids, the

dc-dc converter is not well integrated into system-level studies mainly due to

the lack of appropriate models. Modeling and analysis of the dc-dc converter is,

therefore, covered in the next chapter to provide simplifiedmodels with a suitable

level of detail for system-level studies. The modeling effort was limited to the F2F

dc-dc converter because it is considered to be the most promising one.
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Modeling of HVDC Grid Components

This chapter focuses on the modeling of HVDC grid components, particularly ac-
dc MMC, MMC-based dc-dc converter, and power cables. Different studies require
different levels of detail in the models, and hence different modeling approaches.
The chapter presents several models suitable for different applications. In addition
to a review of existing models, new models for the MMC-based Front-to-Front (F2F)
dc-dc converter are proposed in this chapter. The models presented here form the
basis for the analyses and discussions in the remainder of the thesis. The discussion
in this chapter is partially supported by the following contributions by the author.

A. A. Taffese and E. Tedeschi, “Simplified Modelling of the F2F MMC-Based High

Power DC-DC Converter Including the Effect of Circulating Current Dynamics,” in

2018 IEEE 19th Workshop on Control and Modeling for Power Electronics (COMPEL),

Jun. 2018, pp. 1–6

A. A. Taffese, E. Tedeschi, and E. C.W. de Jong, “Modelling of DC-DC converters based

on front-to-front connectedMMC for small signal studies,” in 2016 IEEE 17thWorkshop

on Control and Modeling for Power Electronics (COMPEL), Jun. 2016, pp. 1–7
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3.1 Overview of power system modeling

requirements

Simulation models are used for a variety of purposes, ranging from detailed anal-

ysis at the component level all the way to large-scale system optimizations. Each

of these use cases for the models places a constraint on how much detail should

be included in the models. In power systems, the most common types of studies

are steady-state analysis, small-signal stability analysis, Root Mean Square (RMS)

simulation, and Electromagnetic Transient (EMT) simulation. Steady-state (load-

flow) models are most commonly used for determining equipment ratings during

the design stage and to optimize system performance during operation. These

kinds of studies require the least amount of detail in the models often including

only admittances, impedances, and slow outer controllers that define steady-state

behavior of the system.

Small signal stability analysis offers a set of tools that can be used to analyze

stability of a system subjected to small disturbances around a stable operating

point. Such tools can be used to systematically identify, analyze, and solve sta-

bility problems, especially in situations where there are multiple controllers that

can interact. The modeling detail required for small-signal studies depends on

the objective of the study. For example, electromechanical interactions in the or-

der of few hertz can be studied with much simpler models compared to current

controller interactions that can be in the range of 100Hz to few kHz. However, a

requirement to perform small-signal studies is that all the quantities (state vari-

ables) need to be constants in steady state. Transformations, such as phasor-based

modeling, are often used to achieve this.

RMS simulation is used extensively in large-scale power systems where time do-

main investigation of sub-synchronous frequency phenomena is performed. The

models are represented in simplified phasor forms that result in fast simulations

which scale very well for large system studies. EMT simulations require the most

detailed models because the timescale of interest is in the range of µs to few ms.

Depending on the scenario, distributed parameter (travelling wave) models might

be needed to ensure accurate results. EMT simulations are very resource intensive

and therefore, they are often limited to component level and small-scale system

studies.

Everymodeling approach gives a certain trade-off between accuracy and usability

(time efficiency). It is up to the user to decide on the acceptable level of trade-off

for the given application. It is also important that the modeling detail used for

one component is commensurate with the rest of the system. Any mismatch can

cause either loss of accuracy or an unnecessary increase in model complexity.
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3.2 Average arm model of the MMC

There are different ways to model the MMC for different purposes [33]–[44]. For

transients and fast dynamics study a detailed switching model is used. On the

other hand, for system-level dynamics studies, which is the focus of this work,

average models are sufficient. The average model can adequately capture dy-

namics of the MMC assuming that submodule-level imbalances are nullified by

implementing appropriates control functions. This assumption does not intro-

duce significant modeling error as discussed in [34] and also verified in this thesis

as part of the experimental results. The main assumptions used to develop the

average model are [34]:

1. the insertion indexes are continuous variables.

2. the submodule voltages in the same arm are balanced and the capacitances

are the same.

From Fig. 3.1, two loops can be identified; ac and dc loops. The dc loop is formed

by the dc voltage, the inserted voltages, and the arm inductances. Similarly, the

ac loop contains the grid voltage, the transformer, the arm inductances and the

internal ac voltage of the converter. Applying Kirchhoff’s Voltage Law (KVL) on

the dc loop gives (3.1).

𝑣𝑑𝑐 − 𝑣𝑢 − 𝐿𝑎𝑟𝑚
d

dt
𝑖𝑢 − 𝑅𝑎𝑟𝑚𝑖𝑢 − 𝑣𝑙 − 𝐿𝑎𝑟𝑚

d

dt
𝑖𝑙 − 𝑅𝑎𝑟𝑚𝑖𝑙 = 0 (3.1)

where 𝐿𝑎𝑟𝑚 and 𝑅𝑎𝑟𝑚 are the inductance and resistance, respectively. Grouping

terms and simplifying yields (3.2).

𝑣𝑑𝑐 − (𝑣𝑢 + 𝑣𝑙 ) − 𝐿𝑎𝑟𝑚
d

dt
(𝑖𝑢 + 𝑖𝑙 ) − 𝑅𝑎𝑟𝑚 (𝑖𝑢 + 𝑖𝑙 ) = 0

𝑣𝑑𝑐 − (𝑣𝑢 + 𝑣𝑙 ) − 2𝐿𝑎𝑟𝑚
d

dt
𝑖𝑐 − 2𝑅𝑎𝑟𝑚𝑖𝑐 = 0

𝑣𝑑𝑐 − (𝑛𝑢𝑣𝑐𝑢 + 𝑛𝑙𝑣𝑐𝑙 ) − 2𝐿𝑎𝑟𝑚
d

dt
𝑖𝑐 − 2𝑅𝑎𝑟𝑚𝑖𝑐 = 0

(3.2)

Substituting the definitions of the insertion indexes from (2.5) and the arm volt-

ages from (2.7) into (3.2) gives (3.3).

𝐿𝑎𝑟𝑚
d

dt
𝑖𝑐 =

1

2
𝑣𝑑𝑐 − 𝑛𝑐𝑣

Σ − 𝑛𝑎𝑐𝑣
Δ − 𝑅𝑎𝑟𝑚𝑖𝑐 (3.3)

Following similar steps, the ac side equations can be derived as follows:

𝐿𝑎𝑐
d

dt
𝑖𝑎𝑐 = 𝑛𝑎𝑐𝑣

Σ − 𝑛𝑐𝑣
Δ − 𝑣𝑔 − 𝑅𝑎𝑐𝑖𝑎𝑐 (3.4)
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Figure 3.1: Per-phase circuit diagram of MMC.

where 𝐿𝑎𝑐 = 𝐿𝑎𝑟𝑚 +
1

2
𝐿𝑡 and 𝑅𝑎𝑐 = 𝑅𝑎𝑟𝑚 +

1

2
𝑅𝑡 (3.5)

where 𝑅𝑡 and 𝐿𝑡 are the resistance and inductance of the transformer, respectively.

Dynamic equations for the arm voltages can be derived by starting from dynam-

ics of a single submodule. Equation (3.6) shows the equation for dynamics of a

submodule in the upper arm. It can be noted that the same arm current flows

through all the inserted submodules.

𝐶𝑠𝑚
d

dt
𝑣𝑠𝑚𝑢 =

{
𝑖𝑢, inserted

0, bypassed
(3.6)

Applying summation on (3.6) over the number of submodules 𝑁 gives (3.7).

𝑁∑

𝑖=1

𝐶𝑠𝑚𝑖
d

dt
𝑣𝑠𝑚𝑖 𝑢 = 𝑁𝑖𝑛𝑠 𝑢𝑖𝑢 (3.7)
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Assuming that the submodule capacitance values and voltages are the same across

the submodules (as per assumption 2), (3.7) simplifies to (3.8).

𝑁∑

𝑖=1

𝐶𝑠𝑚
d

dt
𝑁𝑣𝑠𝑚𝑢 = 𝑁𝑖𝑛𝑠 𝑢𝑖𝑢

𝐶𝑠𝑚
d

dt
𝑣𝑐𝑢 = 𝑁𝑖𝑛𝑠 𝑢𝑖𝑢

𝐶𝑠𝑚

𝑁

d

dt
𝑣𝑐𝑢 =

𝑁𝑖𝑛𝑠 𝑢

𝑁
𝑖𝑢

𝐶𝑎𝑟𝑚
d

dt
𝑣𝑐𝑢 = 𝑛𝑢𝑖𝑢

(3.8)

where 𝐶𝑎𝑟𝑚 = 𝐶𝑠𝑚/𝑁 is the equivalent arm capacitance. The lower arm voltage

dynamics can be similarly derived to give (3.9).

𝐶𝑎𝑟𝑚
d

dt
𝑣𝑐𝑙 = 𝑛𝑙𝑖𝑙 (3.9)

Applying the transformations from (2.5) to (2.7), the common-mode and differen-

tial arm voltage dynamics can be written as shown in (3.10) and (3.11).

𝐶𝑎𝑟𝑚
d

dt
𝑣Σ = 𝑛𝑐𝑖𝑐 −

1

2
𝑛𝑎𝑐𝑖𝑎𝑐 (3.10)

𝐶𝑎𝑟𝑚
d

dt
𝑣Δ =

1

2
𝑛𝑐𝑖𝑎𝑐 − 𝑛𝑎𝑐𝑖𝑐 (3.11)

The equations describing dynamics of the MMC are summarized in (3.12), which

gives the complete average arm model for one leg of an MMC. Three sets of these

equations, one for each phase, are needed to represent a three-phase MMC.

𝐿𝑎𝑟𝑚
d

dt
𝑖𝑐 =

1

2
𝑣𝑑𝑐 − 𝑛𝑐𝑣

Σ − 𝑛𝑎𝑐𝑣
Δ − 𝑅𝑎𝑟𝑚𝑖𝑐

𝐿𝑎𝑐
d

dt
𝑖𝑎𝑐 = 𝑛𝑎𝑐𝑣

Σ − 𝑛𝑐𝑣
Δ − 𝑣𝑔 − 𝑅𝑎𝑐𝑖𝑎𝑐

𝐶𝑎𝑟𝑚
d

dt
𝑣Σ = 𝑛𝑐𝑖𝑐 −

1

2
𝑛𝑎𝑐𝑖𝑎𝑐

𝐶𝑎𝑟𝑚
d

dt
𝑣Δ =

1

2
𝑛𝑐𝑖𝑎𝑐 − 𝑛𝑎𝑐𝑖𝑐

(3.12)

3.3 Phasor model

Equation (3.12) gives a Steady-State Time Periodic (SSTP) model of the MMC

[39], which means that the ac quantities in the system have instantaneous values



26 3.3 Phasor model

that oscillate at a given frequency in steady state. In certain use cases, a Steady-

State Time Invariant (SSTI) model, where all the states are constant in steady

state, is also desired because it allows linearization and further analyses such as

small-signal stability studies [39]. Dynamic phasor-based modeling [35] of the

harmonic components can be used in order to obtain an SSTI model from (3.12).

The following assumptions are made to simplify the modeling:

1. 𝑖𝑎𝑐 , 𝑛𝑎𝑐 , 𝑣
Δ, and 𝑣𝑔 are assumed to have only a first harmonic component

2. 𝑖𝑐 , 𝑛𝑐 , and 𝑣Σ are assumed to have dc and second harmonic components

Harmonic orders are defined with respect to the ac side fundamental frequency.

The harmonic components will be substituted by phasors denoted by boldface

letters with an arrow on top, and the harmonic orders are indicated by the sub-

scripts.

𝑖𝑐 = 𝑖𝑐0 + 𝑖𝑐2 and 𝑛𝑐 = 𝑛𝑐0 + 𝑛𝑐2

𝑣Σ = 𝑣Σ0 + 𝑣Σ2 and 𝑣Δ = 𝑣Δ0 + 𝑣Δ1

𝑖𝑎𝑐 = 𝑖𝑎𝑐1 and 𝑛𝑎𝑐 = 𝑛𝑎𝑐1

(3.13)

The subscript 1 is dropped from the ac quantities 𝑖𝑎𝑐1 and 𝑛𝑎𝑐1 for the sake of

notation simplicity.

3.3.1 Phasor operations

Since the derivation involves transformation of time domain signals into pha-

sors, a brief description of phasor operations, particularly product and derivative

operations, is presented here. Given two signals 𝑥 and 𝑦 in (3.14),

𝑥 (𝑡) = 𝑋 cos(𝑘𝑥𝜔𝑡 + 𝜙𝑥 ) and 𝑦 (𝑡) = 𝑌 cos(𝑘𝑦𝜔𝑡 + 𝜙𝑦) (3.14)

the corresponding phasors are �x and �y rotating at frequencies 𝑘𝑥𝜔 and 𝑘𝑦𝜔 , re-

spectively as shown in (3.15).

�x = 𝑋e𝑗𝜙𝑥 and �y = 𝑌e𝑗𝜙𝑦 (3.15)

According to the trigonometric angle addition formula, the product of 𝑥 and 𝑦 is

given by (3.16).

𝑥 (𝑡)𝑦 (𝑡) =
1

2
𝑋𝑌

[
cos

(
(𝑘𝑥 − 𝑘𝑦)𝜔𝑡 + 𝜙𝑥 − 𝜙𝑦

)

+ cos
(
(𝑘𝑥 + 𝑘𝑦)𝜔𝑡 + 𝜙𝑥 + 𝜙𝑦

) ] (3.16)
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The right-hand side of (3.16) can be transformed into two phasor quantities 1
2
�x�y∗

and 1
2
�x�y rotating at frequencies (𝑘𝑥 − 𝑘𝑦)𝜔 and (𝑘𝑥 + 𝑘𝑦)𝜔 , respectively. The

rotation frequency of a phasor is equal to the frequency of the sinusoid in time

domain. (·)∗ is the complex conjugate operator. If 𝑘𝑥 = 𝑘𝑦 , the real part of
1
2
�x�y∗

is a dc term.

Derivative of a phasor quantity with respect to time is defined by accounting for

the time rotation. For example, time derivative of 𝑥 is given as follows:

d

dt
𝑥 −→

(
d

dt

(
�xe𝑗𝜔𝑡

)
e−𝑗𝜔𝑡

)
=

d

dt
�x + j𝜔�x (3.17)

It is done in two-step processwhere the phasor is converted to time domain signal,

where derivative is applied, and then the result is converted back to phasor.

3.3.2 Phasor model of the MMC

The dc (average) dynamic equations are transformed to phasor domain as given

by (3.18), where only the terms resulting in a dc component are included.

𝐶𝑎𝑟𝑚
d

dt
𝑣Σ0 = 𝑛𝑐0𝑖𝑐0 +

1

2
�{�n𝑐2�i

∗
𝑐2} −

1

4
�{�n𝑎𝑐�i

∗
𝑎𝑐 }

𝐿𝑎𝑟𝑚
d

dt
𝑖𝑐0 =

1

2
𝑣𝑑𝑐 − 𝑛𝑐0𝑣

Σ
0 +

1

2
�{�n𝑎𝑐 �v

Δ∗
1 } −

1

2
�{�n𝑐2�v

Σ∗
2 } − 𝑅𝑎𝑟𝑚𝑖𝑐0

(3.18)

where �{·} is the real part operator. Similarly, the first harmonic components

are given by (3.19).

𝐶𝑎𝑟𝑚
d

dt
�vΔ1 =

1

2
𝑛𝑐0�i𝑎𝑐 +

1

4
�n𝑐2�i

∗
𝑎𝑐 − �n𝑎𝑐𝑖𝑐0 −

1

2
�n∗
𝑎𝑐
�i𝑐2 − j𝜔𝐶𝑎𝑟𝑚�vΔ1

𝐿𝑎𝑐
d

dt
�i𝑎𝑐 = �n𝑎𝑐𝑣

Σ
0 +

1

2
�n∗
𝑎𝑐 �v

Σ
2 − 𝑛𝑐0�v

Δ
1 −

1

2
�n𝑐2�v

Δ∗
1 − �v𝑔 − 𝑅𝑎𝑐�i𝑎𝑐 − j𝜔𝐿𝑎𝑐�i𝑎𝑐

(3.19)

The second harmonic part is given by (3.20).

𝐶𝑎𝑟𝑚
d

dt
�vΣ2 = 𝑛𝑐0�i𝑐2 + �n𝑐2𝑖𝑐0 −

1

4
�n𝑎𝑐�i𝑎𝑐 − 2j𝜔𝐶𝑎𝑟𝑚�vΣ2

𝐿𝑎𝑟𝑚
d

dt
�i𝑐2 = −𝑛𝑐0�v

Σ
2 − �n𝑐2𝑣

Σ
0 +

1

2
�n𝑎𝑐 �v

Δ
1 − 𝑅𝑎𝑟𝑚�i𝑐2 − 2j𝜔𝐿𝑎𝑟𝑚�i𝑐2

(3.20)

Equations (3.18) to (3.20) constitute a tenth-order dynamic phasor model of an

MMC leg. Although the tenth-order model is strictly applicable to one phase leg

of an MMC, the same model can also be applied to a balanced three-phase system

in dq domain, where the d and q components are the real and imaginary parts

of the corresponding phasor. Dynamics of the dc voltage are a part of the dc
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grid dynamic model that includes the cables and dc filter inductances. The model

described by (3.18) to (3.20) is a detailed phasor model with 10 states.

The average component of the differential arm voltage �vΔ0 is neglected in the

above model. This is justified because the arm voltages are normally balanced on

average due to controller actions. If, however, these effects are to be captured,

(3.21) can be included in the model. It should be noted that �vΔ0 is accompanied by

a first harmonic common mode current �i𝑐1 as shown in (3.21).

𝐶𝑎𝑟𝑚
d

dt
�vΔ0 = −

1

2
�{�n𝑎𝑐�i

∗
𝑐1}

𝐿𝑎𝑟𝑚
d

dt
�i𝑐1 = −�n𝑎𝑐𝑣

Σ
0 − 𝑅𝑎𝑟𝑚�i𝑐1 − j𝜔𝐿𝑎𝑟𝑚�i𝑐1

(3.21)

3.3.3 Implication of the modeling assumptions

An important limitation of the phasor model derived in this section is its lack of

generality in terms of modulation techniques. This comes from the assumption

that the ac insertion index has only a fundamental component and the common-

mode component has only dc and second harmonic components. Such assump-

tions are valid for direct modulation case where the modulation does not intro-

duce harmonics to the insertion indexes. A brief description of modulation tech-

niques for MMC are presented here to support the explanation. This topic is

covered in more detail in Chapter 4.

The insertion indexes are calculated from the voltage references coming from

the high-level current controllers using the specified modulation. The reference

are composed of an ac component 𝑣𝑟𝑎𝑐 and a common mode component 𝑣𝑟𝑐 . 𝑣
𝑟
𝑎𝑐 is

a fundamental component signal unless harmonic injection is employed, which

is not considered in this thesis. 𝑣𝑟𝑐 , on the other hand, has a dc component and

a second harmonic. The second harmonic is not needed in applications where

compensated modulation is used. Once the references are generated, they are

sent to the modulator, which calculates the insertion indexes. Only the upper

arm reference is discussed here for illustrative purposes. The upper arm reference

voltage is given by (3.22).

𝑣𝑟𝑢 = 𝑣𝑟𝑐 − 𝑣𝑟𝑎𝑐 (3.22)

The insertion indexes are calculated as shown in

𝑛𝑢 =
𝑣𝑟𝑢
𝑣𝑐𝑢

(3.23)

𝑣𝑐𝑢 is a normalizing signal that is chosen differently depending on the adopted

modulation technique. It is chosen to be equal to the nominal dc voltage for the
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case of direct modulation. In this case, the division by 𝑣𝑐𝑢 does not introduce

further harmonics to the insertion indexes, which means that the modeling as-

sumptions in the previous section are valid.

On the other hand, the divider 𝑣𝑐𝑢 = 𝑣𝑐𝑢 in the case of compensated modulation.

Now, the insertion indexes will have harmonics that are caused by a combination

of ripples in the arm voltage and ac components in 𝑣𝑟𝑢 . Thus, the model in the

previous section becomes inaccurate.

One way to generalize this model is by accounting for all the possible harmonic

combinations that can arise due to compensated modulation and then derive the

equations for each harmonic component. Ref. [40] proposed a generalized model

including up to the sixth harmonic. The generalized model can be used to simu-

late MMC under different control arrangements. However, both the model given

in this section and in [40] give similar results for the case of direct modulation.

Therefore, the approach chosen in this thesis is to use the model in this section

for direct modulation, while energy-based models (see next section) are used for

compensated modulation.

3.4 Energy-based model

Energy-based modeling approach is presented in this section. This type of model

gives a simpler representation for MMCs controlled using compensated modu-

lation. The derivation starts from the arm voltage dynamics. The arm voltage

dynamics of the upper and lower arms are given by (3.24).

𝐶𝑎𝑟𝑚
d

dt
𝑣𝑐𝑢 = 𝑛𝑢𝑖𝑢 and 𝐶𝑎𝑟𝑚

d

dt
𝑣𝑐𝑙 = 𝑛𝑙𝑖𝑙 (3.24)

Multiplying both sides of the equations in (3.24) by the respective arm voltages

gives (3.25), where the product of the arm voltage and the insertions indexes is

replaced by the respective inserted voltage.

𝐶𝑎𝑟𝑚𝑣𝑐𝑢
d

dt
𝑣𝑐𝑢 = 𝑣𝑢𝑖𝑢 and 𝐶𝑎𝑟𝑚𝑣𝑐𝑙

d

dt
𝑣𝑐𝑙 = 𝑣𝑙𝑖𝑙 (3.25)

The energy stored in the arms 𝑤𝑢 and 𝑤𝑙 are defined, as shown in (3.26).

𝑤𝑢 =
1

2
𝐶𝑎𝑟𝑚𝑣

2
𝑐𝑢 and 𝑤𝑙 =

1

2
𝐶𝑎𝑟𝑚𝑣

2
𝑐𝑙 (3.26)

Derivative of 𝑤𝑢 and 𝑤𝑙 with respect to time is given in (3.27).

d

dt
𝑤𝑢 = 𝐶𝑎𝑟𝑚𝑣𝑐𝑢

d

dt
𝑣𝑐𝑢 and

d

dt
𝑤𝑙 = 𝐶𝑎𝑟𝑚𝑣𝑙𝑢

d

dt
𝑣𝑙𝑢 (3.27)
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Combining (3.25) and (3.27), the equations describing the arm energy dynamics

are given by (3.28).

d

dt
𝑤𝑢 = 𝑣𝑢𝑖𝑢 and

d

dt
𝑤𝑙 = 𝑣𝑙𝑖𝑙 (3.28)

Equation (3.29) is obtained by expanding the upper and lower arm currents and

inserted voltages into ac and common mode terms.

d

dt
𝑤𝑢 = (𝑣𝑐 − 𝑣𝑎𝑐 )

(
𝑖𝑐 +

1

2
𝑖𝑎𝑐

)

d

dt
𝑤𝑙 = (𝑣𝑐 + 𝑣𝑎𝑐 )

(
𝑖𝑐 −

1

2
𝑖𝑎𝑐

) (3.29)

The arm energies are converted in to sum and difference energies in (3.30). Such

a representation simplifies control of the arm energy.

d

dt
𝑤Σ = 2𝑣𝑐𝑖𝑐 − 𝑣𝑎𝑐𝑖𝑎𝑐

d

dt
𝑤Δ = 𝑣𝑐𝑖𝑎𝑐 − 2𝑣𝑎𝑐𝑖𝑐

(3.30)

The circulating current dynamics can be derived from (3.2) as shown in (3.31).

𝐿𝑎𝑟𝑚
d

dt
𝑖𝑐 =

1

2
𝑣𝑑𝑐 − 𝑣𝑐 − 𝑅𝑎𝑟𝑚𝑖𝑐 (3.31)

The ac current dynamics is similarly given by (3.32).

𝐿𝑎𝑐
d

dt
𝑖𝑎𝑐 = 𝑣𝑔 − 𝑣𝑎𝑐 − 𝑅𝑎𝑐𝑖𝑎𝑐 (3.32)

Equations (3.30) to (3.32) constitute the energy-based dynamicmodel of theMMC.

Unlike the voltage-based model presented in Section 3.2, insertion indexes do

not appear explicitly in the energy-based model. The insertion indexes can be

included by using the following relations.

𝑣𝑐 =
1

2
(𝑣𝑢 + 𝑣𝑙 ) =

1

2
(𝑛𝑢𝑣𝑐𝑢 + 𝑛𝑙𝑣𝑐𝑙 )

𝑣𝑎𝑐 =
1

2
(𝑣𝑙 − 𝑣𝑢) =

1

2
(𝑛𝑙𝑣𝑐𝑙 − 𝑛𝑢𝑣𝑐𝑢)

(3.33)

These relations complicate the model and also result in mixing of voltage-based

and energy-based variables. The latter introduces square-root relation in the dy-

namic equation, which is highly nonlinear. Fortunately, these relations do not

need to be implemented for the cases where compensated modulation is used.
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This is because compensated modulation can make the voltage reference inde-

pendent of the arm voltages. Therefore, instead of the insertion indexes, the

model uses the voltage references as inputs. This is illustrated by (3.34) where

the inserted upper arm voltage is shown to be equal to its reference values. The

same is true for the lower arm.

𝑣𝑢 = 𝑣𝑟𝑢
𝑣𝑐𝑢
𝑣𝑐𝑢

= 𝑣𝑟𝑢
𝑣𝑐𝑢
𝑣𝑐𝑢

= 𝑣𝑟𝑢 (3.34)

Consequently, the voltages 𝑣𝑐 and 𝑣𝑎𝑐 are equal to their respective references 𝑣𝑟𝑐
and 𝑣𝑟𝑎𝑐 . Taking this into account, the equations for the final energy-based model

are presented in (3.35).

d

dt
𝑤Σ = 2𝑣𝑟𝑐 𝑖𝑐 − 𝑣𝑟𝑎𝑐𝑖𝑎𝑐

d

dt
𝑤Δ = 𝑣𝑟𝑐 𝑖𝑎𝑐 − 2𝑣𝑟𝑎𝑐𝑖𝑐

𝐿𝑎𝑟𝑚
d

dt
𝑖𝑐 =

1

2
𝑣𝑑𝑐 − 𝑣𝑟𝑐 − 𝑅𝑎𝑟𝑚𝑖𝑐

𝐿𝑎𝑐
d

dt
𝑖𝑎𝑐 = 𝑣𝑟𝑎𝑐 − 𝑣𝑔 − 𝑅𝑎𝑐𝑖𝑎𝑐

(3.35)

3.4.1 Energy-based phasor model

Conversion of (3.35) into phasor form is simpler compared to the voltage-based

model because compensated modulation is assumed. Under this condition, the

common mode current 𝑖𝑐 has only a dc component, which also means that the

controller only needs to generate a dc common mode reference voltage 𝑣𝑟𝑐 . The ac

currents and voltages have a fundamental frequency component. Thus, the har-

monic contents of the different elements are summarized as follows (also shown

in (3.36)).

1. 𝑖𝑎𝑐 , 𝑣
𝑟
𝑎𝑐 , 𝑤

Δ, and 𝑣𝑔 are assumed to have only a 1st harmonic component

2. 𝑖𝑐 and 𝑣𝑟𝑐 are assumed to only have dc components

3. 𝑤Δ has dc and 2nd harmonic components

𝑖𝑐 = 𝑖𝑐0 and 𝑛𝑐 = 𝑛𝑐0

𝑤Σ = 𝑤Σ
0 +𝑤Σ

2 and 𝑤Δ = 𝑤Δ
1

(3.36)

There might also be a dc component in𝑤Δ due to a first harmonic component 𝑖𝑐 ,

and the controller, in this case, injects a first harmonic common mode reference.
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This occurs when a closed-loop control is employed to balance the arm energies.

However, these components are not included in the model because such a closed-

loop arm balancing control is not used in this thesis.

With these components considered, the equations in (3.35) are transformed to the

ones shown in (3.37).

d

dt
𝑤Σ
0 = 2𝑣𝑟𝑐0𝑖𝑐0 −

1

2
�{�v𝑟𝑎𝑐�i

∗
𝑎𝑐 }

d

dt
�wΣ
2 = −

1

2
�v𝑟𝑎𝑐�i𝑎𝑐 − j𝜔 �wΣ

2

d

dt
�wΔ
1 = 𝑣𝑟𝑐0�i𝑎𝑐 − 2�v𝑟𝑎𝑐 − j𝜔 �wΔ

1

𝐿𝑎𝑟𝑚
d

dt
𝑖𝑐0 =

1

2
𝑣𝑑𝑐 − 𝑣𝑟𝑐0 − 𝑅𝑎𝑟𝑚𝑖𝑐0

𝐿𝑎𝑐
d

dt
�i𝑎𝑐 = �v𝑟𝑎𝑐 − �v𝑔 − 𝑅𝑎𝑐�i𝑎𝑐 − j𝜔𝐿𝑎𝑐�i𝑎𝑐

(3.37)

It should be noted that the equations in (3.37) assume ideal compensated modula-

tion. In practice, ideal performance is difficult to achieve because of measurement

distortions, and time delays. This causes a second harmonic circulating current.

An improved controller is proposed in this thesis that achieves close to ideal per-

formance and eliminates the circulating current with the help of an online pa-

rameter adjustment method. This is discussed in Chapter 6. Additionally, the

improved controller also results in balancing of the arms in the same leg, which

means that the dynamics of the dc term in 𝑤Δ can safely be neglected.

3.5 Simplifications

Both the voltage-based and energy-based phasor models presented so far are for

one leg of theMMC. Amodel of a three-phaseMMC requires three times the num-

ber of equations with the only difference being the circuit parameters and ±120°

shifts. However, if the circuit parameters are the same across the legs (symmet-

ric system), the leg model can be used to represent the three-phase MMC under

balanced symmetric operation. This is one simplification that can reduce model

complexity in large-scale system studies.

Another simplification presented in [33] goes one step further and neglects the



Chapter 3 Modeling of HVDC Grid Components 33

ripple components in𝑤Σ
2 and𝑤

Δ
1 . The result is a fourth-ordermodel given by (3.38)

d

dt
𝑤Σ
0 = 2𝑣𝑟𝑐0𝑖𝑐0 −

1

2
�{�v𝑟𝑎𝑐�i

∗
𝑎𝑐 }

𝐿𝑎𝑟𝑚
d

dt
𝑖𝑐0 =

1

2
𝑣𝑑𝑐 − 𝑣𝑟𝑐0 − 𝑅𝑎𝑟𝑚𝑖𝑐0

𝐿𝑎𝑐
d

dt
�i𝑎𝑐 = �v𝑟𝑎𝑐 − �v𝑔 − 𝑅𝑎𝑐�i𝑎𝑐 − j𝜔𝐿𝑎𝑐�i𝑎𝑐

(3.38)

Phasors are realized in dq domain where the d and q axes are the real and imag-

inary parts, respectively. Thus, two states are needed to represent each phasor.

The model given by (3.38) was used on several occasions throughout the thesis

and was found to be accurate in representing the MMC in system studies where

compensated modulation is used. This model should, however, be used with cau-

tion when applied to cases with direct modulation since it does not represent the

circulating current ripple dynamics.

3.6 Modeling of MMC-based F2F dc-dc converters

As introduced in Chapter 2, the F2F dc-dc converter is made up of two MMCs

connected on their ac sides (Fig. 3.2). This section presents the modeling of this

converter as an extension of the MMC models from the previous sections. An

Figure 3.2: Topology of MMC-based F2F converter.

obvious option for modeling this topology is to put twoMMCmodels and connect

them on their ac sides. If the two MMCs are symmetrical and their operation is

balanced, each side can be represented by 10 states, resulting in a total of 20 states.

It can be challenging to include such a model in large-scale studies because the

number of states (20 per converter excluding control states) is large. A simplified

model suitable for large-scale studies is proposed in this section.

A first point of simplification is that the ac side is common to both MMCs, which

means that the ac current dynamics can be represented by two states instead of

four. The number of states decreased to 18 after this simplification. However, be-

cause of its symmetry, the F2F lends itself to further simplification. The following

sections present two simplified models presented in [9] and [13].
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3.6.1 Energy-based simplified model

Symmetry of the F2F dc-dc converter was utilized in [9] to develop a simplemodel

of the converter with a single capacitor representing the arm energy dynamics.

The derivation of thismodel starts from the simplified energy-based phasormodel

given by (3.38) as shown in (3.39). For the sake of simplicity, the two converters

are assumed to have the same parameters in this derivation.

d

dt
𝑤Σ
01 = 2𝑣𝑟𝑐01𝑖𝑐01 −

1

2
�{�v𝑟𝑎𝑐1

�i∗𝑎𝑐 }

d

dt
𝑤Σ
02 = 2𝑣𝑟𝑐02𝑖𝑐02 +

1

2
�{�v𝑟𝑎𝑐2

�i∗𝑎𝑐 }

𝐿𝑎𝑟𝑚
d

dt
𝑖𝑐01 =

1

2
𝑣𝑑𝑐1 − 𝑣𝑟𝑐01 − 𝑅𝑎𝑟𝑚𝑖𝑐01

𝐿𝑎𝑟𝑚
d

dt
𝑖𝑐02 =

1

2
𝑣𝑑𝑐2 − 𝑣𝑟𝑐02 − 𝑅𝑎𝑟𝑚𝑖𝑐02

𝐿𝑎𝑐
d

dt
�i𝑎𝑐 = �v𝑟𝑎𝑐1 − �v𝑟𝑎𝑐2 − 𝑅𝑎𝑐�i𝑎𝑐 − j𝜔𝐿𝑎𝑐�i𝑎𝑐

(3.39)

The extra subscripts 1 and 2 are for the two MMCs in Fig. 3.2. The ac cur-

rent is defined as going out of the converters in the derivation of the MMC (see

Fig. 3.1). Therefore, the current ismultiplied by a negative sign for the second con-

verter. Equation (3.38) captures the dynamics associated with energy exchange

and power balance with good accuracy. Further simplification by aggregation of

the two energy states 𝑤Σ
01 and 𝑤Σ

02 was proposed in [9]. This simplification was

enabled by two main assumptions. The first consideration is that the ac current is

completely internal to the converters, which means that it can be controlled with

close to ideal performance. Dynamics of the ac current can, therefore, be ne-

glected. The second assumption is that the losses in the ac side, primarily those

of the isolating transformer, are negligible.

Taking these assumptions into account, the difference and the sum of the first

two equations results in (3.40).

d

dt
𝑤𝑎𝑣 =

1

2

d

dt

(
𝑤Σ
01 +𝑤

Σ
02

)
= 𝑣𝑟𝑐01𝑖𝑐01 + 𝑣𝑟𝑐02𝑖𝑐02

d

dt
𝑤𝑑 =

1

2

d

dt

(
𝑤Σ
01 −𝑤Σ

02

)
= 𝑣𝑟𝑐01𝑖𝑐01 − 𝑣𝑟𝑐02𝑖𝑐02 −

1

2
�{�v𝑟𝑎𝑐1

�i∗𝑎𝑐 }

(3.40)

𝑤𝑑 represents the dynamics associated with power transfer between the two sides

via the ac side. The ac side quantities can be replaced by the per-phase active

power reference since the dynamics are neglected. The average𝑤𝑎𝑣 is the average

of the stored energy on the two sides. This average component is less relevant

from a systems perspective because it is a result of internal variable interactions.
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If it is controlled properly, it can be assumed to be equal to its reference value𝑤𝑟
𝑎𝑣 .

Individual energies 𝑤Σ
01 and 𝑤Σ

02 can then be calculated from the combination of

𝑤𝑟
𝑎𝑣 and𝑤𝑑 . The resulting equations describing the simplified F2Fmodel are given

in (3.41).

d

dt
𝑤𝑑 =

1

2

d

dt

(
𝑤Σ
01 −𝑤Σ

02

)
= 𝑣𝑟𝑐01𝑖𝑐01 − 𝑣𝑟𝑐02𝑖𝑐02 −

1

3
𝑝𝑟𝑎𝑐

𝐿𝑎𝑟𝑚
d

dt
𝑖𝑐01 =

1

2
𝑣𝑑𝑐1 − 𝑣𝑟𝑐01 − 𝑅𝑎𝑟𝑚𝑖𝑐01

𝐿𝑎𝑟𝑚
d

dt
𝑖𝑐02 =

1

2
𝑣𝑑𝑐2 − 𝑣𝑟𝑐02 − 𝑅𝑎𝑟𝑚𝑖𝑐02

𝑤Σ
01 = 𝑤𝑟

𝑎𝑣 +𝑤𝑑 𝑤Σ
02 = 𝑤𝑟

𝑎𝑣 −𝑤𝑑

(3.41)

where 𝑝𝑟𝑎𝑐 is the ac power reference.

The simplified models of the F2F presented so far in this section (given by (3.39)

to (3.41)) were compared and validated in [9]. The models compared in [9] are

summarized in Table 3.1. Model 4, the last model, is a linearized version of Model

3, so the two models have the same level of detail. The linearized model is useful

when performing small-signal analyses, as described in Chapter 5. The compari-

son of the models was made with the same controller parameters in all the cases

and compensated modulation is implemented. The F2F dc-dc converter was used

Table 3.1: Summary of energy-based simplified models for the F2F dc-dc converter.

Model Name Description Equation number

Model 1 Full detail average model -

Model 2 Single arm per MMC (3.39)

Model 3 Single arm per F2F (3.41)

Model 4 Linearized version of Model 3 -

to control power flow between the two dc sides, which is one of the main func-

tions of a dc-dc converter in HVDC grids (see Section 2.3.1). The two MMCs are

rated for 100MVA at 100 kVdc and 50 kVac peak with an arm capacitance of 20 µF

[9]. DC power of side 1 is plotted in Fig. 3.3 where a step change in active power

was applied to excite the system response. The first two models have a very good

match, which means that aggregation of the energy states into one arm energy

state per converter does not introduce errors with respect to the full detail model.

Model 3 and Model 4 have what appears an offset error compared to Model 1 be-

cause the ac side losses are neglected. Other than that, all the models have the

same response to the disturbance. The leg energy plot in Fig. 3.4 also shown that

the simplified models give a very high level of accuracy. Therefore, the simplified
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Figure 3.3: Comparison of simplified F2F models [9]: dc power of side 1,Model numbers
defined in Table 3.1.

Figure 3.4: Comparison of simplified F2F models [9]: leg energy,Model numbers defined
in Table 3.1.
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model given by (3.41) can be used for system studies where the F2F was controlled

using compensated modulation.

3.6.2 Voltage-based simplified model

When using other types of control, such as direct voltage control, there is an

uncontrolled interaction between the different harmonic components in the con-

verter, which leads to a poorly damped oscillation at the converter terminals [45].

The previous simplified model of the F2F in (3.41) (from [9]) fails to accurately

capture such modes of oscillation. Additionally, the model neglects the effect

of circulating current ripple and the associated suppression controllers. It has

been shown that the effect of Circulating Current Suppression Controllers (CC-

SCs) cannot be neglected because they can interact with external systems [46].

Therefore, an improved simplification approach is proposed here [13].

The starting point for this model is the detailed voltage-basedmodel Section 3.3.2.

The approach exploits the symmetry of the converter in order to reduce the num-

ber of the ripple states instead of neglecting them altogether. The simplification

is based on the assumption that the two MMCs have the same parameters in

Per-unit. This is reasonable because the converters are normally designed with

similar requirements. Additionally, it is assumed that the circulating current rip-

ples flowing in the two sides, in Per-unit, are the same in magnitude but opposite

in sign. This implies that �vΔ1 , �v
Σ
2 , and

�i𝑐2 of the two sides can be computed using

the values from only one side. Then, the computed values are applied to the two

sides after being multiplied by the appropriate sign; this reduces the number of

states by 6. Therefore, one of the sides is represented with a high level of accuracy

while the second one suffers a slight approximation. The approximation is due

to the fact that the local couplings between the ripples and the average dynamic

states are neglected. The equations describing the improved model are given in

(3.42).

𝐶𝑎𝑟𝑚
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dt
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𝐶𝑎𝑟𝑚
d

dt
�vΣ2 = 𝑛𝑐01�i𝑐2 + �n𝑐2𝑖𝑐01 −

1

4
�n𝑎𝑐1�i𝑎𝑐 − 2j𝜔𝐶𝑎𝑟𝑚�vΣ2

𝐿𝑎𝑟𝑚
d
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�i𝑐2 = −𝑛𝑐01�v
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�n𝑎𝑐1�v

Δ
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The last subscripts represent which dc side the variables are associated with. It

should be noted that the variables �vΔ1 , �v
Σ
2 ,

�i𝑐2, �n𝑐2, and �i𝑎𝑐 do not have the last

subscript because they are common to both sides

The F2F models presented so far (listed in Table 3.2) were compared in a system

controlled using direct modulation with CCSC [13]. The simulation model was

for a 1000MVA converter operating at ±320 kV, 50Hz. A step change in active

power was used to excite the system response. A plot of dc powers on both sides

is depicted in Fig. 3.5. As expected, the simple model obtained based on the as-

sumption of compensated modulation produced significant modeling error. The

improved model gives an exact match on side 1while some approximation errors

are observed on side 2. Overall, the improved model captures the general trend

in the response.

Table 3.2: Summary of improved voltage-based simplified models for the F2F dc-dc
converter.

Model Name Description Equation number

Detailed model Full phasor model 2 MMCs (3.18) to (3.20)

Simple model Single arm per F2F (the same as Model 2) (3.39)

Proposed model Improved voltage-based model (3.42)

In summary, this section presented the development, validation, and analysis of a

simplified model of the MMC-based F2F dc-dc converter for system-level studies.

The simplified energy-based model is applicable only when compensated modu-

lation is used, which makes it possible to neglect the ripple dynamics. However,

when direct voltage control is used, the ripples in the arm voltage and circulating

current play an important role in the dynamics of the converter. This is because

of the cross-coupling between harmonic components. The second approach is to

utilize symmetry of the converter to reduce the number of states.

The improved model results in a reduction in the number of states by 8. This was

achieved by eliminating the ripples and the CCSC from one of the converters.

Simulation results comparing the proposed model with the detailed model re-

vealed that the model is able to reproduce the signals from one of the sides with

good accuracy, while a slight error is observed from the second side. This implies

that the model correctly represents the effect of the controller. Therefore, the pro-

posed model is suitable for representing an F2F, controlled using direct voltage
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Figure 3.5: Comparison of simplified models: dc power of side 1 (top) and dc power of
side 2 (bottom).

control with CCSC, for large-scale system studies where the focus is on controller

interaction and stability. The simple energy-based model can still be used when

compensated modulation is used because it can provide an even simpler model.

3.7 Per-unit conversion

The equations and parameter values presented so far are in physical units. In

power systems, per-unit values are often used because they provide more intu-

itive interpretation of the results [47]. Per-unit conversion involves normalizing

the physical quantities by the base (rated) values. The base values are chosen so

that the per-unit values have intuitive interpretation. For example, the voltage

base can be chosen to be the rated voltage of the converter, which implies that at

one per-unit voltage the converter is operating at rated value. Moreover, per-unit

representation removes the ratings from the equations and parameters. This en-

ables a comparison of parameters and signals of converters with different ratings.
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This section presents the per-unit system chosen in this thesis, followed by the

conversion of the simplified MMC model into per-unit.

3.7.1 Choice of base values

In the process of per unit conversion, the base values for some of the quanti-

ties can be chosen freely, while the others follow from the equations relating the

quantities [47]. Usually the base values for apparent power and voltage can be

chosen freely. The current and impedance base values are computed from these

freely chosen bases. For the case of the MMC, the base value for the arm energy

is an additional base value that can be freely chosen.

The apparent power base value, 𝑆𝑏 , is often chosen to be the rated power of the

converter.

𝑆𝑏 = 𝑆𝑟𝑎𝑡𝑒𝑑 (3.43)

The quantities are grouped into ac and dc because different base values are used

for the ac and dc sides. The apparent power is common to both sides. For the

MMC, the ac quantities include the ac voltages, the ac currents, and the ac side

equivalent impedance. The dc side includes, the dc voltage, the dc current, the

arm voltages, and the arm currents. In principle, the arm voltages and currents

can be grouped with either side, but they are grouped with the dc side because

their maximum values are closely related to the dc voltage.

The voltage bases are selected such that the dc base value of twice the ac peak

voltage. This ensures that the voltages on both sides are close to one per-unit

under nominal conditions.

𝑉 𝑑𝑐
𝑏 = 2𝑉 𝑎𝑐

𝑏 (3.44)

Since the apparent power is common to both sides, the current base values are

calculated as follows:

𝐼𝑎𝑐𝑏 =
2

3

𝑆𝑏
𝑉 𝑎𝑐
𝑏

and 𝐼𝑑𝑐𝑏 =
𝑆𝑏

𝑉 𝑑𝑐
𝑏

=
3

4
𝐼𝑎𝑐𝑏 (3.45)

The base values for impedance or resistance are derived by taking the ratio of the

voltage and current base values.

𝑍𝑎𝑐
𝑏 =

𝑉 𝑎𝑐
𝑏

𝐼𝑎𝑐
𝑏

and 𝑍𝑑𝑐
𝑏 =

𝑉 𝑑𝑐
𝑏

𝐼𝑑𝑐
𝑏

(3.46)

The impedance base values are also used to normalize inductance and capacitance
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values.

𝐿𝑎𝑐𝑏 = 𝑍𝑎𝑐
𝑏 𝐶𝑎𝑐

𝑏 =
1

𝑍𝑎𝑐
𝑏

𝐿𝑑𝑐𝑏 = 𝑍𝑑𝑐
𝑏 𝐶𝑑𝑐

𝑏 =
1

𝑍𝑑𝑐
𝑏

(3.47)

This choice of base values for inductance and capacitance has two benefits:

1. The resulting dynamic equations in per-unit are the same in structure, i.e.

no scaling factors. Other per-unit systems adopted in the literature [33],

[47] use base values that give the same value for reactance and inductance.

However, this introduces the fundamental frequency 𝜔 into the dynamic

equations as a scaling factor. This can be counterintuitive, especially on

the dc side.

2. The per-unit inductances and capacitance values are time constants which

can provide physical insight into the system. For example, the per-unit

capacitance is the amount of time it takes the capacitor to charge from zero

to the base voltage (or discharge from base voltage to zero) given that one

per-unit current is applied to it. This can be shown by considering the

equation governing dynamics of a capacitor.

𝐶
d

dt
𝑣 = 𝑖 =⇒ 𝐶d𝑣 = 𝑖d𝑡 (3.48)

where 𝑣 and 𝑖 are the voltage across and the current through the capacitor.

Integrating the voltage from zero to the base voltage 𝑉𝑏 , and the time from

zero to the charging time 𝜏 gives the following relation.

𝐶

∫ 𝑉𝑏

0
d𝑣 = 𝐼𝑏

∫ 𝜏

0
d𝑡

𝜏 = 𝐶
𝑉𝑏
𝐼𝑏

= 𝑐𝑝

(3.49)

where 𝐼𝑏 is the base current and 𝑐𝑝 is the per-unit capacitance value. Equa-

tion (3.49) shows that the per-unit capacitance is equal to the charging time

of the capacitor from zero to the base voltage given that the base current

is applied to it. A second interpretation of the per-unit capacitance is in

terms of energy stored in the element. The capacitance value is twice the

time it takes for its energy to dissipate given that it started from rated volt-

age and it is continuously supplying the rated power. This is also known

as the energy-to-power ratio often presented as kJ/MVA for large systems.
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Since the MMC is composed of six arms, the arm capacitance in per-unit is

a third of the dissipation time. The relation between the dissipation time

and the per-unit capacitance can be derived by multiplying both sides of

(3.49) by the capacitor voltage and applying the rated power 𝑆𝑏 instead of

𝐼𝑏 . The same interpretations can also be applied to inductors.

Finally, the base value to the energy stored in the arm capacitors is selected so

that a one per-unit voltage on the capacitors leads to a one per-unit energy [33].

𝑊𝑏 =
1

2
𝐶𝑎𝑟𝑚

(
𝑉 𝑑𝑐
𝑏

)2
(3.50)

3.7.2 Calculation of per-unit parameters for MMC

By using the base values from the previous section, the main per-unit parameters

of the MMC are calculated in this section. The first parameters are the ac side

inductance and resistance, which are given in (3.51).

𝑙𝑎𝑐 =
1

𝑍𝑎𝑐
𝑏

(
𝐿𝑡 +

1

2
𝐿𝑎𝑟𝑚

)
𝑎𝑛𝑑 𝑟𝑎𝑐 =

1

𝑍𝑎𝑐
𝑏

(
𝑅𝑡 +

1

2
𝑅𝑎𝑟𝑚

)
(3.51)

where 𝐿𝑡 and 𝑅𝑡 are the equivalent ac side gird inductance and resistance. The dc

side per-unit inductance and resistance can be calculated in a similar way.

𝑙𝑑𝑐 =
𝐿𝑎𝑟𝑚

𝑍𝑑𝑐
𝑏

𝑎𝑛𝑑 𝑟𝑑𝑐 =
𝑅𝑎𝑟𝑚

𝑍𝑑𝑐
𝑏

(3.52)

Since the arm quantities are grouped with the dc side, the arm capacitance is

normalized to 𝑐𝑎 as shown in (3.53).

𝑐𝑎 = 𝐶𝑎𝑟𝑚𝑍
𝑑𝑐
𝑏 (3.53)

The structure of the voltage and current dynamic equations is the same after

conversion to per-unit with two exceptions. The first difference is that the induc-

tance, resistance, and capacitance parameters are replaced by the corresponding

values from (3.51) to (3.53). The second one is related to the convention of group-

ing quantities to the ac and dc sides. The ac voltage and current states should,

therefore, be scaled by the base conversion ratios 4/3 and 2, respectively, every

time they appear in connection with a dc dynamic equations. These conversion

ratios have been defined in (3.44) and (3.45).

There is also a scaling factor introduced in equations representing energy dynam-

ics with the selected base values. This is illustrated as follows. Recalling the upper
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arm energy equation (3.28), the scaling factor is determined to be 𝑐𝑎/2 as shown

in (3.54). This scaling factor is applied to all the arm energy states in per-unit.

d

dt
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𝑢 𝑖

𝑝
𝑢

(3.54)

where (·)𝑝 is used to highlight the per-unit values. This notation is not adopted

in the rest of the thesis because it complicates the equations. As an example case,

the simplified energy-based model in (3.38) is converted into per-unit, as shown

in (3.55). The rest of the models can be converted by following a similar approach.
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(3.55)

3.8 Modeling of HVDC cables

This section presents a brief review of the models of power cables used in HVDC

transmission systems. Cables are usually represented using simplified, lumped

series impedance or 𝜋 equivalent circuits, and these models are generally accept-

able for a wide variety of studies. However, like any of the other HVDC compo-

nents, the cables have to be represented differently for different study types. Five

types of use cases for cable models were presented in [44]: steady-state simula-

tion, transient stability simulation, EMT simulation, harmonic performance, and

relay protection and control. The 𝜋 model with parameters calculated at nomi-

nal frequency (50/60Hz) is sufficient for the first two study types [44]. The last

three studies require the models to capture frequency dependence of the cable

parameters.

Cable parameters vary depending on frequency for two main reasons: skin effect

and earth return path behavior [48]. These factors affect the series inductance and

resistance of the cable, while the shunt capacitance is assumed to be independent

of frequency. Travelling wave models are needed when the wavelength of the
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Figure 3.6: Frequency Dependent-𝜋 (FD-𝜋 ) cable model [52].

voltage and current waves travelling along the cable is close to the length of the

cable. This can happen either when the cable is of sufficient length, or when

the frequency of interest is sufficiently high. For example, the wavelength at

50Hz for a cable with propagation speed of 180 km/ms is 3600 km; for the same

cable, the wavelength is 180 km at 1 kHz. Therefore, travelling wave models are

necessary in EMT with frequency of interest in the range of kilohertz involving

HVDC cables which are hundreds of kilometers long. It should be noted that a

travelling wave model is not needed for harmonics studies; it is sufficient to use

a 𝜋 equivalent circuit with the series impedance and shunt admittance calculated

for each harmonic frequency.

An advanced cable model called the universal line model was proposed in [49].

The approach uses vector fitting to capture frequency dependent parameters of

power cables using a rational approximation [50]. While the universal line model

is very accurate and widely accepted, it is computationally intensive, and also

difficult to represent in small-signal (linear) studies. An approximate, state-space

cable model valid over a specified frequency range was proposed to address these

limitations [51]. Themodel is called Frequency Dependent-𝜋 (FD-𝜋 ). As the name

suggests, the model is composed of multiple 𝜋 sections that are frequency depen-

dent. The series impedance is vector fitted to obtain a rational approximation

resulting in an equivalent circuit with several R-L branches connected in parallel,

as shown in Fig. 3.6. The FD-𝜋 model gives very good accuracy if the number of

sections and branches are appropriately chosen. Ref. [52] discusses several con-

siderations that are involved in the selection of an optimal number of sections and

branches. The main assumption in the FD-𝜋 model is that the cable sections are

short enough to render lumped parameter representation feasible. Therefore, as

the cable gets longer, the number of sections has to be increased to maintain ac-

curacy. The number of branches is decided by the fitting of the series impedance

of the cable over the frequency range of interest. Taking this fact into account

and following the guideline from [52], an optimal model order can be selected.

This modeling approach was adopted in this thesis for most of the time domain
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Figure 3.7: RC-𝜋 cable model.

simulations with the exception of phasor-based simulation, which focuses on

electromechanical interactions in an ac/dc system. Since electromechanical stud-

ies focus on very low frequencies (0.2Hz to 2Hz [47]), the cable model does not

need to capture the high-frequency behavior. Thus, a single 𝜋 model is used in

such cases. The selected 𝜋 model does not include the series inductance of the

cable, see Fig. 3.7. The choice to remove the inductance was based on the finding

from [53], which stated that simplified 𝜋 models including the series inductance

can lead to incorrect conclusions about stability. If the inductance is removed,

correct stability conclusions can be made. In summary, the FD-𝜋 model is used

for time domain simulations in this thesis where fast dynamics interaction in the

order of tens to hundreds of hertz is expected. The simple RC-𝜋 equivalent is

used for slow dynamics investigations like electromechanical stability studies.

3.9 Summary

Models of varying levels of detail are needed for different power system studies.

This chapter dealt with the review and development of models of the main com-

ponents of an HVDC grid covered in this thesis. These components are the ac-dc

MMC, the MMC based F2F dc-dc converter, and power cables.

Voltage and energy-based formulations of the average arm model of the MMC

were presented. Phasor modeling approach was adopted to obtain SSTI models,

which are models with constant states in steady state, making them suitable for

small-signal analysis. The energy-based model can be simplified by removing

the circulating current ripple if compensated modulation is used. This is possible

because the circulating current is eliminated when compensated modulation is

implemented.

The MMC models were then extended to model the F2F dc-dc converter. Fur-

ther simplifications were proposed because of the symmetry of the converter.

Simulation results validating the proposed simplifications were presented, which

showed that these models can accurately represent the F2F converter in system-

level studies.
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Lastly, themodeling ofHVDC cableswas reviewed. Twomodel typeswere adopted

in this thesis: the frequency dependent FD-𝜋 model and the simplified RC-𝜋

model. The FD-𝜋 is more detailed, and hence it is used for most of the time do-

main simulations in this thesis. The RC-𝜋 is used in Chapter 8, where the focus

is on slow (electromechanical) dynamics.
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Converter Control for Grid Applications

One of the most important components of an MMC HVDC converter is the control
system. This chapter presents a review of the control layers needed for proper op-
eration of such converters. The main goal of the chapter is to provide the necessary
background information for the detailed discussion in later chapters. The discussion
in this chapter is supported by the following contributions by the author.

A. A. Taffese, E. Tedeschi, and E. C.W. de Jong, “Modelling of DC-DC converters based

on front-to-front connectedMMC for small signal studies,” in 2016 IEEE 17thWorkshop

on Control and Modeling for Power Electronics (COMPEL), Jun. 2016, pp. 1–7

A. A. Taffese, E. Tedeschi, and E. de Jong, “Arm voltage estimation method for com-

pensated modulation of modular multilevel converters,” in 2017 IEEE Manchester Pow-

erTech, Jun. 2017, pp. 1–6
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4.1 Introduction

Proper control is essential for HVDC converters to be integrated into a power sys-

tem. There are several requirements on the controllers originating from different

stakeholders. The most basic control objective is for the converters to operate

stably both in steady state and transient conditions over the expected range of

operating points. This is essential because unstable converters cannot fulfill their

other objectives. Another high-level objective common to all HVDC convert-

ers is that they should be able to reach and maintain desired setpoints; reaching

setpoints is called a tracking (servo) objective, while maintaining the achieved

setpoint is a regulation objective [54]. These objectives are very important to the

system operator because variables such as active power, reactive power, and volt-

age need to be set to a desired value as per trading agreements, grid codes, and

economic operation of the system. Article 13 of the EU commission regulation

2016/1447 [55] stipulates the requirements for such control functions.

In addition to the basic control functions introduced so far, grid codes also have

requirements for other features or services. These include frequency support

(regulation), voltage support, power quality improvement, and stability enhance-

ment (oscillation damping). There are also low-level control requirements that do

not directly affect the operator but are essential to the converter. These control

requirements are tied to a specific converter topology unlike the high-level con-

trollers, which are more general. For the case of MMC, a third level, called mid

level, which represents the arm energy and circulating current, is introduced. The

controllers in this level have strong coupling to the high-level controller, but they

do not control terminal quantities like power and terminal voltage. A pictorial de-

piction of the different control layers for an MMC HVDC converter is shown in

Fig. 4.1, which is an extended version of the control hierarchy diagram given in

[44]. Each of the layers will be briefly discussed here.

Dispatch refers to the converter’s interface that allows communication dispatch.

Dispatch is the operator’s interface which allows setting of the operating point

of the converter in terms of ac and dc voltages and powers [44].

High-level controllers are located at the top of the control hierarchy because they

are the least dependent on the topology. These controllers define the terminal

characteristics of the converter. In other words, they are the ones that interact

with the surrounding power system the most. Common controllers in this group

include active and reactive power controllers, which can also be used to control

dc and ac voltages, respectively.

Mid-level controllers are a group of controllers specific to the MMC topology. Al-
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Figure 4.1: Layers of MMC control for HVDC applications.

though they are topology dependent, they also moderately interact with the sys-

tem. They also define how the converter behaves as seen from high-level con-

trollers. The arm energy and circulating current controllers fall into this group.

The last element in this group is modulation. As described in the previous chap-

ter, the term modulation is used to refer to how the arm voltage is varied (modu-

lated) to give the desired inserted voltage. Detailed comparison of different con-

trol methods and a discussion on the design of the selected control topology will

be presented later in this chapter.

Low-level controllers are the most topology-specific group of controllers. They

include balancing submodules of the MMC, and generation of switching pattern.

This thesis does not cover low-level controllers because they are outside the scope

of this work. Their effect is neglected because it is assumed that they are well-
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designed to close to ideal performance.

Service-level controllers are controllers that enable the provision of ancillary ser-

vices from the converter. They interact with high- and mid-level controllers to

achieve this. The main distinction between the service-level controllers and the

others is due to the functions that are implemented in the service-level. While

the other levels are strictly needed to provide the main functions of the converter,

the service-level controllers are only there to provide additional functions which

can be disabled without a major influence on normal operation. There can also be

services that can be provided from low-level controllers, such as fault blocking,

but they are not considered in this work.

4.2 Generic VSC HVDC high-level control

High-level control of a VSC HVDC includes controllers for ac current control,

active power, reactive power, dc voltage, and ac voltage depending on the control

mode. Such controllers are implemented in a cascaded approach with an inner

current loop and outer power or voltage loops depending on the control mode.

For a three-phase system, one of the most common control implementations in

the literature is based on the synchronously rotating dq reference frame [44].

This implementation is adopted in this thesis. An essential component in such

implementations is a PLL, which is responsible for obtaining the grid voltage

angle at the Point of CommonCoupling (PCC). The PCC is often located upstream

of the converter transformer. The main components of the high-level controllers

are discussed in the following sections starting with the PLL.

4.2.1 Phase locked loop

As mentioned, the main role of the PLL is to obtain the phase angle of the voltage

at the PCC. The PLL angle can then be used to establish dq reference frame of the

converter. This process can be explained by referring to Fig. 4.2. The dq reference

frame for the system is shown in black, while the converter’s internal reference

is shown in blue. The figure also shows the PCC voltage in red together with

its projections on the reference frames. Based on the notation in the figure, the

objective of the PLL is to produce the angle 𝜃𝑃𝐿𝐿 which tracks the angle of the

voltage at the PCC (𝜃𝑃𝐶𝐶 ), and thus forcing Δ𝜃𝑃𝐶𝐶 and 𝑣𝑞 to zero. This can be

achieved by using a closed-loop controller which uses 𝑣𝑞 as feedback [21].

The implementation adopted in this thesis is shown in Fig. 4.3. The filter is used

to prevent the PLL from tracking high-frequency noise and disturbances. The

integrator is reset every time the angle exceeds ±2𝜋 . This is done to avoid nu-

merical overflows due to continuous integration over an extended period of time.

The PI controller can be tuned using symmetric optimum method [56]. Since the
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Figure 4.3: A block diagram of a PLL implementation in dq frame.

equivalent transfer function of the PLL is highly nonlinear, limits (saturations)

should be applied to the output of the PI controller to avoid instability during

large disturbance. The simulation should be started with an initial frequency in

the vicinity of the steady-state frequency. Additionally, time delay compensation

can be applied to 𝜃𝑃𝐿𝐿 to account for filtering and communication delays in the

measurement circuit.

4.2.2 Current control

Outer control loops can accomplish the main control objective of the converter

without current controllers. However, such implementations suffer from one ma-

jor limitation: there is no direct way to enforce current limits. This is important

because the semiconductor components (IGBTs) can be damaged due to over-

current. In addition to current limiting, the use of inner current loop leads to

performance improvement because the converter can be safely pushed to its lim-

its to achieve a desired performance. A derivation of a dq frame current dynamic

model and controller is presented in this section. Dynamic equation of the ac
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current has already been presented in (3.55), but the final equation is repeated

here in (4.1) for quick reference.

𝑙𝑎𝑐
d

dt
�i𝑎𝑐 = �v𝑟𝑎𝑐 − �v𝑔 − 𝑟𝑎𝑐�i𝑎𝑐 − j𝜔𝑙𝑎𝑐�i𝑎𝑐 (4.1)

where �v𝑟𝑎𝑐 is the ac voltage output of the converter, �i
𝑟
𝑎𝑐 is the ac current, �v

𝑟
𝑔 is the

grid voltage, 𝑙𝑎𝑐 is the per-unit inductance, and 𝑟𝑎𝑐 is the per-unit resistance. These

phasor equations can be implemented in dq frame, where the real and imaginary

parts are on the d and q axes, respectively as shown in (4.2).

𝑙𝑎𝑐
d

dt
i𝑎𝑐 = v𝑟𝑎𝑐 − v𝑔 − 𝑟𝑎𝑐 i𝑎𝑐 − 𝜔𝑙𝑎𝑐 Ji𝑎𝑐

where i𝑎𝑐 =

[
𝑖𝑑 = �{�i𝑎𝑐 }

𝑖𝑞 = �{�i𝑎𝑐 }

]
v𝑟𝑎𝑐 =

[
𝑣𝑟
𝑑
= �{�v𝑟𝑎𝑐 }

𝑣𝑟𝑞 = �{�v𝑟𝑎𝑐 }

]

v𝑔 =

[
𝑣𝑔𝑑 = �{�v𝑔}

𝑣𝑔𝑞 = �{�v𝑔}

]
J =

[
0 −1

1 0

]
(4.2)

The current i𝑎𝑐 can be controlled by using the v𝑟𝑎𝑐 as the actuator signal. The last

term in (4.2) leads to coupling between the d and q axes, resulting in complications

in the tuning process and reduced performance. Fortunately, the two axes can be

decoupled by a simple change of variable, as shown in (4.3). The resulting transfer

function is a simple first-order system.

𝑙𝑎𝑐
d

dt
i𝑎𝑐 = v̄𝑟𝑎𝑐 − 𝑟𝑎𝑐 i𝑎𝑐

where v𝑟𝑎𝑐 = v̄𝑟𝑎𝑐 + v𝑔 + 𝜔𝑙𝑎𝑐 Ji𝑎𝑐

(4.3)

v̄𝑟𝑎𝑐 is the output of the current controller which is modified according to (4.3)

to obtain the voltage reference v𝑟𝑎𝑐 that is applied to the converter. Since both

the measured current i𝑎𝑐 and the modified voltage reference v̄𝑟𝑎𝑐 are available, the

controller can perform the decoupling.

A current control scheme implementing the aforementioned decoupled current

control is shown in Fig. 4.4. The block diagram also shows an equivalent model

of the converter ac current dynamics given by (4.2) including time delay and fil-

ters. The time delay (e−𝑠𝜏𝑑 in Fig. 4.4) represents the total delay introduced by

discretization of the voltage reference and delays due to communication latency.

The filters remove sensor noise and high-frequency disturbances. The voltage

references coming out of the controllers have to be limited in order to avoid over-

modulation, which increases the harmonic distortion at the converter output. The

limit enforces the voltage reference to be inside a circle whose radius is the mag-

nitude of the maximum allowable reference voltage. The maximum voltage is
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Figure 4.4: A block diagram of current control in dq frame with equivalent dynamics.

adjusted depending on the dc voltage for a two-level VSC, or the arm voltage for

case of the MMC. It should be noted that the high-level controller presented here

can be applied to any three-phase VSC irrespective of the number of levels. The

resulting voltage references are then applied to the modulator after a dq to abc

transformation with 𝜃𝑃𝐿𝐿 . The current controller was tuned using the modulus

optimum technique [56], [57].

4.2.3 Outer control

Outer controllers are responsible for controlling terminal quantities such as active

and reactive powers, and ac and dc voltages. Power at the PCC is given by (4.4).

𝑝𝑎𝑐 = 𝑣𝑔𝑑𝑖𝑑 + 𝑣𝑔𝑞𝑖𝑔

𝑞𝑎𝑐 = 𝑣𝑔𝑞𝑖𝑑 − 𝑣𝑔𝑑𝑖𝑔
(4.4)

where 𝑝𝑎𝑐 and 𝑞𝑎𝑐 are the active and reactive powers, respectively, in per-unit. If

the PLL is working properly, then 𝑣𝑔𝑞 = 0 which means that 𝑝𝑎𝑐 can be controlled

using 𝑖𝑑 and 𝑞𝑎𝑐 using 𝑖𝑞 . In this thesis, power control is implemented using PI

controllers, as shown in Fig. 4.5. The current references generated by the two

PI controllers pass through current limiter block before being sent to the current

controller. This prevents the outer controller from requesting current magnitudes

that are above the converter’s capability. The limit is applied by defining a circle

of maximum current magnitude similar to the voltage reference limiter presented
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Figure 4.5: A block diagram of outer power and voltage control in dq frame.

in the previous section. Different strategies for prioritizing either the 𝑖𝑟
𝑑
or 𝑖𝑟𝑞 can

be implemented. In this thesis, the limit is implemented using a symmetric lim-

iting strategy where both the d and q axis references are equally scaled, thus

preserving the current angle [44]. The figure depicts several control modes de-

pending on whether power control, voltage control or a combination is applied.

The different control modes are realized by adapting the values of 𝜌𝑥 where the

subscript 𝑥 represents the variable to be controlled. The dc voltage is closely cou-

pled to active power balance in the converters, and thus it can be controlled using

𝑖𝑑 as control input. Similarly, the ac side voltage can be controlled using reactive

power (𝑖𝑞). The different control modes are summarized in Table 4.1 along with

the corresponding 𝜌𝑥 values. In this thesis, 𝑃-𝑉𝑑𝑐 droop mode and 𝑃-mode were

Table 4.1: Outer loop control modes.

Active power modes Reactive power modes

Mode 𝜌𝑝 𝜌𝑣𝑑𝑐 Mode 𝜌𝑞 𝜌𝑣𝑎𝑐

𝑃-mode 1 0 𝑄-mode 1 0

𝑉𝑑𝑐-mode 0 1 𝑉𝑎𝑐-mode 0 1

𝑃-𝑉𝑑𝑐 droop mode 1 droop 𝑄-𝑉𝑎𝑐 droop mode 1 droop

used for the d-axis and 𝑄-mode for the q-axis. A generic VSC-HVDC control is

implemented using a cascaded control approach with an inner current control

and outer power and voltage controls. A PLL is used to lock onto the rotating

reference frame at the PCC. The control block and schemes presented in this sec-
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tion will be used throughout this thesis with different mid-level controllers. The

next section introduces the mid-level controllers needed for an MMC.

4.3 MMC control

Since the MMC, unlike the two-level VSCs, is composed of tens to hundreds of

submodules, additional control layers are needed below the high-level controllers

in order to regulate the energy exchange to and from the submodules; these con-

trollers are called mid-level controllers in Fig. 4.1. Mid-level controllers include

modulation, circulating current control, and arm energy control. This section

presents a review of these controllers starting with modulation techniques. As

mentioned earlier, low-level controllers, like submodule level balancing, are not

included in this thesis, and it is assumed that they are properly implemented.

4.3.1 Modulation technique

Modulation technique in this context is used to refer to the method chosen for

calculating the insertion indexes to achieve a desired voltage level on the inserted

voltage. As explained in Chapter 2, the insertion indexes have values between 0

and 1, which equate to the ratio of the number of inserted submodules to the total

number of submodules in the arm. Taking the upper arm as an example, if the

desired inserted voltage reference is 𝑣𝑟𝑢 , the insertion index 𝑛𝑢 is calculated, as

shown in (4.5).

𝑛𝑢 =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

𝑣𝑟𝑢
𝑣𝑐𝑢

for 0 ≤ 𝑣𝑟𝑢 ≤ 𝑣𝑐𝑢

0 for 𝑣𝑟𝑢 < 0

1 for 𝑣𝑟𝑢 > 𝑣𝑐𝑢

(4.5)

where 𝑣𝑐𝑢 is the voltage used to normalize the arm voltage reference so that 𝑛𝑢 is

between 0 and 1. If the value of the reference 𝑣𝑟𝑢 is negative or if it exceeds 𝑣𝑐𝑢 ,

the output is saturated to 0 or 1, respectively. There are two different modula-

tion techniques depending on the choice of 𝑣𝑐𝑢 , which leads to two very different

dynamics. These are direct modulation and compensated modulation, which are

discussed in the following.

4.3.1.1 Direct modulation

Direct modulation is a special case of (4.5) where 𝑣𝑐𝑢 = 𝑉𝑑𝑐 , where𝑉𝑑𝑐 is the rated

dc voltage. The measured dc voltage can also be used as a divider, leading to a

slightly different dynamic. The resulting inserted voltage of the upper arm 𝑣𝑢 can

be calculated as shown in (4.6).

𝑣𝑢 = 𝑛𝑢𝑣𝑐𝑢 = 𝑣𝑟𝑢
𝑣𝑐𝑢
𝑉𝑑𝑐

(4.6)
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The main advantage of direct modulation is its simplicity, because it is imple-

mented by a single division (multiplication) operation per arm. However, this

approach introduces a large circulating current ripple in the common mode cur-

rent. The origin of the ripple can be analyzed by considering the fact that the arm

voltage has ripples at the first and second harmonics with respect to the ac side,

as shown in Fig. 4.6. The first harmonic is a differential component between the

upper and lower arms, while the second harmonic is a common mode [58].
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Figure 4.6: Example waveforms of the upper and lower arm voltages.

As per (4.6), the ripple components in Fig. 4.6 aremultiplied to the inserted voltage

reference 𝑣𝑟𝑢 , which is composed of a fundamental frequency ac component and a

dc component. Since𝑉𝑑𝑐 is constant, it has no impact on the harmonic content of

the inserted voltage. Consequently, 𝑣𝑢 and 𝑣𝑙 will have harmonics that were not
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Figure 4.7: Comparison of the inserted voltage with its reference when using direct
modulation.
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present in 𝑣𝑟𝑢 and 𝑣𝑟
𝑙
. This is demonstrated in Fig. 4.7, which shows a comparison

of the inserted differential voltage (ac voltage) with the ac voltage reference, 𝑣𝑟𝑎𝑐 .

There is a distortion in the ac voltage generated by the arm. The distortion has

a dominant component at fundamental frequency and a lower magnitude second

harmonic. The first harmonic distortion can be compensated by the ac current

controller. The second harmonic is not compensated by the current controller, but

its magnitude is low enough to be neglected. So, the effect of the ripples on the ac

output voltage can be compensated without an additional controller. On the other

hand, a second harmonic component in the common mode inserted voltage (see

Fig. 4.8) creates a second harmonic circulating current. This circulating current

component is suppressed by using controllers called Circulating Current Sup-

pression Controllers (CCSCs) [59] to avoid unnecessary losses. The green trace

in Fig. 4.8 shows the effect of such suppression controls, which effectively remove

the second harmonic component. There is also a dc offset from 1 pu to 0.95 pu,

but this can easily be handled by adjusting the dc component of the arm voltage

reference. Although the examples shown in Figs. 4.6 to 4.8 are simplified, they

show the most important features of direct modulation. In practice, there might

be additional harmonic components that arise from the interaction between the

harmonics in the voltages and the currents; the example case considered only the

harmonics in the voltages.
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Figure 4.8: Harmonics in the arm voltage when using direct modulation with and with-
out suppression.

CCSCs can be implemented either in Proportional Resonant (PR) form in abc do-

main [21], [60] or Proportional Integral (PI) form in dq domain [44], [61]. Both

implementations can give a similar performance, but the advantage of the PR
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approach is that it can handle imbalance among the phases because it is imple-

mented per-phase. The proportional term in the PR controller influences both

the dc component and the second harmonic ripple. It, in effect, adds a virtual

resistance which increases the damping in the response of the controller. An

additional controller is needed to achieve this in the case of PI implementation.

However, this can be an advantage if there are different control objectives for the

dc and second harmonic components.

4.3.1.2 Compensated modulation

Compensated modulation refers to methods of calculating the insertion indexes

where the effect of the ripple in the arm voltages is pre-compensated. This avoids

the ripples in the circulating current that arise when using direct modulation [33],

[58]. Compensated modulation achieves this by dividing the reference voltages

by the respective arm voltages during the calculation of the insertion indices [58].

Doing so prevents the arm voltage ripple from distorting the generated voltage,

and thus the circulating current can be controlled to have only a dc component.

This happens when the divider 𝑣𝑐𝑢 = 𝑣𝑐𝑢 in (4.5), and the resulting inserted voltage

𝑣𝑢 is given by (4.7).

𝑣𝑢 = 𝑣𝑟𝑢
𝑣𝑐𝑢
𝑣𝑐𝑢

= 𝑣𝑟𝑢 (4.7)

Equation (4.7) shows that the inserted voltage can be controlled independently

of the arm voltage with this type of modulation. In addition to this decoupling,

there will be no ripple in the circulating current unless the controller is injecting

it following a commanded reference. This implies that CCSCs are not required

with compensated modulation. Moreover, compensated modulation leads to a

more decoupled system which is easier to control. This is because the dynamic

interaction between the ripples in the arm voltage and current state is minimized

or eliminated in the ideal case. As a result of these advantages, compensated

modulation is adopted in the remainder of this thesis.

However, there are two challengeswith the implementation of compensatedmod-

ulation: (1) distortion and delay in the arm voltage measurement, and (2) the loss

of inherent stability of the arm energy[62]. The first limitation implies that there

might still be circulating current ripple after implementing compensated modu-

lation because of the mismatch between 𝑣𝑐𝑢 and 𝑣𝑐𝑢 caused by nonidealities in the

measurement system. The second point relates to a property of direct modula-

tion, which is not present in compensatedmodulation. This property is open-loop

stability, which means that the upper and lower arm voltages converge to a com-

mon value without a closed-loop control. It has been shown in the literature [63]

that this inherent stability is lost when compensated modulation is used.



Chapter 4 Converter Control for Grid Applications 59

Ref. [62] proposed an open-loop compensated modulation approach to overcome

both of the aforementioned challenges. The main idea behind this type of com-

pensated modulation is to use estimated versions of the arm voltages as dividers

instead of the measured ones. The estimates are obtained by taking as input the

measured currents, and voltage references coming from the controllers. This ap-

proach was proven to be globally asymptotically stable [64] and extended to in-

clude current control [65].

A shortcoming of the open-loop approach is that it relies on accurate knowledge

of parameters, such as capacitance. Consequently, parameter errors can signifi-

cantly affect its performance. An improved energy control which combines the

benefits of the open-loop modulation with the dynamic performance of a closed-

loop energy control is proposed in Chapter 6 of this thesis. The proposed method

also includes an online parameter correction procedure to make it robust against

parameter changes due to aging and configuration changes, such as bypassed sub-

modules. Further discussion on modulation techniques is provided in Chapter 6.

4.3.2 Arm energy control

Depending on the type of modulation technique, the average arm energy might

need to be closed-loop controlled. This is particularly true for the case of com-

pensated modulation with measured arm voltages which makes the average arm

energy open-loop unstable. Another reason to have a closed-loop control of the

arm energy is in order to reduce the sensitivity of the arm energy to disturbances

coming from other controllers and external sources. The purpose of this section

is to provide an overview of a closed-loop arm energy controller. The arm energy

is controlled in a cascaded control arrangement with an inner circulating current

loop and an outer arm energy (voltage) loop. The dc (average) component of the

circulating current is closed-loop controlled using a PI controller. The controller

is derived based on the dynamics of the circulating current from Chapter 3, which

is also repeated here in (4.8).

𝑙𝑑𝑐
d

dt
𝑖𝑐0 =

1

2
𝑣𝑑𝑐 − 𝑣𝑟𝑐0 − 𝑟𝑑𝑐𝑖𝑐0 (4.8)

where 𝑙𝑑𝑐 and 𝑟𝑑𝑐 are the arm inductance and resistance in per-unit on the dc

side base value. On the right-hand side of (4.8), there is a voltage term, which

is the difference between the dc link voltage 𝑣𝑑𝑐 and the common mode voltage

reference 𝑣𝑟𝑐0. The current controller manipulates 𝑣𝑟𝑐0 to control 𝑖𝑐0, while 𝑣𝑑𝑐 acts

as an external disturbance. Therefore, the control objective is to track circulating

current reference 𝑖𝑟𝑐0 while rejecting disturbance from variations of 𝑣𝑑𝑐 .

One effect that is not included in (4.8) is the time delay between the generation of

the reference 𝑣𝑟𝑐0 and the time at which voltage is applied to the arms. Addition-
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ally, there are filters placed at the measurement inputs of the controller in order to

avoid aliasing and to limit noise content in the signals. These effects are included

in the complete closed-loop diagram of the arm energy control in Fig. 4.9. Also
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Figure 4.9: A block diagram of a cascaded arm energy control model.

shown in Fig. 4.9, is the outer energy loop, which is governed by the average arm

energy dynamics derived in Chapter 3 (reproduced here in (4.9))

𝑐𝑎
2

d

dt
𝑤0 = 2𝑣𝑟𝑐0𝑖𝑐0 −

1

3
�{�v𝑟𝑎𝑐�i

∗
𝑎𝑐 } (4.9)

where 𝑐𝑎 is the arm capacitance in per-unit. The (·)Σ notation is dropped from the

average energy for the sake of simplicity. The right-hand side of (4.9) represents

power balance between the dc and ac sides. When the two sides are balanced,

the arm energy stays constant. On the other hand, whenever there is a mismatch

between the two powers, the arm energy either increases or decreases depending

on the sign of the difference. The arm energy can, in principle, be controlled using

either 𝑣𝑟𝑐0 or 𝑖𝑐0. However, as mentioned earlier, 𝑣𝑟𝑐0 is used to control 𝑖𝑐0, which

means that 𝑣𝑟𝑐0 is the only feasible choice that avoids strong coupling between

the outer and inner loops. Direct control of the arm energy without the current

loop is made possible by using 𝑣𝑟𝑐0. This, however, implies that the current is

not controlled, which is major disadvantage because there is no direct way to

implement current limiting.

Unlike (4.8), the right-hand side equation in (4.9) is nonlinear in the states because

it involves the product 𝑣𝑟𝑐0𝑖𝑐0. The ac side power also exhibits nonlinearity, but its

nonlinearity is not important in this analysis because the ac power is considered

as a disturbance. In order to linearize the dynamic model, a steady-state operat-

ing point for 𝑣𝑟𝑐0 is identified first by setting the derivative to zero in (4.8). The

resulting operating point 𝑉𝑐0 in terms of the dc voltage at the operating point 𝑉𝑑𝑐
is given by (4.10).

𝑉𝑐0 =
1

2
𝑉𝑑𝑐 − 𝑟𝑑𝑐 𝐼𝑐0 ≈

1

2
𝑉𝑑𝑐 (4.10)
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The approximation on the right-hand side is possible because the value of 𝑟𝑑𝑐
is very small. Equation (4.9) can then be linearized to give the model shown in

Fig. 4.9. More details on the linearization process are given in Chapter 5.

When considering Fig. 4.9, it can be noted that the structures of the control loops

are suitable for tuning using symmetric and modulus optimum tuning techniques

[56]. The inner loop plant model is a combination of first-order systems with a

time delay, and hence the inner controller can be tuned using the modulus (mag-

nitude) optimum criteria. On the other hand, the outer loop plant is composed of

an integrator and a first-order transfer function. This is, however, not suitable for

tuning using modulus optimum because of the integrator. Therefore, symmetric

optimum technique is used to tune the outer controller.

4.4 F2F dc-dc converter control

This section briefly discusses specific control arrangements for an MMC-based

Front-to-Front (F2F) dc-dc converter. Since the F2F converter consists of two

MMCs connected on their ac sides, all the control structures discussed so far in

this chapter are applicable to the F2F. The main difference compared to a single

MMC control is in the way the high-level control responsibility is shared among

the two MMCs. The first considerations relates to the ac voltages. Since there is

no grid voltage, one of the converters has to provide a stiff voltage source [66].

This means that one of the MMCs does not need to have high-level controllers

because it should only generate a constant ac voltage with the desired magnitude,

frequency and phase. The second MMC can thus control its current and power

by adjusting its ac voltage.

It is apparent that a PLL is not necessary because the ac voltage is internal to the

converter, and the phase angle can be obtained directly from the controller which

generates the reference for the ac voltage. The primary goal of the high-level con-

trol in an F2F converter is to control the power flow through the converter. This

is achieved by controlling the ac power, which in turn controls the dc powers of

the two sides of the converter [9]. A change in the ac power causes an imbalance

between the ac and dc powers causing the arm energy to change. The arm en-

ergy controller intervenes by changing the dc power to keep the energy constant.

The end result is that the dc powers on the two sides of the converter match the

change in the ac power.

Similar to ac-dc HVDC converters, F2F dc-dc converters can be controlled in con-

stant power mode, where the reference power is independent of the dc voltage.

Alternatively, it can also include a dc voltage support scheme implemented in

the form of droop. Ancillary services utilizing the energy storage capacity of the
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F2F can also be implemented. In summary, the control arrangement needed in an

MMC-based F2F dc-dc converter closely follows those of the ac-dc MMC controls

with some peculiarities regarding the cooperation of the two MMCs that form

the F2F converter.

4.5 Summary

An overview of control arrangements needed for anMMC bases HVDC converter

was given in this chapter. Three layers of control are needed tomeet these control

objectives because of the complexity of the converter. At the highest level, there

are the PLL, ac current control, and power or voltage control. These controllers

are common to all VSC-HVDC converters. For the MMC case, these high-level

controllers operate on top of the mid-level controller, whose task is to maintain

energy balance of the floating submodules and to facilitate energy exchange be-

tween the ac and dc sides. At the lowest level, there are controllers responsible

for interfacing with the converters at the submodule level. Low-level controllers

are not covered in this thesis.

Controller structures for high- and mid-levels were presented. The modulation

techniques and the arm energy control are particularly important in this thesis.

Direct and compensated modulation schemes were presented. Despite its more

complex implementation, compensated modulation is adopted in this work be-

cause it avoids the need for the circulating current suppression controllers. More-

over, the absence of the circulating current ripple reduces the interaction between

the different ripple components, leading to a more decoupled system that is easy

to control.

It was pointed out that the performance of compensated modulation can be sig-

nificantly affected by the nonidealities of the measurement system, i.e. distortion

and delay. A solution for this problem is to use the open-loop compensated mod-

ulation, which uses estimated arm voltages instead of the measured ones. The

main challenge with this approach is that the estimation is heavily dependent

on accurate knowledge of the converter parameters such as the arm capacitance,

which can change over time. An improved control strategy which includes an

online parameter adjustment algorithm is proposed in Chapter 6. The proposed

control combines the benefits of the open-loop method with good dynamic per-

formance of a closed-loop energy control. This proposed control forms the basis

for energy-based services introduced in Chapter 7.



5
Simulation and Testing Methodology

This chapter discusses the methods chosen for the analyses and tests performed as
part of this thesis. The methods can be categorized into time-domain simulations,
small-signal analyses, and Power Hardware In The Loop (PHIL) testing. The theo-
retical background behind each method is presented together with some example of
applications. Aspects regarding choice of software tools are also addressed in this
chapter. The simulations were performed in a MATLAB®/Simulink®environment.
The open source packages MATPOWER and MATACDC were used for loadflow
calculations for the purpose of initialization. Small-signal analyses were also per-
formed in MATLAB®by using Control System Toolbox™. Power hardware in the
loop tests were performed using OPAL-RT real-time simulator with a grid emulator
from EGSTON power. Background information on these analyses and test meth-
ods together with the implementation details are presented. The discussion in this
chapter is supported by the following contribution by the author.

A. A. Taffese and E. Tedeschi, “Simplified Modelling of the F2F MMC-Based High

Power DC-DC Converter Including the Effect of Circulating Current Dynamics,” in

2018 IEEE 19th Workshop on Control and Modeling for Power Electronics (COMPEL),

Jun. 2018, pp. 1–6
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5.1 Introduction

The method employed in the analysis and testing of a system significantly affects

the quality of the results obtained. This chapter outlines the methods used in this

thesis together with the background theory and justification for the choice of a

given method. The methods presented here are time-domain simulations, small-

signal analysis, and Power Hardware In The Loop (PHIL) testing. These methods

are used in such a way that they complement each other. For instance, an os-

cillation observed in a time-domain simulation can be further investigated using

small-signal analysis in order to identify its origin. The methods are discussed

in the following sections. The challenges faced and the solutions applied when

using each method are also highlighted.

5.2 Time domain simulation

Time domain simulation is the most used type of analysis or testing method in

this thesis. It is relatively easy and straightforward to set up and run time-domain

simulations depending on the selected modeling approach. Modeling approaches

used for simulation can be broadly grouped into causal and acausal [67], [68].

These are also known as signal-/block-based and physical modeling approaches,

respectively. Causal modeling has a signal flow direction from inputs to outputs,

and hence enforces a cause and effect relation between the inputs and the out-

puts. This approach is the best fit for control systems which naturally have a

sequential block diagram structure. However, causal modeling is not directly ap-

plicable to physical networks, like electrical circuits, because they do not have a

causal nature. Instead, the variables such as voltage and current exist at the same

time with neither of them being input or output. Acausal modeling enables such

a modeling where all the variables are computed simultaneously. The main ben-

efit of acausal modeling is re-usability of components to build large systems with

ease. For example, once a resistor model is built, it can be used in any configura-

tion irrespective of how it is connected. On the other hand, the equation for each

network needs to be derived to causal modeling, which is somewhat cumbersome.

A combination of causal and acausal modeling approaches was adopted in this

thesis. Causal modeling was applied to control system, while acausal modeling

was used for the electrical networks. The most popular acausal modeling lan-

guages are Modelica and Simscape. These languages offer a very natural way of

describing components using Differential Algebraic Equations (DAEs), which are

later compiled and simulated in tools like OpenModelica and Simulink/Simscape.

Simscape was chosen here because it has very good integration with the powerful

control analysis tools available in MATLAB/Simulink.
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Both instantaneous value (abc domain) and phasor simulations were performed

using a custom-built library in Simscape. Instantaneous value simulations are

more generally applicable, and they require the least amount of effort to develop.

One challenge with such simulations is associated with small-signal analysis,

which requires constant values in steady state to perform linearization as ex-

plained in Section 5.3. Phasor models are suitable in this case because they have

constant values in steady state. Both approaches have been used in this thesis,

and the following section gives an overview of the simulation library developed

for both simulation types.

5.2.1 Instantaneous value simulation

Most of the components needed for instantaneous value simulations are already

available from the standard Simscape library. The only custom components used

are the MMC arm and the FD-𝜋 cable model. The dynamics of the MMC arm are

governed by (5.1).

𝐶𝑎𝑟𝑚
d

dt
𝑣𝑐𝑢 = 𝑛𝑢𝑖𝑢 and 𝑣𝑢 = 𝑛𝑢𝑣𝑐𝑢 (5.1)

where 𝑛𝑢 is the insertion index, 𝑖𝑢 is the arm current,𝐶𝑎𝑟𝑚 is the arm capacitance,

and 𝑣𝑢 is the inserted voltage of the upper arm. A similar equation applies to

the lower arm. The code for an implementation of (5.1) in Simscape is shown

in Listing 5.1. The code defines several sections named inputs, outputs, nodes,

parameters, variables, and equations. The relation in (5.1) is implemented in the

equations section. As can be seen from the nodes section, generic electrical nodes

from the Simscape foundation library were used. The foundation library defines

an electrical node with a current 𝑖 as a through variable and voltage 𝑣 as an across

variable. More details on the terminology and syntax can be found from the Sim-

scape documentation [69]. The code in Listing 5.1 generates a block/component

with two electrical ports 𝑃 and 𝑁 , an input port for insertion index 𝑛, and an

output port for arm voltage measurement 𝑣𝑐,𝑚𝑒𝑎𝑠 . The cable model was devel-

oped in state-space form by following a similar approach. These components are

then interconnected to complete the average MMC model. The resulting model

was used in the majority of the simulation tasks in this thesis, and the simula-

tion model was found to be robust (in terms of numerical issues) and accurate

(validated against laboratory test results).

5.2.2 Phasor simulation

Unlike instantaneous values simulations, Simscape does not have a built-in li-

brary of components for phasor simulation. Therefore, a custom phasor library

was developed. Since Simscape does not support complex numbers, the imple-

mentation was performed using a vector of two elements representing the real



66 5.2 Time domain simulation

Listing 5.1: A Simscape implementation of an average model for the MMC arm.

1 component MMC_arm
2 % MMC arm capacitor dynamice
3 % Models the voltage source in the average MMC model
4 inputs % Insertion index input
5 n = {0.5, '1'}; %n:left
6 end
7 outputs % Arm voltage measurement
8 vc_meas = {0, 'V'}; %vc:left
9 end
10 nodes % Electrical ports: positive (P) and negative (N)
11 P = foundation.electrical.electrical; % P:right
12 N = foundation.electrical.electrical; % N:right
13 end
14 parameters
15 Carm = { 29e-6, 'F' }; % Arm Capacitance
16 end
17 variables
18 i = { 0, 'A' }; % Current through variable
19 vc = { 0, 'V' }; % Arm capacitor voltage
20 end
21 branches
22 i : P.i -> N.i; % Current through from node p to node n
23 end
24 equations
25 Carm*vc.der == n*i; % Arm voltage differential equation
26 P.v - N.v == vc*n; % Inserted voltage relation
27 vc_meas == vc; % arm voltage measurement
28 end
29 end

and imaginary part of each phasor. The real and imaginary parts are called the d

and q components, respectively. This type of approach is used in RMS simulation

in popular power system tools like PowerFactory [70].

One option to implement the phasor models is to use two nodes for each ac port

(one for d and one for q) and run two wires between components to make a con-

nection. This, however, leads to complex diagrams which also entail the possi-

bility mistakes, such as interchanging the d and q components. A better solution

is to create a new physical domain where each node has four variables: 𝑣𝑑 , 𝑣𝑞 , 𝑖𝑑 ,

and 𝑖𝑞 . Additionally, electrical frequency is also included in each node because

electrical frequency is a global variable whose value is set by power balance and

the interaction between governors of the generators in the system. It is set up

such that one generator, preferably the largest one, will act as a swing machine

(i.e. it sets the frequency) and the other generators will have small variations

around this value during transients.

Since the dc sides have the same values in phasor form, the built-in library ele-
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ments are used for resistors and capacitors on the dc side. Components for which

custom phasor models were developed are: MMCs, ac transmission lines (series

reactance), synchronous machines, transformers and loads. A sample implemen-

tation of an inductor, which is a building block for some of the other components,

is shown in Listing 5.2. Only the equations section is presented for simplicity. The

Listing 5.2: A Simscape implementation of an inductor in dq domain.

1 equations
2 P.vd - N.vd == R*id - X*iq + X/P.omega_n*id.der;
3 P.vq - N.vq == R*iq + X*id + X/P.omega_n*iq.der ;
4 end

inductor in Listing 5.2 has two ports 𝑃 and 𝑁 with reactance 𝑋 and resistance 𝑅.

The grid frequency is 𝜔𝑛 . Models for remaining devices were also developed in

the same manner. Each of these phasor components was validated against the

ones present in PowerFactory.

One last important step in the process of phasor simulation is initialization. Load-

flow programs MATPOWER [71] and MATACDC [72], [73] were used for this

purpose. MATPOWER is a MATLAB-based load-flow program for ac systems.

MATACDC an extension of MATPOWER to include both ac and dc systems. It

solves the load-flow problem sequentially [72]. An interface script was written

to read a Simulink phasor model and format it in a way that is understood by

the load-flow programs. After the load-flow solution is obtained, the interface

script initializes all the phasor blocks with the results so that the model starts

the simulation from steady state. This section presented the simulation approach

adopted in this thesis. Physical modeling was used because it enables the reuse

of model components, which simplifies the process of building complex systems.

Both instantaneous value and phasor simulation approaches were employed. Im-

plementation of custom components in Simscape was also highlighted.

5.3 Small-signal analysis

Small-signal analysis refers to a set of tools used to analyze stability of linear sys-

tems. It can also be applied to nonlinear systems with an important constraint of

validity over a small region around a stable equilibrium point, and hence the name

small-signal. This type of analysis is also referred to as linear analysis, modal

analysis, or eigenvalue analysis. This section provides a review of small-signal

analysis with some implementation details and examples. The topics presented

here are extensively covered in [47], [74]–[76].
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5.3.1 Linear system representation

Linear systems, which satisfy scaling and superposition criteria [76], are repre-

sented in state-space form, as shown in (5.2), where x is a vector of 𝑛 states, u

is a vector of𝑚 inputs, and y is a vector of 𝑝 outputs. States of a system are the

minimum number of variables that are needed to fully describe the system [76].

�x = Ax + Bu

y = Cx +Du

x =
[
𝑥1 𝑥2 . . . 𝑥𝑛

]𝑇

u =
[
𝑢1 𝑢2 . . . 𝑢𝑚

]𝑇

y =
[
𝑦1 𝑦2 . . . 𝑦𝑝

]𝑇

(5.2)

A is the state (system) matrix, B is the input (control) matrix, C is the output

matrix, and D is the direct transmission (feedthrough) matrix [76]. When the

matrices A, B, C, and D are constants, the system is known as a Linear Time In-

variant (LTI) system. Output of the system can be calculated at any given time

based on the states, the inputs and the state-space matrices. Values of the states

before the current time of computation are known as initial conditions. The state

matrix A plays an important role in determining how the system responds to

disturbances. The response can be computed from (5.2) by using the state tran-

sition matrix [76] or by numerical integration of (5.2), but these approaches do

not provide useful insight into the system dynamics. A better approach using

eigenvalues and eigenvectors is discussed in the next section.

5.3.2 Eigenvalues and eigenvectors

Geometrically, matrices rotate and scale the vectors they are multiplied to. How-

ever, when matrices are multiplied to some special vectors, the resulting vectors

do not rotate (but stay on the same position), but they are scaled by a constant,

as shown in (5.3). The special vector 𝜙 and the scaling 𝜆 are called the (right)

eigenvector and eigenvalue of A, respectively [77].

A𝝓 = 𝜆𝝓 (5.3)

SinceA is an 𝑛×𝑛matrix, it has 𝑛 eigenvalues and eigenvectors, which are written

in matrix form in (5.4).

AΦ = ΦΛ =
[
𝝓1 𝝓2 . . . 𝝓𝑛

]
⎡⎢⎢⎢⎢⎢⎢⎢⎣

𝜆1
𝜆2

. . .

𝜆𝑛

⎤⎥⎥⎥⎥⎥⎥⎥⎦

(5.4)
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where Φ, whose columns 𝝓𝑖 are eigenvectors of A, is the eigenvector matrix and

Λ is a diagonal matrix of the eigenvalues of A. Multiplying both sides of (5.4)

by Φ−1 yields (5.5), which shows that the state matrix can be diagonalized by

using a similarity transformation. The previous statement holds given that A has

a linearly independent set of eigenvector so that Φ is invertible [77].

Φ−1AΦ = Λ (5.5)

The transformation is performed by changing the state vector from x to z, as

given by (5.6).

x = Φz (5.6)

Substituting (5.6) into (5.2) gives the state-space equations in model (decoupled)

form in (5.7).

�z = Λz +Φ−1Bu

y = CΦz +Du
(5.7)

Diagonalization of A transforms the 𝑛𝑡ℎ order coupled differential equation in

x into 𝑛 first-order differential equations in z, which have simple exponential

solutions [47], [76]. The elements of z are calledmodes of the system. The modal

responses depend on the eigenvalues which are, in general, in a complex form, as

shown in (5.8).

𝜆𝑖 = 𝛼𝑖 + 𝑗𝛽𝑖 (5.8)

where 𝛼 and 𝛽 are the real and imaginary parts of the eigenvalue 𝜆𝑖 . Complex

eigenvalues occur in conjugate pairs if the state matrix is real, which is true for

systems in the scope of this thesis. This means that if 𝜆𝑖 is an eigenvalue, so is

𝜆∗𝑖 = 𝛼𝑖 − 𝑗𝛽𝑖 .

5.3.2.1 Time domain response

A complex conjugate eigenvalue pair
(
𝜆𝑖 , 𝜆

∗
𝑖

)
leads to an oscillatory responsewith

frequency of 𝛽𝑖 and exponential decay (growth) rate of 𝛼𝑖 shown in (5.9).

𝑧𝑖 (𝑡) = 𝑘𝑖e
𝛼𝑖𝑡 cos (𝛽𝑖𝑡 + 𝜃𝑖) (5.9)

where 𝑘𝑖 and 𝜃𝑖 are the gain and phase shift associated with the mode. A sample

waveform showing the effect of 𝛼𝑖 is depicted in Fig. 5.1. The waveform shows

decaying oscillation when 𝛼𝑖 < 0, growing oscillation when 𝛼 > 0, and sustained

oscillation when 𝛼𝑖 = 0. These cases correspond to asymptotically stable, unstable,

andmarginally stable conditions, respectively [76]. Another special case is when

𝛽𝑖 = 0, which implies that the response will exhibit exponential decay or growth

without oscillation.
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Figure 5.1: Time response of mode 𝑧𝑖 with a complex eigenvalue 𝜆𝑖 = 𝛼𝑖 ± 2𝜋50.

As it is evident from the example, the stability of the system is determined by

the signs of the real parts of the eigenvalues. However, it is also important to

have a measure of relative stability. Damping ratio 𝜁𝑖 is one such measure which

quantifies the rate of decay.

𝜁𝑖 = −
𝛼𝑖
|𝜆𝑖 |

= −
𝛼𝑖√

𝛼2
𝑖 + 𝛽2𝑖

(5.10)

Damping ratio is unitless and its value is between −1 and 1 (i.e. |𝜁𝑖 | ≤ 1). In the

example of Fig. 5.1, the value of the damping ratio is ±0.048 (±4.8%). In power

systems applications, damping ratio greater than 5% is considered to be accept-

able [75], but higher damping might be needed in specific cases depending on the

application. Second-order system response is characterized by using two param-

eters: natural frequency 𝜔𝑛𝑖 and damping 𝜁𝑖 . These parameters are related to the

real and imaginary part of the eigenvalue, as shown in (5.11).

𝛼𝑖 = −𝜁𝑖𝜔𝑛𝑖

𝛽𝑖 = 𝜔𝑛𝑖

√
1 − 𝜁 2𝑖

(5.11)

It should be noted that the relation in (5.11) and (5.10) for 𝜁𝑖 are equivalent. Be-

cause of the relation with damping in (5.11), 𝛽𝑖 is also known as the damped

natural frequency [75].

5.3.2.2 Observability

After the properties of the modal responses (elements of z) are computed as per

the discussion so far, these properties have to be mapped to the original states x
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which is done by using the eigenvector matrix as shown in (5.6). This relation

is discussed here in a greater detail because it reveals important properties that

relate the modes to the states. Such properties can be used to decompose time-

domain responses observed in the states into elementary responses containing

exponentials and oscillations associated with individual modes. Equation (5.6)

can be expanded column-wise, as shown in (5.12).

x = 𝝓1𝑧1 + 𝝓2𝑧2 + · · · + 𝝓𝑛𝑧𝑛

⎡⎢⎢⎢⎢⎢⎢⎢⎣

𝑥1
𝑥2
...

𝑥𝑛

⎤⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡⎢⎢⎢⎢⎢⎢⎢⎣

𝜙11
𝜙21
...

𝜙𝑛1

⎤⎥⎥⎥⎥⎥⎥⎥⎦

𝑧1 +

⎡⎢⎢⎢⎢⎢⎢⎢⎣

𝜙12
𝜙22
...

𝜙𝑛2

⎤⎥⎥⎥⎥⎥⎥⎥⎦

𝑧2 + · · · +

⎡⎢⎢⎢⎢⎢⎢⎢⎣

𝜙1𝑛
𝜙2𝑛
...

𝜙𝑛𝑛

⎤⎥⎥⎥⎥⎥⎥⎥⎦

𝑧𝑛
(5.12)

Each state is composed of a linear combination of the modes z scaled by the

columns of the eigenvector matrix Φ. The elements of the right eigenvector 𝜙i
show the contribution of mode 𝑧𝑖 in all the states. This is known as observability

ormode shape of mode 𝑧𝑖 [47]. For example, 𝜙21 is the observability of mode 𝑧1 in

state 𝑥2.

The mode shapes are generally complex numbers with magnitude and phase an-

gle in polar coordinated. As discussed earlier, the magnitudes are interpreted as

the relative presence of a mode in the states. The phase angles give additional

information which is useful when studying interaction between the states for the

given mode. For instance, if two states have comparable mode shape but with an

opposite directions (180° between them), it can be interpreted as the two states

oscillating against each other when the mode is excited. This is often displayed

using a mode phasor plot in the complex plane.

It should be noted that mode shape (observability) values should be compared for

states with the same variable type. For example, it does not always make sense to

compare mode shapes for voltage states to rotor angle states even after the units

are removed by normalization (per-unit conversion). When such comparisons are

made, the interpretation should be carefully analyzed. The discussion so far was

focused on the observability of the modes in the states; however, in some cases it

might be of interest to study the observability of the modes in the outputs, which

are linear combinations of the states. In such cases, the same definitions in (5.12)

apply with Φ replaced by CΦ.

5.3.2.3 Controllability

The previous section discussed the mapping from the modes z to the states x. The

opposite mapping, known as controllability, is presented here. This is shown in
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(5.13) where Ψ is the left eigenvector matrix.

z = Φ−1x = Ψx (5.13)

The rows of Ψ are the left eigenvectors of A. Each modal element can be written

as a linear combination of the states weighted by the left eigenvectors as shown

in (5.14).

⎡⎢⎢⎢⎢⎢⎢⎢⎣

𝑧1
𝑧2
...

𝑧𝑛

⎤⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡⎢⎢⎢⎢⎢⎢⎢⎣

𝜓11𝑥1 +𝜓12𝑥2 + · · · +𝜓1𝑛𝑥𝑛
𝜓21𝑥1 +𝜓22𝑥2 + · · · +𝜓2𝑛𝑥𝑛

...

𝜓𝑛1𝑥1 +𝜓𝑛2𝑥2 + · · · +𝜓𝑛𝑛𝑥𝑛

⎤⎥⎥⎥⎥⎥⎥⎥⎦

(5.14)

The elements of Ψ are the relative contributions of the states in each mode. El-

ement 𝜓𝑖𝑘 , for instance, is the gain coupling state 𝑘 to mode 𝑖. By inspecting the

elements of the vector 𝝍𝑖 , which is the 𝑖𝑡ℎ row of Ψ, the states which have the

most or least influence on the mode can be identified. As was the case for observ-

ability in the previous section, comparison of controllability of states of different

variable types should be taken with caution because there might be scaling mis-

matches.

Controllability is useful when identifying manipulated states (control inputs) to

improve damping of a given mode. However, in practice not all states can be

directly manipulated. The control inputs u are the ones that can be manipulated

externally. In this case, the definition for controllability is that it is a measure of

how controllable a mode is using a given set of inputs [47]. This controllability

measure is calculated by replacing x by Bu in (5.13).

5.3.2.4 Participation factor

When the system under study becomes large, it is sometimes desirable to focus on

specific modes of interest to simplify the analysis [74], [78]. It is thus important to

identify which states have significant contributions/interaction with the selected

modes. Observability and controllability values show how the states are related

to the modes. However, comparison of these metrics across different types of

states (voltage, current, rotor angles, etc.) is not useful since the states might have

different units or scaling [47], [74], [75]. A dimensionless metric suitable for the

aforementioned purpose is the participation factor [78], which is computed by
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combining the observability and controllability metrics, as shown in (5.15).

P = Φ ◦Ψ𝑇

=
[
𝝓1 ◦ 𝝍

𝑇
1 𝝓2 ◦ 𝝍

𝑇
2 · · · 𝝓𝑛 ◦ 𝝍

𝑇
𝑛

]

=

⎡⎢⎢⎢⎢⎢⎢⎢⎣

𝜙11𝜓11 𝜙12𝜓21 · · · 𝜙1𝑛𝜓𝑛1
𝜙21𝜓12 𝜙22𝜓22 · · · 𝜙2𝑛𝜓𝑛2

...
...

. . .
...

𝜙𝑛1𝜓1𝑛 𝜙𝑛2𝜓2𝑛 · · · 𝜙𝑛𝑛𝜓𝑛𝑛

⎤⎥⎥⎥⎥⎥⎥⎥⎦

(5.15)

where (◦) is an element-wise product operator which is also known as Hadamard

or Schur product [79]. Each column of the P is normalized so that the sum of its

elements is equal to 1. An alternative normalization is to divide the columns so

that the largest element in the columns is 1. In either case, the participation fac-

tors are relative magnitudes along the columns, which means that comparison of

the factors should be made along the columns not the rows. Participation factors

also quantify the sensitivities of the eigenvalues to the diagonal elements of A.

The diagonal elements couple a state to its derivative, i.e. 𝑥𝑖 to �𝑥𝑖 . Thus, it can be

interpreted as the sensitivity of the eigenvalues to changes in a given state (5.16)

[74].

𝑝𝑖𝑘 =
𝜕𝜆𝑘
𝜕𝑎𝑖𝑖

(5.16)

where 𝑝𝑖𝑘 is the 𝑖
𝑡ℎ element in the 𝑘𝑡ℎ column of P, 𝑎𝑖𝑖 is the 𝑖

𝑡ℎ diagonal element of

A. Only themagnitudes of the eigenvectors 𝝓𝑖 and 𝝍𝑖 are used in the calculation of
P in (5.15), so the elements of the participation factor matrix are real and positive.

5.3.2.5 Residues

Residues relate the inputs 𝑢 to the outputs 𝑦 for a given mode. They are the same

as the residues obtained by partial fraction expansion of a transfer function [47],

[76]. Residues are calculated by transforming the modal state-space equations in

(5.7) into transfer function form with inputs u and outputs y [80]. After Laplace

transformation and algebraic manipulations, the transfer function form of (5.7)

is given in (5.17).

y = CΦ
[
𝑠I − Λ

]−1
ΨBu (5.17)

Since Λ is diagonal, (5.17) can be expanded into the inverse of the contributions

of the individual eigenvalues as shown in (5.18).

y =
R1

𝑠 − 𝜆1
u +

R2

𝑠 − 𝜆2
u + · · · +

R𝑛
𝑠 − 𝜆𝑛

u (5.18)

The elements of the residue matrices R𝑖 are given by (5.19).

R𝑖 = C𝝓𝑖𝝍𝑖B (5.19)
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It can be noted that the residue matrices are rank-1 matrices resulting from a

dyadic (outer) product of the left and right eigenvectors. One application of

residues is in the identification of dominant modes in the outputs when a dis-

turbance is applied to the inputs. This section introduced a set of tools, based

on eigenvalues and eigenvectors, that give useful insight into a systems response

and the various cross-couplings. These tools are used in different parts of the

thesis to analyze stability of the test systems and to investigate the effectiveness

of the proposed control schemes.

5.3.3 Linearization

The previous section introduced powerful tools that can be used to analyze linear

systems. In practice, systems exhibit some level of nonlinearity, which limits the

tools available for analyzing them. This can be rectified by linearization, which

results in an approximate linear model for nonlinear systems around an equilib-

rium operating point (x0 , u0). By doing so, a nonlinear system can be analyzed

using linear tools against the backdrop of validity around the operating point.

Equations of nonlinear dynamic system are written in the form shown in (5.20).

�x = f (x, u)

y = g(x, u)
(5.20)

where f and g are nonlinear vector valued functions. Linearization is performed

by expanding (5.20) using a first-order Taylor series approximation, as given in

(5.21).
�x = f (x0, u0) + ∇f𝑥 (x0, u0) (x − x0) + ∇f𝑢 (x0, u0) (u − u0)

y = g(x0, u0) + ∇g𝑥 (x0, u0) (x − x0) + ∇g𝑢 (x0, u0) (u − u0)
(5.21)

where ∇f (x0, u0) and ∇g(x0, u0) are the Jacobians (vector partial derivatives) of f

and g with respect to the states and inputs evaluated at the operating point. The

subscripts 𝑥 and 𝑢 indicate the variables to which the derivatives are evaluated.

Since linearization is performed at an equilibrium point, the state derivatives eval-

uated at the operating point are zero, i.e. f (x0, u0) = 0. Taking this into account

and changing variables, (5.21) can be simplified to (5.22).

Δ �x = ∇f𝑥 (x0, u0)Δx + ∇f𝑢 (x0, u0)Δu

Δy = ∇g𝑥 (x0, u0)Δx + ∇g𝑢 (x0, u0)Δu
(5.22)

where Δx = x− x0, Δu = u−u0, Δy = y− y0, and y0 = g(x0, u0). Equation (5.22) is

already in linear form, but it can be converted into the conventional state-space

form by substituting the Jacobians by the respective state-space matrices.

Δ �x = AΔx + BΔu

Δy = CΔx +DΔu
(5.23)
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The Δ notation is dropped in further reference to linearized systems for the sake

of simplicity, but it should be noted that all the variables are small deviations

around an operating point. The state-space matrices are written in the form of

the expanded Jacobians, as shown in (5.24) and (5.25). The derivative should be

evaluated at x = x0 and u = u0.

A =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝜕𝑓1
𝜕𝑥1

𝜕𝑓1
𝜕𝑥2

· · ·
𝜕𝑓1
𝜕𝑥𝑛

𝜕𝑓2
𝜕𝑥1

𝜕𝑓2
𝜕𝑥2

· · ·
𝜕𝑓2
𝜕𝑥𝑛

...
...

. . .
...

𝜕𝑓𝑛
𝜕𝑥1

𝜕𝑓𝑛
𝜕𝑥2

· · ·
𝜕𝑓𝑛
𝜕𝑥𝑛

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

and B =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝜕𝑓1
𝜕𝑢1

𝜕𝑓1
𝜕𝑢2

· · ·
𝜕𝑓1
𝜕𝑢𝑛

𝜕𝑓2
𝜕𝑢1

𝜕𝑓2
𝜕𝑢2

· · ·
𝜕𝑓2
𝜕𝑢𝑛

...
...

. . .
...

𝜕𝑓𝑛
𝜕𝑢1

𝜕𝑓𝑛
𝜕𝑢2

· · ·
𝜕𝑓𝑛
𝜕𝑢𝑛

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(5.24)

C =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝜕𝑔1
𝜕𝑥1

𝜕𝑔1
𝜕𝑥2

· · ·
𝜕𝑔1
𝜕𝑥𝑛

𝜕𝑔2
𝜕𝑥1

𝜕𝑔2
𝜕𝑥2

· · ·
𝜕𝑔2
𝜕𝑥𝑛

...
...

. . .
...

𝜕𝑔𝑛
𝜕𝑥1

𝜕𝑔𝑛
𝜕𝑥2

· · ·
𝜕𝑔𝑛
𝜕𝑥𝑛

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

and D =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝜕𝑔1
𝜕𝑢1

𝜕𝑔1
𝜕𝑢2

· · ·
𝜕𝑔1
𝜕𝑢𝑛

𝜕𝑔2
𝜕𝑢1

𝜕𝑔2
𝜕𝑢2

· · ·
𝜕𝑔2
𝜕𝑢𝑛

...
...

. . .
...

𝜕𝑔𝑛
𝜕𝑢1

𝜕𝑔𝑛
𝜕𝑢2

· · ·
𝜕𝑔𝑛
𝜕𝑢𝑛

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(5.25)

There are some peculiarities associated with interpretation of results obtained

using linearized nonlinear systems compared to linear systems. One of these dif-

ferences is that any conclusion made based on the results applies to the operating

point rather than the system. This is in contrast to linear systems where any sta-

bility conclusion applies to the system globally. Thus, an equilibrium point of a

nonlinear system is asymptotically stable if all the eigenvalues of the linearized

state matrixA have negative real parts [81]. Another point to be considered when

studying linearized systems is that the models are valid in small regions around

the operating point. The word small is subjective and it changes from system

to system. So, the validity of the model should be verified against the nonlin-

ear model for the largest expected magnitude of the disturbance applied to the

system.

5.3.4 Analysis using software tools

The analysis of linear systems can be performed by using different tools which

can be grouped into two categories: numerical and symbolic computation tools.

Numerical tools, such as MATLAB®, perform all the calculations numerically to

the machine’s precision, while symbolic tools compute exact solutions [82], [83].

A downside of symbolic tools is that they tend to be slow when the system under

study is large. However, they can have comparable performance to numerical
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tools when performing large parameter sweep studies because the symbolic cal-

culations do not need to be repeated for each iteration. So, a numerical approach

is used in this thesis. In particular, the Control System Toolbox™, which is part

of MATLAB®, is used. The choice was motivated by the fact that the toolbox in-

tegrates seamlessly with Simulink®. This allows the system to be constructed in

a drawing-based environment, which is less prone to errors in the equations. The

toolbox has function to linearize the model and also to perform parameter sweep

analysis.

One challenge when using numerical methods in parameter sweep studies is

eigenvalue switching, whichmeans that the order of the eigenvalues changes dur-

ing parameter sweep. This makes it difficult to track a given eigenvalue because

the switching introduces jumps in the root locus. This issue can be addressed

by sorting the eigenvalues based on the correlation between eigenvectors at the

current and previous steps of the sweep [84]. The rationale behind the method

is that if the parameter change is small, the eigenvectors do not exhibit a drastic

change in direction, and hence there is a correlation between the eigenvectors.

The correlation matrix is calculated as shown in (5.26).

Cor = Φ𝐻𝑛𝑒𝑤Φ𝑜𝑙𝑑 (5.26)

where (·)𝐻 is the Hermitian (complex conjugate transpose) of a matrix, Φ𝑜𝑙𝑑 and

Φ𝑛𝑒𝑤 are the previous and current eigenvector matrices, respectively. Under the

assumption of distinct eigenvalues, the eigenvectors are orthogonal to each other.

Therefore, there will be one maximum value close to 1 in each row of Cor with

the other elements being close to zero. The row number is the old location of

the eigenvalue while the location of the maximum value (in each row) is the new

location of the eigenvalue. For example, if the second row of Cor has 0.9 at po-

sition 4 and zeros everywhere else, it means that the second eigenvalue in the

previous step has moved to the fourth position and this process can be repeated

until the end of the parameter sweep. As a result, the mode can be moved back

to its original location together with the corresponding eigenvectors. If Cor is an

identity matrix, no action is necessary. By implementing this algorithm, a desired

eigenvalue can be tracked during parameter sweeps. A sample implementation

of this algorithm in MATLAB®is shown in Listing 5.3. It should be noted that the

Control System Toolbox does not include implementation of this kind of mode-

sorting algorithm. The listing is included to give a sample implementation that

can work in MATLAB or OCTAVE.

The procedure followed in setting up a small-signal study in Simulink®is outlined

as follows:

1. The system model is created as a Simulink®diagram. The model is checked for
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Listing 5.3: Implementation of an eigenvalue-tracking algorithm in MATLAB.

1 function [Phi_new, Lambda_new] = eigen_track(Phi_prev, A)
2 %EIGEN_TRACK A function to track eigenvalues and eigenvector during
3 %sequential computation
4 % Syntax: [Phi_new, Lambda_new] = eigen_track(Phi_prev, A)
5 %
6 % Inputs:
7 % Phi_prev - Eigenvector matrix at the previous computation
8 % A - The matrix for which eigenvectors are computed
9 %
10 % Outputs:
11 % Phi_new - Eigenvector matrix at the current computation
12 % Lambda_new - Eigenvalue matrix at the current computation
13
14 %------------- BEGIN CODE --------------
15 % Compute the eigenvalues/vectors
16 [Phi_new, Lambda_new] = eig(A);
17 % Convert the diagonal eigenvalue matrix to a column vector
18 D = diag(Lambda_new);
19
20 % Compute the correlation between the current and the previous

eigenvectors
21 Cor = abs(Phi_new'*Phi_prev);
22 % Find the location of the maximum in each row of Cor
23 [~, max_idx] = max(Cor, [], 2);
24 % Swap the columns of the new eigenvector
25 Phi_new(:,max_idx) = Phi_new;
26 % Swap the elements of the eigenvalue vector
27 D(max_idx) = D;
28 % Convert the eigenvalue vector to a diagonal matrix
29 Lambda_new = diag(D);
30
31 end
32 %------------- END OF CODE --------------

error and its response is verified by simulation.

2. Input and output points are specified in the model.

3. A steady-state operating point is identified either by running load-flow or by sim-
ulating the model until it reaches steady-state and capturing the final states.

4. Parameters are specified for sweep analysis.

5. State-space model of the system is extracted by linearizing around the specified
operating point. If parameter sweep is specified, the operation results in multidi-
mensional matrices for each parameter value.

6. Eigenvalues and eigenvector are calculated for detailed analysis. Eigenvalue track-
ing is used when parameter sweeps are studied.
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5.3.5 Application - Small-signal analysis of an F2F dc-dc
converter

This section presents an original application of the small-signal analysis method

to an F2F dc-dc converter with the purpose of demonstrating the analysismethods

and highlighting subtleties that can appear. The case is taken from [9], which

presents a simplified model of an F2F converter for small-signal studies. The

focus in this section is not on the development of the models or the controllers;

these are presented in [9] and adopted here along with an explanation to give

some context whenever necessary. The goal of this section is to demonstrate the

use of the small-signal analysis method presented in the previous sections.

The system under study is composed of two MMCs connected on the ac side

via a coupling transformer. The two dc sides are modeled as voltage sources

behind a resistance to model the effect of the voltage drop on cables and the

drop associated with dc voltage droop control on ac/dc converters. The MMCs

are controlled using compensated modulation, which is explained in Chapter 4.

As per the discussion in Chapter 3, simplified energy-based models are sufficient

when compensated modulation is used. The ac side is controlled in dq domain

with an inner current loop and outer power (P,Q) loop introduced in Chapter 4.

Cascaded control is also applied on the dc side, where the inner loop is the dc

circulating current controller and the outer loop is the leg energy controller.

The overall goal of the controller is to control power flow though the dc-dc con-

verter, which is achieved by controlling the ac current. This creates a power

imbalance which leads to a change in the average leg energy. The leg energy

controller will then act to balance this power by adjusting the dc powers, which

is the intended effect. For the purpose of this section, the focus is on the response

of the system to a step change in ac active power reference from 0.8 pu to 0.7 pu

and back.

A plot of active powers flows in the converter is shown in Fig. 5.2, where the step

in the reference is applied at 4 s and 8 s. Positive power flow direction is from dc

side 1 to dc side 2. It is expected that the powers are such that 𝑝𝑑𝑐1 > 𝑝𝑎𝑐 > 𝑝𝑑𝑐2
because of the losses. This is, however, not the case in Fig. 5.2. The reason for this

is that the model used for simulation is based on aggregation of the two MMC

energy stateswhich is developed by neglecting the losses in the converter [9]. The

losses were not included because they have a negligible impact on the results of

small-signal analyses. This was demonstrated in [9], where the simplified model

is validated against more detailed models including the losses. The response in

active power is generally smooth with slight oscillation at the beginning of the

step changes. On the other hand, the leg energy states of the two sides (MMCs),
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Figure 5.2: Active power response to a step change in the active power reference.

which are depicted in Fig. 5.3, exhibit significant levels of oscillation. The origin of

these oscillations will be studied by using small-signal analysis in the following.
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Figure 5.3: Leg energy response to a step change in active power.

5.3.5.1 Mode identification

To identify the origin of the oscillation in Fig. 5.3, a small-signal analysis was set

upwith the active power reference (𝑝𝑟𝑎𝑐 ) as input and the two aggregate leg energy

states𝑤Σ
1 and𝑤Σ

2 as outputs. Then, a linearized model was generated followed by

the calculation of the eigenvalues shown in Table 5.1. The first useful information
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to link the oscillation in the time response to the eigenvalues is the frequency.

The frequency of oscillation is roughly 1Hz, as can be seen from Fig. 5.3. This

correlates to eigenvalues 13 and 14 in Table 5.1. Identification of the mode is

trivial in this case because there is only one mode with frequency close to the

one observed in the plot. In a more general case with eigenvalues close to each

Table 5.1: Eigenvalues for the F2F small-signal study [9].

Mode No. 𝜆 𝜁 𝑓𝑜𝑠𝑐 = 𝛽/(2𝜋) (𝐻𝑧)

1 −1970 + 𝑗5732 0.33 912

2 −1970 − 𝑗5732 0.33 912

3 −3128 + 𝑗3396 0.68 540

4 −3128 − 𝑗3396 0.68 540

5 −247 + 𝑗762 0.31 121

6 −247 − 𝑗762 0.31 121

7 −827 1.0 -

8 −183 + 𝑗81 0.91 12.9

9 −183 − 𝑗81 0.91 12.9

10 −189 1.0 -

11 −192 1.0 -

12 −121 1.0 -

13 −1.6 + 𝑗8 0.2 1.3

14 −1.6 − 𝑗8 0.2 1.3

15 0† - -

16 −610 + 𝑗263 0.92 41.8

17 −610 − 𝑗263 0.92 41.8

18 −100 1.0 -
†The eigenvalue at the origin is related to power balance achieved by the leg energy controller.

If it is uncontrolled, the average leg energy will drift in the events of power unbalance.

other, the dominant mode can be identified by computing the residue vector from

the selected input (𝑝𝑟𝑎𝑐 ) to the output 𝑤Σ
1 for all the modes. These values of the

residues show the magnitudes the response from each mode. This information

can be combined with the damping to a dominance factor 𝜂 [9], as given in (5.27).

𝜂 = |r| 
 𝜻 (5.27)

where 
 is the element-wise (Hadamard) division operator, r is a vector of residues

for the selected input-output pair across all the modes, and 𝜻 is a vector of damp-

ing values (third column in Table 5.1). The value of 𝜂 for modes with zero damp-

ing should be saturated to a maximum value to avoid infinite dominance factor.

A high value of 𝜂 shows that a mode has high presence and low damping, which
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means that it is likely to dominate the time response. Fig. 5.4 shows 𝜂 from 𝑝𝑟𝑎𝑐 to
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Figure 5.4: Mode dominance factors for the leg energy states [9].

𝑤Σ
1 ; a similar plot is obtained from𝑤Σ

2 . Two pairs of complex conjugate eigenval-

ues (5, 6) and (13, 14) have high dominance value. The second pair is consistent

with the earlier finding. The pair (5, 6), on the other hand, is not visible from the

time domain response in Fig. 5.3. This is explained by considering the fact that

the time response in Fig. 5.3 is excited by step changes in the input, while the

residues calculated using the state matrices are applicable only when investigat-

ing the response of the system to an impulse input. The impulse response of the

system, depicted in Fig. 5.5, exhibits the mode pair (5, 6) at the beginning of the

response which matches the prediction made by the dominance factor.
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Figure 5.5: Leg energy response to an impulse in active power.
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The effect of a step signal as opposed to an impulse can be studied by analyzing

the system matrices. A step signal is effectively an impulse signal passed through

an integrator [76]. This leads to onemore state (for the case of single input) which

modifies the state matrices as shown in (5.28).

A𝑠 =

[
A B

0 0

]
B𝑠 =

[
0

1

]

C𝑠 =
[
C D

]
D𝑠 = 0

(5.28)

where the subscript 𝑠 indicates the matrices for the case of a step input and the

ones without the subscript are the original state-space matrices. The dominance

factors computed with the modified model of (5.28) are shown in Fig. 5.6, which

clearly shows a single pair of eigenvalues that are consistent with the initial find-

ings. The main observation from this example is that the type of the excitation

plays an important role in the interpretation of the residues and the dominance

factor.
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Figure 5.6: Mode dominance factors for the leg energy states (step input).

5.3.5.2 Modal properties

Since the mode of interest was identified in the previous steps, the modal proper-

ties such as observability and participation factors are computed next in order to

gain a better insight into the system response. It is of interest to identify which

states the mode is associated with. This is best revealed by the participation fac-

tors, which are shown in Fig. 5.7. There are 18 states in total including the dc

voltages (𝑣𝑑𝑐1 and 𝑣𝑑𝑐2), the ac currents (𝑖𝑑 and 𝑖𝑞), the dc circulating currents (𝑖𝑐1
and 𝑖𝑐2), the leg energies (𝑤

Σ
1 and𝑤Σ

2 ), and other states associated with filters (𝛿’s)

and control states (𝛾 ’s). The measurement filters are used in the feedback path

for the control of the current, voltage, and leg energy states. Modes 13 and 14
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have strong participation factors associated with the leg energy states of the two

sides and their corresponding controllers. This implies that the modes can be

significantly influenced by the energy controllers. In addition to this informa-

tion, observability (mode shapes) can be used to make the connection between

the modal results and the observations from the time domain data.

𝑣 𝑑𝑐
1 𝑖 𝑐1 𝑖 𝑑 𝑖 𝑞 𝑣 𝑑𝑐
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Figure 5.7: Participation factors for modes 13 and 14. 𝛾 ’s are control integrator states,
and 𝛿’s are measurement filter states.

Observability of mode 13 in the leg energy states and the associated control states

are shown in themode phasor plot in Fig. 5.8. Since the selectedmode is a complex

conjugate pair, the observability values are also complex with both magnitude

and angle in the polar coordinates. It can be clearly seen that the observabilities

(mode shapes) of the two leg energy states are in phase opposition to each other

with similar magnitudes. This implies that the oscillation associated with this

mode will appear in the two states with opposite polarity. This can be confirmed

by inspecting the time domain plot in Fig. 5.3. The same observation applies

to the controller states. This can be interpreted as the two MMC energy states

oscillating against each other.

5.3.5.3 Parameter sweep

In Fig. 5.7, the eigenvalue pair (13, 14) are related to the energy control states.

This section shows an attempt to improve the controller response by changing

the proportional gain of the circulating current controllers. Since the circulating

current control is the inner loop for energy control, this will have a direct impact

on the energy controller response. The parameter was varied from the base value

of 𝑘𝑝 = 0.0038 all the way to 0.038 (10 × 𝑘𝑝 ). A linearized model of the system is

generated numerically for each value of 𝑘𝑝 . The eigenvalues are then calculated

from the statematrixA. Fig. 5.9 showsmode 13 on the complex plane as a function
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Figure 5.8: Observability of mode 13 in energy states of an F2F converter [9].

of the parameter 𝑘𝑝 . The plot shows several discontinuities caused by eigenvalue

switching, which is explained in the previous section. The eigenvalue tracking

algorithm given in Listing 5.3 can be used to rectify this problem; the result is

shown in Fig. 5.10, which is free from the discontinuities observed in Fig. 5.9.

−200 −160 −120 −80 −40 0

0

5

10

15

Real part 𝛼 (𝑁𝑝/𝑠)

Im
ag
in
ar
y
p
ar
t
𝛽
(r
a
d
/
s
)

Figure 5.9: Mode 13 during parameter sweep without eigenvalue tracking.

It can be seen from Fig. 5.10 that the eigenvalue moves to the left, which results

in a higher damping. However, the mode also moves upwards (increase in fre-

quency), which reduces the damping. Ideally, it is desired that the mode moves

only to the left side (without any increase in frequency) in order to achieve max-

imum damping for a given change in the parameter. In this particular case, the
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Figure 5.10: Mode 13 during parameter (𝑘𝑝 ) sweep with eigenvalue tracking.

mode moved more to the left than upwards, leading to an effective increase in

damping from 0.2 to 0.39. The damping improvement is evident in the time do-

main plot comparing the response for different values of 𝑘𝑝 shown in Fig. 5.11. In

addition to the increase in damping, an increase in 𝑘𝑝 leads to an increase in the

oscillation frequency (shrinking of the oscillation in Fig. 5.11) consistent with the

upward movement of the eigenvalue in Fig. 5.10. This section presented a review
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Figure 5.11: Leg energy response to a step change in power for different values of 𝑘𝑝

of the theoretical background for small-signal analysis setup and the implemen-

tation details in a numerical software package such as MATLAB®. Application
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of the method was demonstrated using an example to highlight a typical analy-

sis process while also showing numerical computation challenges like eigenvalue

switching. Themethod discussed in this section is applied in different parts of this

thesis with a goal of model validation and evaluation of controller performance.

The latter applies to the validation of a power oscillation damping controller us-

ing the energy storage capability of the MMC, which is presented in Chapter 8.

5.4 Power hardware in the loop testing

Performance of a system can be evaluated by using either simulations or labo-

ratory tests. Simulations provide a very flexible, low-risk environment for eval-

uating different configurations. Laboratory tests, on the other hand, offer exact

representation of the system under test, which is modeled with varying levels

of approximations in simulations. However, the advantage of accuracy comes at

the expense of cost and a reduced degree of freedom in the changing the system

configuration. It is, in particular, a challenge to test systems consisting of several

components, as is the case in ac/dc grids. Power Hardware In The Loop (PHIL)

tests offer a good trade-off between simulations and laboratory tests. Such setups

include part of the system (e.g. a converter) as physical equipment, while the re-

maining part is simulated using a real-time simulator. A brief overview of the

basic principle of PHIL testing is presented in the following sections. The PHIL

setup used in this thesis is also introduced.

5.4.1 Basic principle

The principle behind PHIL can be demonstrated by taking a simple example of

a voltage divider circuit shown in Fig. 5.12. The circuit is split into two parts by

the switch 𝑆1. As soon as 𝑆1 closes, the two parts of the circuit become electrically

connected. The two nodes 𝑎 and 𝑏 are said to be electrically connected when the

voltages at and currents through the points are the same. This is shown mathe-

matically in (5.29).

−

+
𝑉𝑠

𝑅1 𝑆1

𝑅2

𝐼𝑎 𝐼𝑏𝑎 𝑏

𝑉𝑎 𝑉𝑏

Figure 5.12: A simple voltage divider circuit to illustrate PHIL.

𝑉𝑎 = 𝑉𝑏 and 𝐼𝑎 = 𝐼𝑏 (5.29)

The basic idea behind PHIL is that 𝑎 and 𝑏 will still be electrically connected as
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long as (5.29) is satisfied even though there is no physical wire connecting the

two points. This implies that the circuit in Fig. 5.13 is equivalent to the one in

Fig. 5.12, given that 𝐼𝑏 = 𝐼𝑏 and𝑉𝑎 = 𝑉𝑎 . One of the two parts is often simulated in

real-time, while the other one is physically available. For example, 𝑉𝑠 and 𝑅1 can

be part of the simulated circuit and 𝑅2 is a physical resistor. The voltage at node 𝑎

in the simulation has to be applied to 𝑅2. This is accomplished by using a power

amplifier, which has to be large enough to supply the current 𝐼𝑏 = 𝑉𝑏/𝑅2. The

current flowing through 𝑅2 is then measured and injected in the simulated circuit.

The scaling factors 𝑘𝑎 and 𝑘𝑏 are used to normalize the data transferred between

the simulated and the physical systems in such a way that the two systems can

operate at a different voltage and current. Under ideal conditions, this setup will

work without any problems. However, there are some practical limitations that

introduce challenges in PHIL setups related to instability and loss of accuracy

[85]. The main nonidealities are:

−
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𝐼𝑏
−

+

𝑉𝑎 𝑅2

𝐼𝑎 𝐼𝑏𝑎 𝑏

𝑉𝑎 𝑉𝑏

𝐼𝑏 𝑘𝑏
𝑒−𝑠𝜏𝑏

𝑇𝑏𝑠 + 1
𝐼𝑏

𝑉𝑎 𝑘𝑎
𝑒−𝑠𝜏𝑎

𝑇𝑎𝑠 + 1
𝑉𝑎

Figure 5.13: Transformation of a voltage divider circuit into a PHIL setup.

1. The power amplifier has limited bandwidth and resolution in terms of magnitude.
This introduces distortion on the voltage applied to the physical circuit. This effect
is represented by 𝑇𝑎 in Fig. 5.13.

2. The measurement system has associated filtering lag (𝑇𝑏 in Fig. 5.13) and distor-
tion due to noise. Additional distortion is introduced by the Analog to Digital
Converters (ADCs) used to convert measured signals into digital values that can
be processed by the real-time simulator.

3. There are delays due to real-time simulation time step and communication latency.
Real-time simulation has a constraint to read its inputs and write to its outputs in
synchronism with the external system. These read and write operations are per-
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formed within each simulation time step. A consequence of this is the presence of
one time step delay between the reading of the measurements to the time when
reference voltage is sent to the power amplifier. When the simulated system be-
comes complex, the simulation time step has to be increased to avoid overrun.
Therefore, the effect of the simulation time step delay is more severe when sim-
ulating large systems. Communication delays can often be neglected unless the
physical distance between the simulator and the physical system is large, leading
to time delays in the same order as the simulation time step. The effect of time
delays is captured by 𝜏𝑎 and 𝜏𝑏 in Fig. 5.13.

A combination the above-mentioned factors can lead to a loss of accuracy and

stability. The accuracy can be checked by comparing against an offline simulation

with a much smaller time step. A method for performing stability analysis is

presented in the [85].

The dependent current and voltage sources in Fig. 5.13 form a type of interface

algorithm called Ideal Transformer Model (ITM) [85]. Several other interface al-

gorithms have been discussed in the literaturewith the aim of improving accuracy

and stability properties [85], [86]. However, the ITM was found to be adequate

for the tasks performed in this thesis. Since instability can lead to equipment

damage, it is important to perform analyses and simulations at several levels be-

fore implementing the PHIL setup. The workflow followed during this thesis is

as follows:

Offline simulation: Perform offline simulation with the whole systemwithout includ-
ing the interface algorithm.

Stability analysis: Analyze stability of the system including the interface algorithm
effects.

Offline simulation with non-ideal interface: Perform simulations including the ef-
fect of the non-ideal power amplifier and measurement system. The simulation is also
run in fixed steps with the target time step to be used in the real-time simulation.

Real-time simulation: Perform real-time simulation using the model obtained from
the previous steps. The partitioning of the model should reflect the final partitioning
between the simulation and physical systems. The aim of this step is to check stability
and to test whether the target time step is large enough for simulation without overrun.
If the real-time simulator has multiple cores, the system can be further partitioned into
smaller sections that can be run with smaller time steps. If the selected time step is not
sufficiently large, a larger time step is selected and the previous two steps are repeated.

PHIL testing: Prepare the hardware setup and perform PHIL test. Soft energization
and de-energization procedures should be in place to avoid transient stress on the test
system.
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5.4.2 PHIL setup

This section discusses the PHIL setup used in this thesis. All the tests were per-

formed in the National Smart Grid Laboratory of Norway [87], which is run

jointly by NTNU and SINTEF. The laboratory has a wider array of equipment

targeted at several smart grid applications. Of particular interest in this thesis

are the real-time simulators, the MMCs, and the power amplifier. Each of these

is briefly discussed in the following.

The real-time simulator lies at the heart of a PHIL setup, where it facilitates

communication between the different components as shown in Fig. 5.14. OPAL-

RT real-time simulators with several processor cores were available in the lab.

One of the cores is dedicated to user interaction, i.e. command interface and plot-

ting, while the others can run parts of a partitioned system or several independent

simulations at the same time. The models are built in the MATLAB/Simulink en-

vironment, and later compiled in RT-Lab, which is an integrated development

environment from OPAL-RT.

ThreeMMC converters with 6 half-bridge, 12 full-bridge, and 18 half-bridge sub-

modules per arm, were available in the laboratory. Each of these converters was

rated for 60 kW, 700Vdc, and 400Vac. The MMCs also include a three-phase,

400V:400V, 50Hz coupling transformer. The low-level controllers for the MMCs

were implemented on Field Programmable Gate Array (FPGA) boards, while the

mid- and high-level controllers were run on one of the cores of the real-time

simulator. Therefore, the real-time simulator sends insertion indexes over the

communication line. Measured voltages and currents are sent in the opposite di-

rection over the link. As mentioned in Chapter 4, the scope of this thesis is limited

to mid- and high-level controllers, and hence all the controllers discussed in this

thesis are implemented in the real-time simulator.

The power amplifier has 6 outputs rated for 700V which can be configured as

either ac or dc. The amplifier has a total capacity of 200 kVA and bandwidth of up

to 5 kHz. The real-time simulator sends voltage references to each of the ampli-

fier outputs over the communication line, and in return, the amplifier reports its

voltage and current measurement at its outputs. The output configuration used

in this thesis is shown in Fig. 5.14.

In summary, the PHIL setup used in this thesis is introduced in this section to-

gether with basic theoretical details. The simplest interface algorithm, i.e. ITM, is

used because it showed a good performance for the test cases in this thesis. The

test setup was used in Chapters 6 and 8 to test control methods at the converter

and system levels, respectively.
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Figure 5.14: Functional block diagram of the laboratory setup for PHIL testing.

5.5 Summary

This chapter presented the methods used in the thesis for analysis and testing.

The methods are categorized into three: time-domain simulations, small-signal

analysis, and PHIL testing. Each of these categories is presented in detail in-

cluding a review of the background theory and some practical aspects that might

be encountered during the analysis and testing. Time-domain simulation offers

a quick way to get test a system both in steady state and transient conditions.

Small-signal analysis offers an intuitive way to analyze and understand dynamics

of even the most complex systems. Finally, PHIL testing gives a close-to-reality

testing environment to validated control algorithms or to analyze the stability of

systems when the complete system is either too expensive or too large to real-

ize in the setup. A custom simulation library, suitable for each of the methods,

was developed in Simscape. The methods are used in the next chapters of this

thesis in a complementary manner where the output of one type of analysis pro-

vides information that is not obtained from the others or where one is used as a

validation reference for the other.



6
Improved MMC Energy Control

This chapter presents an improved energy control scheme combining the open-loop
compensated modulation with closed-loop control of the average energy. In the
open-loop compensated modulation, the arm voltages are estimated from the mea-
sured currents and the voltage reference coming from the controllers. In the pro-
posed scheme, the estimation is complemented by an online parameter adjustment
method which addresses the main limitation of the open-loop method: poor per-
formance due to parameter errors. Detailed development of the method together
with validation using both simulations and experimental testing is presented in this
chapter. This controller provides the mid-level control which is needed to enable
the energy-based services presented in the next two chapters. The discussion in this
chapter is supported by the following contributions by the author.

A. A. Taffese, E. Tedeschi, and E. de Jong, “Arm voltage estimation method for com-

pensated modulation of modular multilevel converters,” in 2017 IEEE Manchester Pow-

erTech, Jun. 2017, pp. 1–6

A. A. Taffese, E. de Jong, S. D’Arco, et al., “Online Parameter Adjustment Method for

Arm Voltage Estimation of the Modular Multilevel Converter,” IEEE Transactions on

Power Electronics, vol. 34, no. 12, pp. 12 491–12 503, Dec. 2019, issn: 1941-0107

Chapter Outline

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

6.2 Average model of the MMC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

6.3 Estimation of the arm voltages . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

6.4 Average energy control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

6.5 Simulation results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

6.6 Parameter error correction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

6.7 Simulation and experimental results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

6.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

91



92 6.1 Introduction

6.1 Introduction

The Modular Multilevel Converter (MMC) has a complex structure with large

number of Submodules (SMs) and interconnections [20], [23]. Thus, it requires a

number of additional controllers [59], [88], [89] compared to the two-level Volt-

age Source Converter (VSC). As highlighted in Chapter 4, one of these added con-

trollers is responsible for the calculation of insertion indexes, which are signals

that dictate the percentage of submodules inserted in a given arm at a given time.

Several methods to calculate these indexes have been described in the literature

[10], [21], [40], [62], [90], [91] (see Section 4.3.1), each one leading to a different

trade-off between simplicity and performance. The simplest option is the direct

voltage control (a subset of uncompensated modulation techniques [40]), which

assumes that the arm capacitor voltages are ripple-free, and hence, it generates

the ac and common-mode references without applying any compensation. This

leads to a significant amount of second harmonic ripple in the circulating current,

resulting in an increased power loss [58]. Moreover, direct voltage control leads

to an uncontrolled coupling between the different harmonic components, which

can lead to oscillations during transients [45]. Circulating current suppression

controllers [21], [92]–[95] have been proposed to suppress the ripple, but the os-

cillation problem [45] is not solved by such controllers. Furthermore, it was found

that these controllers can negatively interact with other higher-level controllers

[46].

Compensatedmodulation [40] (also referred to as indirectmodulation [59]) solves

the aforementioned problems by avoiding the need for a circulating current sup-

pression controller. This is achieved by dividing the voltage references, gener-

ated by the high-level controllers, by the respective arm voltages to generate the

insertion indexes. By doing so, the circulating current ripple can be effectively

suppressed without any additional controllers [58]. Applying compensated mod-

ulation also limits the coupling among the internal variables of the MMC [40],

avoiding the undesired oscillations reported in [45]. The arm voltage can be ei-

ther measured (closed-loop [58]) or estimated (open-loop [62]) for the purpose of

compensated modulation.

The main drawbacks of compensated modulation using measured arm voltages

are that the system becomes open-loop unstable [96], and that ideal measurement

of the arm voltage is required to achieve effective suppression of the ripple. The

first drawback can be overcome by implementing closed-loop control of the sum

and difference energy components in a leg. However, the second problem is dif-

ficult to address because measurement systems will inevitably exhibit distortion

and delay. The open-loop method solves these two problems by using estimated
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values of the arm voltages. Furthermore, it has been shown in [64], [65] that

the open-loop approach is globally asymptotically stable without a closed-loop

arm voltage controller. However, it requires accurate knowledge of the param-

eters, particularly the arm capacitance and time delay due to measurement and

communication. Such a requirement is not easy to satisfy because, even if the pa-

rameters are accurately known in the beginning, their values are likely to change

as the components age and as the environmental conditions change. For example,

capacitance of capacitors can drop by up to 20% over their lifetime [97], [98]. This

leads to a mismatch between the actual parameters and the ones known to the

arm voltage estimator. Such a mismatch will be referred to as ‘parameter error’

henceforth.

The effect of parameter errors is twofold: 1) the average arm energy deviates

from the desired reference because of capacitance error, and 2) the ripples in the

arm energy are phase shifted and scaled due to capacitance and time delay errors,

leading to circulating current ripple. The first effect, in the extreme case, causes

the converter to go into over-modulation, even when the value set by the open-

loop modulator is within the normal operation range. Ref. [10] overcomes this

problem by controlling the average arm energy using the average value of the

measured arm voltage, while the ripples are estimated using measured currents

and references from high-level controllers. This is possible because the average

part is not significantly affected by distortion and delay of the measurement path.

Although the method in [10] makes the average part insensitive to parameter

errors, effective removal of the circulating current ripple still requires accurate

knowledge of the arm capacitance value and of the time delay in themeasurement

and control path.

This chapter proposes a complete scheme, based on [10] and [15], that includes

a method for correcting parameter errors online. The proposed method includes

closed-loop control of the average arm energy, and compensated modulation us-

ing estimated arm voltages with parameter error correction. The parameter cor-

rection method uses the first and second harmonic components (with respect

to the fundamental ac side frequency) of the circulating current ripple as feed-

back. These current components should not be present if the parameters are ac-

curately known. Therefore, the proposed method is a feedback controller that

adjusts the estimated parameters to force these two circulating current compo-

nents to zero. Unlike circulating current suppression controllers, this controller

is activated only when the circulating current ripple magnitude exceeds a preset

threshold and then deactivated once the parameter correction process is com-

plete. Additionally, the proposed controller can be designed to be significantly

slower (10 to 100 times) compared to other controllers leading to sufficient fre-
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quency decoupling. This frequency separation is not applicable in circulating

current suppression controllers because they have be tuned to be sufficiently fast

to keep the circulating current ripple close to zero by actively rejecting distur-

bances coming from other controllers and changes in operating point. Conse-

quently, the proposed controller can be designed in such a way that it does not

negatively interact with other controllers in the system. A similar scheme using

closed-loop controllers to compensate for arm inductor parameter variation in

the energy balancing of the alternate arm converter has been reported in [99].

The main contributions of this chapter are: 1) development of a complete control

scheme for the average arm energy, 2) mathematical derivation of the relation

between the parameter errors and the circulating current ripples, 3) development

of a method to correct the errors online using a feedback controller, and 4) val-

idation of the proposed scheme using simulations and laboratory experiments.

The remainder of this chapter is organized as follows. Section 6.2 presents an

average model of the MMC. The arm voltage estimation method adopted in this

chapter is dealt with in Section 6.3. Section 6.4 presents design and analysis of

the closed-loop control of the average arm energy. Simulation results showing

the performance of the basic implementation of the control scheme without pa-

rameter correction are presented in Section 6.5. The effect of parameter errors,

together with the proposed parameter correction method, is discussed in Sec-

tion 6.6. Simulation and experimental results are addressed in Section 6.7, fol-

lowed by conclusion in Section 6.8.

6.2 Average model of the MMC

The MMC can be modeled with different levels of detail depending on the type

of study and size of the system [34], [37]–[42], as discussed in Chapter 3. This

chapter focuses on the dynamics and the parameter variation effects at the arm-

level, which are shown to be adequately represented by average models [33], [34].

Submodule level individual parameter variations are not considered because the

collective effect of such variations is captured by an aggregate arm-level varia-

tion, which is sufficient for the purpose of the analysis in this chapter. Therefore,

an average modeling approach is adopted in this chapter. The circuit diagram

of a leg of an MMC given in Fig. 3.1 is repeated here in Fig. 6.1 for quick refer-

ence. The figure shows the MMC topology together with the relevant variable

definitions and the assumed polarities. All the quantities in this chapter are in

Per-unit (pu) with respect to the base values given in Table 6.1 (see Chapter 3 for

detailed discussion in per-unit values), where the ac base values are applied to

the quantities along the ac loop while the dc ones are used for variables in the

dc loop. The arm voltages and currents are considered to be dc side quantities.
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The pu base value for the energy,𝑊𝑏 in Table 6.1, is chosen such that the relation

between voltage across an arm, 𝑣 , and energy of the arm, 𝑤 , becomes 𝑤 = 𝑣2 in

per-unit [33]. The model presented in this chapter closely follows the derivation

of the energy-based model in Chapter 3 with some differences in the simplify-

ing assumptions. Some of the steps in the derivation are repeated here for quick

reference.

The upper and lower arm insertion indexes, 𝑛𝑢 and 𝑛𝑙 are calculated as depicted

in (6.1). The sub-scripts 𝑢 and 𝑙 denote the upper and lower arms, respectively.

The superscript (·)𝑟 indicates reference values generated by the controllers.

𝑛𝑢 =
1

𝑣𝑐𝑢

(
1

2
𝑣𝑟𝑑𝑐 − 𝑣𝑟𝑐 −

1

2
𝑣𝑟𝑠

)
and 𝑛𝑙 =

1

𝑣𝑐𝑙

(
1

2
𝑣𝑟𝑑𝑐 − 𝑣𝑟𝑐 +

1

2
𝑣𝑟𝑠

)
(6.1)

where 𝑣𝑟
𝑑𝑐

is the dc voltage reference (typically set to 1.0 pu), 𝑣𝑟𝑐 is a control signal

used to shape the circulating current, and 𝑣𝑟𝑠 is the ac voltage reference. 𝑣𝑐𝑢 and 𝑣𝑐𝑙
are estimates of the arm voltages whose values are selected based on the method

used for calculating the insertion indexes. For example, the dc voltage is used

in the case of direct voltage control [58] while measured arm voltages (sum of

capacitor voltages) are used in compensated modulation [40].

Table 6.1: Per-unit base values.

Description Value

power 𝑆𝑏
dc voltage 𝑉 𝑑𝑐

𝑏

ac voltage 𝑉 𝑎𝑐
𝑏

= 1
2𝑉

𝑑𝑐
𝑏

dc current 𝐼𝑑𝑐
𝑏

= 𝑆𝑏/𝑉
𝑑𝑐
𝑏

ac current 𝐼𝑎𝑐
𝑏

= 2
3𝑆𝑏/𝑉

𝑎𝑐
𝑏

dc resistance 𝑅𝑑𝑐
𝑏

= 𝑉 𝑑𝑐
𝑏

/𝐼𝑑𝑐
𝑏

ac resistance 𝑍𝑎𝑐
𝑏

= 𝑉 𝑑𝑐
𝑏

/𝐼𝑑𝑐
𝑏

dc inductance 𝐿𝑑𝑐
𝑏

= 𝑅𝑑𝑐
𝑏

dc capacitance 𝐶𝑑𝑐
𝑏

= 1/𝑅𝑑𝑐
𝑏

arm energy 𝑊𝑏 = 1
2

𝐶𝑆𝑀
𝑁

(
𝑉 𝑑𝑐
𝑏

)2

𝑙𝑑𝑐 =
𝐿𝑎𝑟𝑚

𝐿𝑑𝑐
𝑏

𝑟𝑑𝑐 =
𝑅𝑎𝑟𝑚

𝑍𝑑𝑐
𝑏

𝐶𝑎𝑟𝑚 = 𝑐𝑎𝐶
𝑑𝑐
𝑏 =

𝐶𝑆𝑀
𝑁

Estimates of the arm voltages [62] are used in this chapter. The upper and lower

arm currents (Fig. 6.1) can be decomposed into common mode, 𝑖𝑐 , and differential

mode, 𝑖𝑠 , components as shown in (6.2). This decomposition helps in separating
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𝐶𝑑𝑐

Figure 6.1: Per phase MMC circuit.
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the controllers of the ac side from those of the dc side.

𝑖𝑢 = 𝑖𝑐 +
2

3
𝑖𝑠 and 𝑖𝑙 = 𝑖𝑐 −

2

3
𝑖𝑠 (6.2)

The factor 2/3 is a result of the selected Per-unit conversion (Table 6.4). The

energy in the upper and lower arms, 𝑤𝑢 and 𝑤𝑙 , are governed by (6.3).

𝑐𝑢
2

d

dt
𝑤𝑢 = 𝑣𝑐𝑢 · 𝑛𝑢 · 𝑖𝑢 =

𝑣𝑐𝑢
𝑣𝑐𝑢

(
1

2
𝑣𝑟𝑑𝑐 − 𝑣𝑟𝑐 −

1

2
𝑣𝑟𝑠

) (
𝑖𝑐 +

2

3
𝑖𝑠

)

𝑐𝑙
2

d

dt
𝑤𝑙 = 𝑣𝑐𝑙 · 𝑛𝑙 · 𝑖𝑙 =

𝑣𝑐𝑙
𝑣𝑐𝑙

(
1

2
𝑣𝑟𝑑𝑐 − 𝑣𝑟𝑐 +

1

2
𝑣𝑟𝑠

) (
𝑖𝑐 −

2

3
𝑖𝑠

) (6.3)

where 𝑐𝑢 and 𝑐𝑙 are the upper and lower arm capacitances in pu. In Chapter 3,

the arm capacitors of the upper and lower arms were assumed to be equal. Equa-

tion (6.3) can be transformed into the form shown in (6.4) where the upper and

lower energy terms are replaced by their sum, 𝑤Σ = 𝑤𝑢 + 𝑤𝑙 , and difference,

𝑤Δ = 𝑤𝑢 −𝑤𝑙 , and the common mode voltage is defined as 𝑣𝑟𝑐𝑚 = (𝑣𝑟
𝑑𝑐

− 2𝑣𝑟𝑐 )/2.

1

2

d

dt
𝑤Σ =

(
𝑣𝑐𝑢

𝑐𝑢𝑣𝑐𝑢
+

𝑣𝑐𝑙
𝑐𝑙𝑣𝑐𝑙

) (
𝑣𝑟𝑐𝑚𝑖𝑐 −

1

3
𝑣𝑟𝑠 𝑖𝑠

)
+

(
𝑣𝑐𝑢

𝑐𝑢𝑣𝑐𝑢
−

𝑣𝑐𝑙
𝑐𝑙𝑣𝑐𝑙

) (
2

3
𝑣𝑟𝑐𝑚𝑖𝑠 −

1

2
𝑣𝑟𝑠 𝑖𝑐

)

1

2

d

dt
𝑤Δ =

(
𝑣𝑐𝑢

𝑐𝑢𝑣𝑐𝑢
−

𝑣𝑐𝑙
𝑐𝑙𝑣𝑐𝑙

) (
𝑣𝑟𝑐𝑚𝑖𝑐 −

1

3
𝑣𝑟𝑠 𝑖𝑠

)
+

(
𝑣𝑐𝑢

𝑐𝑢𝑣𝑐𝑢
+

𝑣𝑐𝑙
𝑐𝑙𝑣𝑐𝑙

) (
2

3
𝑣𝑟𝑐𝑚𝑖𝑠 −

1

2
𝑣𝑟𝑠 𝑖𝑐

) (6.4)

Dynamics of the circulating current can similarly be derived as shown in (6.5).

𝑙𝑑𝑐
d

dt
𝑖𝑐 =

1

2
𝑣𝑑𝑐 −

1

2

(
𝑣𝑐𝑢
𝑣𝑐𝑢

+
𝑣𝑐𝑙
𝑣𝑐𝑙

)
𝑣𝑟𝑐𝑚 +

1

4

(
𝑣𝑐𝑢
𝑣𝑐𝑢

−
𝑣𝑐𝑙
𝑣𝑐𝑙

)
𝑣𝑟𝑠 − 𝑟𝑑𝑐𝑖𝑐 (6.5)

where 𝑙𝑑𝑐 and 𝑟𝑑𝑐 are the arm inductance, 𝐿𝑎𝑟𝑚 , and resistance, 𝑅𝑎𝑟𝑚 , in pu with

the dc base values in Table 6.1. Equations (6.4) and (6.5) constitute a third-order

dynamic arm model that will be used in this chapter.

6.3 Estimation of the arm voltages

The ripple in the arm voltages can be estimated from the measured currents, and

reference voltages obtained from the controllers. The implementation presented

in [34] uses closed-form expressions of per-phase ripple estimates. Alternative

methods have been presented in [21], [100], which include a method that extracts

the ripples from the measured arm voltages using band-pass filters [21]. This ap-

proach is attractive from the perspective of minimizing computation and avoid-

ing nonlinear operations [21]. The implementation in this chapter is based on

the closed-form expressions [34] because the same equations will be used in the

derivation of the algorithm for parameter error correction in Section 6.6. How-

ever, the results obtained in this chapter are equally applicable to the band-pass
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filter approach. The following assumptions [62] are made to simplify the deriva-

tion:

A.1 The ac voltages and currents are purely sinusoidal waveforms at fundamen-

tal frequency. Additionally, the grid frequency is assumed to be constant

over time, which implies that all the harmonic components are also con-

stant frequency.

A.2 The dc quantities and peak values of the ac quantities change slowly com-

pared to the fundamental period. Consequently, they are treated as con-

stants in the derivation.

A.3 The estimated arm capacitor voltages converge to the actual values in steady-

state (i.e. 𝑣𝑐𝑢,𝑙 = 𝑣𝑐𝑢,𝑙 ).

Assumption A.1 is reasonable because the MMC is capable of producing near-

sinusoidal waveforms. Moreover, it can be shown that the impact of harmonics

in the ac quantities on the arm voltage estimator is negligible under normal op-

erating conditions where the THD is low (for example below 1.5% according to

IEEE 519 [101]). The second assumption is not valid during fast transients, but

this does not have a significant impact; its effect will be shown using simulation

and experimental results in Section 6.7. Assumption A.2 is acceptable because

the grid quantities are assumed not to change abruptly under normal operation.

Assumption A.3 is affected by the presence of parameter errors and will be dis-

cussed in Section 6.6. The phase voltage reference and the phase current are

given by (6.6) where 𝑉 𝑟𝑠 and 𝐼𝑠 are peak values of the phase voltage reference and

phase current, respectively. The quantities 𝜙𝑣 and 𝜙𝑖 are phase angle offsets of the

voltage and current, respectively, with respect to a common angle reference. For

the case of a balanced three-phase system, phases b and c would have additional

phase shifts of −2𝜋/3 and 2𝜋/3, respectively.

𝑣𝑟𝑠 = 𝑉 𝑟𝑠 cos (𝜔𝑡 + 𝜙𝑣) and 𝑖𝑠 = 𝐼𝑠 cos (𝜔𝑡 + 𝜙𝑖) (6.6)

Since all the ac components in the system have constant frequency and ampli-

tude in steady state (Assumptions A.1 and A.2), they can be converted into com-

plex constants, at their respective frequencies, in phasor domain. Phasor form

is chosen because it makes the derivation applicable to both single-phase and

balanced three-phase systems. For balanced three-phase systems, these phasors

correspond to the dq values where the d and q components are the real and imag-

inary parts, respectively. The phasors will be denoted by boldface capital letters

with arrows on top.
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Because of Assumption A.3, the energy dynamics given by (6.4) simplify to (6.7).

d

dt
𝑤Σ = 2𝑏Σ

(
𝑣𝑟𝑐𝑚𝑖𝑐 −

1

3
𝑣𝑟𝑠 𝑖𝑠

)
+ 2𝑏Δ

(
2

3
𝑣𝑟𝑐𝑚𝑖𝑠 −

1

2
𝑣𝑟𝑠 𝑖𝑐

)

d

dt
𝑤Δ = 2𝑏Δ

(
𝑣𝑟𝑐𝑚𝑖𝑐 −

1

3
𝑣𝑟𝑠 𝑖𝑠

)
+ 2𝑏Σ

(
2

3
𝑣𝑟𝑐𝑚𝑖𝑠 −

1

2
𝑣𝑟𝑠 𝑖𝑐

) (6.7)

where 𝑏Σ =
(
1
𝑐𝑢

+ 1
𝑐𝑙

)
and 𝑏Δ =

(
1
𝑐𝑢

− 1
𝑐𝑙

)
. It should be noted that (6.7) is still valid

when there are parameter errors, because the effect of the mismatch between the

estimates, 𝑣𝑐𝑢,𝑙 , and the actual arm voltages, 𝑣𝑐𝑢,𝑙 , has a negligible impact on the

energy dynamic equations. This can be verified by linearizing the divisions in

(6.4) and evaluating the contribution of the mismatches. Consequently, (6.7) is

used in the remainder of this chapter. Depending on the harmonic content in 𝑖𝑐 ,

different components appear in 𝑤Σ and 𝑤Δ. In this chapter the circulating cur-

rent is assumed to have a dc component, 𝑖𝑐0, a first harmonic, 𝑖𝑐1, and a second

harmonic, 𝑖𝑐2. The other harmonic components are not included because their

magnitudes are assumed to be negligible compared to the aforementioned com-

ponents. As a result, 𝑤Σ and 𝑤Δ can be written in the form shown in (6.8) by

expanding the ac components in (6.7).

𝑤Σ = 2𝑏Σ
(
ℎ20 + ℎ11 + ℎ22

)
+ 2𝑏Δ

(
ℎ10 + ℎ12 + ℎ21 + ℎ32

)
+ 2𝑤0

𝑤Δ = 2𝑏Δ
(
ℎ20 + ℎ11 + ℎ22

)
+ 2𝑏Σ

(
ℎ10 + ℎ12 + ℎ21 + ℎ32

) (6.8)

where ℎ𝑘𝑝 is the 𝑘 th harmonic energy component caused by the 𝑝th harmonic

of 𝑖𝑐 . For instance, ℎ21 is a second harmonic component due to the first har-

monic of 𝑖𝑐 (𝑖𝑐1). Table 6.2 shows the definitions of the harmonic components

together with their corresponding phasors. �V𝑟𝑠 and �I𝑠 are the ac voltage refer-

ence and ac current in phasor form. 𝑣𝑟𝑐𝑚 and 𝑖𝑐0 are assumed to be dc quanti-

ties, so the notation for these quantities does not change when transforming to

phasor form. The phasor equations in Table 6.2 are obtained by transforming

the terms in the brackets of (6.7) into phasor form followed by time-integration,

which, in phasor domain, is equivalent to division by 𝑗𝑘𝜔 where 𝑘 is the har-

monic order. Products of two time-domain sinusoids such as 𝑣𝑟𝑠 𝑖𝑠 are expanded

using the trigonometric angle addition formula before conversion to phasor form

(i.e. 𝑣𝑟𝑠 𝑖𝑠 =
1
2𝑉

𝑟
𝑠 𝐼𝑠 (cos(𝜙𝑣 − 𝜙𝑖) + cos(2𝜔𝑡 + 𝜙𝑣 + 𝜙𝑖)), which translates to a dc com-

ponent, 1
2�{�V𝑟𝑠

�I∗𝑠 }, and a second harmonic phasor, 1
2
�V𝑟𝑠
�I𝑠 ). Equation (6.8) and

Table 6.2 describe a general case where the circulating current has non-zero rip-

ple, which happens only when there are parameter errors. This will be revisited

in Section 6.6. However, for the purpose of deriving the arm voltage estimator



100 6.3 Estimation of the arm voltages

Table 6.2: Definition of harmonic components.

Time Domain Phasor

ℎ10 =
∫ (

2
3𝑣
𝑟
𝑐𝑚𝑖𝑠 −

1
2𝑣
𝑟
𝑠 𝑖𝑐0

)
d𝑡 �H10 = 2

𝑗3𝜔 𝑣
𝑟
𝑐𝑚
�I𝑠 −

1
𝑗2𝜔

�V𝑟𝑠 𝑖𝑐0

ℎ20 = − 1
3

∫
𝑣𝑟𝑠 𝑖𝑠 d𝑡 �H20 = − 1

𝑗12𝜔
�V𝑟𝑠
�I𝑠

ℎ11 =
∫
𝑣𝑟𝑐𝑚𝑖𝑐1 d𝑡 �H11 = 1

𝑗𝜔 𝑣
𝑟
𝑐𝑚
�I1

ℎ21 = − 1
2

∫
𝑣𝑟𝑠 𝑖𝑐1 d𝑡 �H21 = − 1

𝑗8𝜔
�V𝑟𝑠
�I1

ℎ12 = − 1
2

∫
𝑣𝑟𝑠 𝑖𝑐2 d𝑡 �H12 = − 1

𝑗4𝜔
�V𝑟∗𝑠

�I2

ℎ22 =
∫
𝑣𝑟𝑐𝑚𝑖𝑐2 d𝑡 �H22 = 1

𝑗2𝜔 𝑣
𝑟
𝑐𝑚
�I2

ℎ32 = − 1
2

∫
𝑣𝑟𝑠 𝑖𝑐2 d𝑡 �H32 = − 1

𝑗12𝜔
�V𝑟𝑠
�I2

equations, the parameters are assumed to be known, which means that there

is no circulating current ripple. This implies that all the harmonics due to the

first and second harmonic components of the circulating current are zero (i.e.

ℎ11 = ℎ21 = ℎ12 = ℎ22 = ℎ32 = 0). Hence, the estimates of the sum and difference

energies, 𝑤̂Σ and 𝑤̂Δ, can be written in the form shown in (6.9).

𝑤̂Σ = 2𝑤0 + 2𝑏Σℎ̂20 + 2𝑏Δℎ̂10 and 𝑤̂Δ = 2𝑏Σℎ̂10 + 2𝑏Δℎ̂20 (6.9)

where ℎ̂10 and ℎ̂20 are the first and second harmonic components, respectively, in

time domain. 𝑤0 is the average (dc) component, 𝑏Σ and 𝑏Δ the arm capacitance

parameters known to the estimator. Phasor domain representation of ℎ̂10 and ℎ̂20

are �̂H10 and �̂H20, respectively, which are defined in (6.10).

�̂H10 =
1

𝑗𝜔

(
2

3
𝑣𝑟𝑐𝑚�I𝑠 −

1

2
𝑖𝑐0 �V

𝑟
𝑠

)
and �̂H20 =

−1

12 𝑗𝜔
�V𝑟𝑠
�I𝑠 (6.10)

The corresponding time-domain ripples, ℎ̂10 and ℎ̂20, are obtained by inverse

transforming (6.10). For the case of balanced three-phase systems, this is done

by applying dq to abc transformations at fundamental frequency for �̂H10, and at

second harmonic for �̂H20. Since �̂H20 is a negative sequence signal, phases b and c

of the output of the second harmonic transformation should be swapped. Then,

the sum and difference energies are computed using (6.9). Finally, the arm volt-

ages are computed from the corresponding energy term as shown in (6.11). The

complete structure of the arm voltage estimator, together with the average en-

ergy controller, for a balanced three-phase system is shown in Fig. 6.2. Although

the system is balanced with respect to the ac current and voltages, the estimator

parameters, 𝑏Σ and 𝑏Δ, should be computed per phase since the capacitance of the
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arms can be different because of tolerance values.

𝑣𝑐𝑢 =
√
𝑤̂𝑢 =

√
𝑤̂Σ + 𝑤̂Δ

2
𝑣𝑐𝑙 =

√
𝑤̂𝑙 =

√
𝑤̂Σ − 𝑤̂Δ

2
(6.11)

The average (dc) component of 𝑤̂Σ can be obtained by averaging of the arm volt-

ages at the leg level (per-phase) or converter level. Since the converter is assumed

to be symmetric, converter level averaging is used. Therefore, the measured dc

energy, 𝑤0
𝑚 in Fig. 6.2, is obtained by averaging the six arm energies as given by

(6.12). This effectively extracts the average value from the measurement. Then a

low-pass filter is applied to the signal to remove noise, distortion, and fast tran-

sients. The measured dc circulating current, 𝑖𝑐0𝑚 in Fig. 6.2, is obtained by aver-

aging the arm current as shown in (6.12).

𝑤0𝑚 =
1

6

∑

𝑥,𝑦

𝑣2𝑐𝑥𝑦 𝑖𝑐0𝑚 =
1

6

∑

𝑥,𝑦

𝑖𝑥𝑦 (6.12)

where 𝑥 ∈ {𝑢, 𝑙} 𝑎𝑛𝑑 𝑦 ∈ {𝑎, 𝑏, 𝑐} (6.13)

The average energy is controlled in closed-loop using cascaded controllers with

an inner current-loop. More details on this are given in the next section. There

are some implementation aspects that affect the performance of the arm voltage

estimator. These aspects are discussed in the following.

Under ideal conditions, i.e. all the parameters are accurately known and all the

signals are instantaneously available, the arm energies can be perfectly estimated

using (6.9) to (6.11) as was shown in [34], [62], [64]. However, therewill inevitably

be parameter errors and measurement lags in practical systems. Sensitivity of

the average energy to parameter variations is reduced by employing closed-loop

energy control. Another effect that can be easily compensated for is distortion of

the ac signals by the measurement filters.

First-order measurement filters are included in the block diagram, (Fig. 6.2), to

represent anti-aliasing and noise smoothing filters that are present in practical

implementations. These filters result in phase and gain change in the ac signals.

Under steady state and slowly changing conditions, these can be compensated

for by simple gain and phase compensation, as shown in (6.14) and (6.15), re-

spectively. A similar approach can be applied to compensate for communications

delays on the signals.

𝐺𝑐𝑜𝑚𝑝 =
√
(𝜔𝑇𝑥 )

2 + 1 (6.14)

𝜙𝑐𝑜𝑚𝑝 = arctan (𝜔𝑇𝑥 ) (6.15)

where 𝑇𝑥 is the filter time constant and 𝜔 is the ac frequency. 𝐺𝑐𝑜𝑚𝑝 multiplies

the signal magnitude after the filter and 𝜙𝑐𝑜𝑚𝑝 gets added to the phase angle.
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Uncertainty in 𝑇𝑥 and 𝜔 might prevent prefect compensation. However, as will

be shown using simulations in Section 6.5, its impact is not significant.

6.4 Average energy control

This section deals with the average arm control design. This is an extension of

the arm energy control method presented in Chapter 4. A linearized analysis is

used to identify and mitigate the negative effect of the filter used to extract the

average energy.

6.4.1 Control design

A simplified model shown in Fig. 6.3, based on the assumptions in Section 6.3

and the equations (6.3) to (6.5), is used for control design. It is assumed that(
𝑣𝑟
𝑑
− 2𝑣𝑟𝑐

)
≈ 𝑉𝑑𝑐 , which is reasonable under normal operation. Moreover, the ca-

pacitances of the upper and lower arms are assumed to be equal to 𝑐𝑎 . The bold-

face letters above the blocks will be used to refer to the transfer functions. This

structure is well suited for Modulus and Symmetric optimum tuning techniques

[56]. Ci is tuned using modulus optimum while Cw is designed using symmetric

optimummethod. The impact of the simplifying assumptions will be investigated

using simulations in Section 6.5.

Σ 𝑘𝑝𝑤 +

𝑘𝑖𝑤
s

Cw

Σ 𝑘𝑝𝑖 +
𝑘𝑖𝑖
s

Ci

e
−s𝜏𝑑

Delay

1

𝑙𝑑𝑐s + 𝑟𝑑𝑐

Pi

1

𝑇𝑖s + 1

Fi

2𝑉𝑑𝑐
𝑐𝑎s

Pw

1

𝑇𝑤s + 1

Fw

--

𝑒𝑖 𝑣𝑟𝑐 𝑖0𝑐

𝑖𝑐0𝑚

𝑖𝑟𝑐

𝑤0𝑚

𝑒𝑤𝑤𝑟
0 𝑤0

Figure 6.3: A block diagram of a cascaded arm energy control model.

6.4.2 Analysis

The analysis in this section is performed to study the effect of assuming that the

estimator is ideal (Assumption A.3 in Section 6.3). In order to simplify the analy-

sis, only the average components will be considered. Furthermore, the difference

in average energies between the upper and lower arms is considered to be zero

following a similar argument as [34]. This permits the simplification in (6.16).

𝑣𝑐𝑢
𝑣𝑐𝑢

≈
𝑣0
𝑣0

≈
𝑣𝑐𝑙
𝑣𝑐𝑙

(6.16)
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where 𝑣0 and 𝑣0 are average components of the actual and estimated voltages.

Taking this into consideration and averaging the arm energies results in (6.17)

and (6.18) where 𝑤0 is the average energy.

d

dt
𝑤0 =

2

𝑐𝑎

𝑣0
𝑣0

[(
1

2
𝑣𝑟𝑑𝑐 − 𝑣𝑟𝑐

)
𝑖𝑐0 −

1

6
�{�v𝑟𝑠�i

∗
𝑠 }

]
(6.17)

𝑙𝑑𝑐
d

dt
𝑖𝑐0 =

1

2
𝑣𝑑𝑐 −

1

2

𝑣0
𝑣0
𝑣𝑟𝑑𝑐 +

𝑣0
𝑣0
𝑣𝑟𝑐 − 𝑟𝑑𝑐𝑖𝑐0 (6.18)

Substituting the arm voltages, 𝑣0 and 𝑣0 with the corresponding energies,
√
𝑤0 and√

𝑤̂0, and linearizing (6.17) and (6.18) around a steady-state operating point gives

(6.19) and (6.20).

d

dt
𝑤0 =

2

𝑐𝑎

[(
1

2
𝑣𝑟𝑑𝑐 − 𝑣𝑟𝑐

)
𝑖𝑐0 −

1

6
�{�v𝑟𝑠�i

∗
𝑠 }

]
(6.19)

𝑙𝑑𝑐
d

dt
𝑖𝑐0 = 𝑣𝑟𝑐 − 𝑟𝑑𝑐𝑖𝑐0 − 𝑘 (𝑤0 − 𝑤̂0) (6.20)

where 𝑘 is a positive linearization constant. It can be seen that there is an equiv-

alent proportional energy controller with gain 𝑘 inherently in the system. This

fact is the foundation of the open-loop approach. The parameter 𝑘 is a function of

system parameters and initial conditions. Therefore, the convergence speed can-

not be controlled. To solve this problem, a closed-loop control is needed. First,

the current controller, C𝑖 from Fig. 6.3, is incorporated into the linear model of

(6.19) and (6.20). In doing so, the transfer function from current reference, 𝑖𝑟𝑐 to

the average energy, 𝑤0, becomes:

𝑤0

𝑖𝑟𝑐
=

𝑣𝑑𝑐P𝑖C𝑖

𝑐𝑎𝑠 (1 + P𝑖C𝑖F𝑖) + 𝑘 (1 −G) P𝑖
(6.21)

where G is a transfer function relating 𝑤̂0 to 𝑤0, i.e. 𝑤̂0 = G𝑤0. When G = 1,

(6.21) reduces to the transfer function obtained from the block diagram of Fig. 6.3.

Therefore, the controller design presented in Section 6.4.1 is valid only whenG =
1. This will affect the controller performance and will be addressed here. From

(Fig. 6.2) and definition of G, the relation in (6.22) can be found.

𝑤̂0 = F𝑤𝑤0 +𝑤𝑐𝑜𝑚𝑝 = G𝑤0 (6.22)

where 𝑤𝑐𝑜𝑚𝑝 is the compensation signal to improve the controller performance.

F𝑤 is the energy filter transfer function, (Fig. 6.3). The value of 𝑤𝑐𝑜𝑚𝑝 that will

result in G = 1 is given in (6.23). This is equivalent to computing the derivative

of𝑤0, multiplying it by the energy filter time constant,𝑇𝑤 , and passing it through

the energy filter.

𝑤𝑐𝑜𝑚𝑝 = (1 − F𝑤)𝑤0 = 𝑇𝑤𝑠𝑤0F𝑤 (6.23)
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However, computing direct derivative leads to noise amplification. So a better

alternative is to estimate the derivative using the measurements that are already

available. In such a way the complete compensation signal is given by (6.24).

𝑤𝑐𝑜𝑚𝑝 =
2𝑇𝑤
𝑐𝑎

[(
1

2
𝑣𝑟𝑑𝑐 − 𝑣𝑟𝑐

)
𝑖𝑐0 −

1

6
�{�v𝑟𝑠�i

∗
𝑠 }

]
· F𝑤 (6.24)

This value of 𝑤𝑐𝑜𝑚𝑝 will cancel the effect of the energy filter and improve the

performance of the controller. The next section will present simulation results

that support this analysis.

In summary, the analysis in this section has revealed that the energy filter can

affect dynamic performance of the average energy controller. The main purpose

of the filter is to remove noise and distortion from the measured arm energy. It

also decouples the average energy from the measured one at high frequencies,

because the filter has high attenuation at high frequencies. Thus, the proposed

method appears as a closed-loop controller at low frequencies, while it behaves

like the open-loop method at high frequencies, which is proven to be asymptoti-

cally stable [64]. Therefore, the filter plays an important role in the determining

the behavior of the system, and it cannot be removed to improve the dynamic per-

formance at low frequencies. A compensation term based on estimated derivative

is proposed in this section to reduce the effect of the filter on the dynamic per-

formance.

6.5 Simulation results

Simulation results showing the performance of the proposed arm voltage esti-

mation and control method are presented in this section. The system under test

is a three-phase MMC HVDC terminal connected to a droop (1%) controlled dc

bus and a strong ac grid via a transformer. The simulation is performed in Mat-

lab/SIMULINK environment. The parameters, Table 6.3, and the modeling ap-

proach are adopted from [102]. The dc voltage reference is set at 𝑣𝑟
𝑑𝑐

= 1.0. The

average arm voltage is set to 15% above the nominal dc voltage to account for

redundant submodules. The results show the effect of: (1) energy filter compen-

sation, (2) ac filter lag compensation, and (3) parameter error in capacitance value.

The simulation includes two disturbances: (1) a step change in energy reference

from 𝑤𝑟 ≈ 1.31 to 𝑤𝑟 ≈ 1.18 𝑝𝑢 at 𝑡 = 2 sec, and (2) a step change in ac power

from 0.89 𝑝𝑢 (800 𝑀𝑊 ) to 0.45 𝑝𝑢 (400 𝑀𝑊 ) at 𝑡 = 7 sec.

Fig. 6.4 shows a result of the basic implementation by using (6.9) to (6.11) di-

rectly. The average energy exhibits poorly damped oscillation. As discussed in

Section 6.4.2, this is caused by the lag in the energy filter, 𝑇𝑤 . It can be effectively
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Table 6.3: Parameters used for simulation.

Parameter Value

Base apparent power, 𝑆𝑏 900 𝑀𝑉𝐴

Base dc voltage, 𝑉 𝑑𝑐
𝑏

640 𝑘𝑉

Frequency, 𝜔 2𝜋50 𝑟𝑎𝑑/𝑠

Arm capacitance, 𝐶𝑎𝑟𝑚 29 𝜇𝐹

Arm inductance, 𝐿𝑎𝑟𝑚 84𝑚𝐻

Arm resistance, 𝑅𝑎𝑟𝑚 0.885 Ω

Transformer reactance, 𝑋𝑡 17.7 Ω

Transformer resistance, 𝑅𝑡 1.77 Ω

Voltage filter time constant, 𝑇𝑣 500 𝜇𝑠

Current filter time constant, 𝑇𝑖 500 𝜇𝑠

Energy filter time constant, 𝑇𝑤 10𝑚𝑠

Energy controller proportional constant, 𝑘𝑝𝑤 13.6

Energy controller integral constant, 𝑘𝑖𝑤 0.6

Circ. current controller proportional constant, 𝑘𝑝𝑐𝑐 0.046

Circ. current controller integral constant, 𝑘𝑖𝑐𝑐 0.486

Simulation time step, 𝑇𝑠𝑖𝑚 100 𝜇𝑠

Controller sampling time, 𝑇𝑠 200 𝜇𝑠

*Circ. = Circulating.
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damped by applying the proposed energy filter compensation, see Fig. 6.5. As

can be seen from the insets of Figs. 6.4 and 6.5 there is a clearly visible time delay

in the estimated signal which is caused by the ac filters, 𝑇𝑖 and 𝑇𝑣 . As proposed

in Section 6.3, a steady-state compensation for the filter gains and phases is ap-

plied to obtain the result in Fig. 6.6 where the measured and estimated values are

well-matched.
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Figure 6.4: Arm voltage using the basic implementation of the estimation using (6.9)
to (6.11).

0 2 4 6 8 10
1

1.1

1.2

Time in (sec)

A
rm

v
o
lt
ag
es

in
(p
.u
)

Measured

Estimated

6 6.02 6.04

1.05

1.1

Figure 6.5: Arm voltage after applying energy filter compensation.

The effect of error in capacitance value is displayed in Figs. 6.7 and 6.8, where

the considered value is 20% lower than the actual one. Despite a slight reduction

in damping, the average energy is not affected by the parameter error, (Fig. 6.8).

The effect is visible on the circulating current, Fig. 6.9. The error has caused as

second harmonic circulating current with a magnitude approximately 30% of the

dc value. The ripple is also present when the ac filter delays are not compensated,
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Figure 6.6: Arm voltage after applying both energy and ac filter compensations.
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Figure 6.7: Arm voltage after applying both energy and ac filter compensations and 20%
parameter error in capacitance.
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Fig. 6.9. The 80% compensation case shows the impact of uncertainty in𝑇𝑖 when it

is known within ±20%. The result shows ±20% that uncertainty in time constant

does not significantly affect the ripple in the circulating current. However, ignor-

ing delays caused significant ripple in the circulating current. Fig. 6.10 shows ac

power and dc voltage signal when there is parameter error. This confirms that

the converter continues to operate normally when parameter errors occur.
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Figure 6.8: Impact of compensation and parameter error on average arm energy.
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Figure 6.9: Circulating current under 20% parameter error in capacitance and different
levels of delay compensation.

The simulation results have shown that the arm voltage estimation and control

method proposed in Sections 6.3 and 6.4 have good performance when the pa-

rameters, such as capacitance and delay, are accurately known. Parameter er-

rors cause circulating current ripple, which would otherwise be zero. It was also

shown that the average energy controller response is less sensitive to parameter
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Figure 6.10: dc voltage and ac power when operating with 20% parameter error in ca-
pacitance.

errors. The energy filter lag causes an oscillatory response even when the con-

troller is designed considering the effect of the filter. This is rectified by using

the energy filter compensation proposed in Section 6.4. In practical applications,

parameter errors are inevitable, which means that the basic implementation of

the estimator will suffer from low performance in terms of eliminating the cir-

culating current ripple. The next section is dedicated to the development of a

method to identify the parameters by using the circulating current ripple as feed-

back. The resulting complete system will then be robust to parameter variations

due to aging and change in operating points.

6.6 Parameter error correction

This section presents a method that automatically corrects parameter errors, ca-

pacitance and time delay, by monitoring the second harmonic ripple in the circu-

lating current. First, the derivation of the relation between the circulating current

and the parameter errors will be presented. Capacitance values change over time

because of environmental stress and aging [97]. The time delay, denoted by 𝑡𝑑 ,

accounts for communication delays, filter lags, and any delay introduced when

sampling analog signals. The derivation will be based on the circulating current

dynamic equation, (6.5). Any difference between the estimated and the actual

arm voltages results in circulating current ripples. The right-hand side of (6.5)

is a nonlinear function of the arm voltages because of the divisions of the arm

voltages by their respective estimates. In order to simplify the analysis, these

equations can be linearized assuming that the ripple is a small percentage of the

average arm voltage. This is achieved by using (6.25), which is derived by assum-

ing that the upper and lower arm energies are balanced at a steady-state operating
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point (𝑊 0 = 𝑊̂ 0).

𝑣𝑐𝑢/𝑙

𝑣𝑐𝑢/𝑙
=
√
𝑤𝑢/𝑙

𝑤̂𝑢/𝑙
≈

1

2𝑊 0

[
𝑤𝑢/𝑙 − 𝑤̂𝑢/𝑙

]
+ 1 (6.25)

After substituting (6.25) into (6.5) and transforming to the Σ and Δ energy terms,

the circulating current dynamics become the one given by (6.26).

𝑙𝑑𝑐
d

dt
𝑖𝑐 =

1

2
𝑣𝑑𝑐 − 𝑣𝑟𝑐𝑚 −

1

4𝑊 0

[ (
𝑤Σ − 𝑤̂Σ) 𝑣𝑟𝑐𝑚 −

1

2

(
𝑤Δ − 𝑤̂Δ

)
𝑣𝑟𝑠

]
− 𝑟𝑑𝑐𝑖𝑐 (6.26)

Equation (6.26) shows that 𝑖𝑐 can be split into two components: a component

purely due to the control signal 𝑣𝑟𝑐𝑚 , and a component also influenced by esti-

mation errors, 𝑤Σ − 𝑤̂Σ and 𝑤Δ − 𝑤̂Δ. The control signal 𝑣𝑟𝑐𝑚 does not normally

include harmonics; therefore, any harmonic component in 𝑖𝑐 is due to the esti-

mator error. The first and second harmonics of 𝑖𝑐 will be derived in this section.

Since the procedure is similar for both harmonics, the derivation of the second

harmonic is presented, while the results are summarized for the first harmonic.

The second harmonic component of 𝑖𝑐 , i.e. 𝑖𝑐2, is related to the second harmonic

of the sum energies, and the first and third harmonics of the difference energies.

This can be confirmed by substituting these values in (6.26). The dynamics of 𝑖𝑐2
are given by (6.27), which is obtained by substituting the arm energies from (6.8)

and (6.9) into (6.26).

𝑙𝑑𝑐
d

dt
𝑖𝑐2 + 𝑟𝑑𝑐𝑖𝑐2 = −

1

2𝑊 0

[
𝑣𝑟𝑐𝑚

(
𝑏Σℎ20 + 𝑏

Σℎ22 + 𝑏
Δℎ21 − 𝑏Σℎ̂20

)

−
1

2
𝑣𝑟𝑠

(
𝑏Δℎ11 + 𝑏

Σℎ10 + 𝑏
Σℎ12 + 𝑏

Σℎ32 − 𝑏Σℎ̂10
) ] (6.27)

Grouping the terms common to both the estimator and the actual values, leads to

(6.28).

𝑙𝑑𝑐
d

dt
𝑖𝑐2 + 𝑟𝑑𝑐𝑖𝑐2 = −

1

2𝑊 0

[
𝑏Δ

(
𝑣𝑟𝑐𝑚ℎ21 −

1

2
𝑣𝑟𝑠ℎ11

)
+ 𝑏Σ

(
𝑣𝑟𝑐𝑚ℎ22 −

1

2
𝑣𝑟𝑠 (ℎ12 + ℎ32)

)

+ 𝑣𝑟𝑐𝑚

(
𝑏Σℎ20 − 𝑏Σℎ̂20

)
−
1

2
𝑣𝑟𝑠

(
𝑏Σℎ10 − 𝑏Σℎ̂10

) ]

(6.28)

The second line of (6.28) is related to the estimation errors while the first part is

due to a combination of the harmonics in the actual values. After converting (6.28)

into phasor form, substituting the harmonic values from Table 6.2, and grouping
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like terms, (6.29) is obtained.

− (𝑅 + 𝑗𝑋2) �I2 = 𝑣𝑟𝑐𝑚

(
𝑏Σ �H20 − 𝑏Σ �̂H20

)
−
1

4
�V𝑟
𝑠

(
𝑏Σ �H10 − 𝑏Σ �̂H10

)
− 𝑗𝐺22

�I2 + 𝑗 �G21
�I1

where 𝐺22 =
𝑏Σ

𝜔

[
1

2
(𝑣𝑟𝑐𝑚)

2 +
1

12
‖ �V𝑟

𝑠 ‖
2

]
and �G21 =

3𝑏Δ

8𝜔
𝑣𝑟𝑐𝑚 �V𝑟

𝑠

(6.29)

where 𝑅 = 2𝑊 0𝑟𝑑𝑐 and 𝑋2 = 4𝑊 0𝜔𝑙𝑑𝑐 . ‖ · ‖ is the magnitude (norm) operator. A

similar equation for the first harmonic component, 𝑖𝑐1, is derived by following the

same reasoning and approach, as shown in (6.30). The relevant energy harmon-

ics, for the first harmonic current, are the first harmonic components of the sum

energies and the second harmonic components of the difference energies.

− (𝑅 + 𝑗𝑋1) �I1 = 𝑣𝑟𝑐𝑚

(
𝑏Δ �H10 − 𝑏Δ �̂H10

)
−
1

4
�V𝑟∗
𝑠

(
𝑏Δ �H20 − 𝑏Δ �̂H20

)
− 𝑗𝐺11

�I1 + 𝑗 �G12
�I2

where 𝐺11 =
𝑏Σ

𝜔

[
(𝑣𝑟𝑐𝑚)

2 +
1

32
‖ �V𝑟

𝑠 ‖
2

]
and �G12 =

3𝑏Δ

8𝜔
𝑣𝑟𝑐𝑚 �V𝑟∗

𝑠

(6.30)

where 𝑅 = 2𝑊 0𝑟𝑑𝑐 and 𝑋1 = 2𝑊 0𝜔𝑙𝑑𝑐 . Comparing (6.29) and (6.30), it can be

noted that �I2 is related to the mismatch between 𝑏Σ and 𝑏Σ, while �I1 is related to

the mismatch between 𝑏Δ and 𝑏Δ. For example, with the parameters used in this

chapter (Table 6.4), and at full load condition, a 10% deviation common to both

the upper and lower arms leads to | |�I2 | | = 5.4A (6.3% in pu) and | |�I1 | | = 0.09A

(0.01% in pu). Similarly, a 10% differential deviation between the upper and lower

arms leads to | |�I2 | | = 0.15A (0.18% in pu) and | |�I1 | | = 3.8A (4.4% in pu).

6.6.1 The effect of time delay

Time delay affects the actual and estimated phasor quantities differently. The ac-

tual values are affected through the ac reference 𝑣𝑟𝑠 (see (6.7)), which is delayed

by 𝑡𝑑 before reaching the arms. The estimator, on the other hand, accesses the

references without delay since it resides in the controller, but the estimates them-

selves, 𝑣𝑐𝑢 and 𝑣𝑐𝑙 , are delayed by 𝑡𝑑 when they propagate as part of the insertion

indexes. Therefore, the delay is applied to only 𝑣𝑟𝑠 for the actual values while it

is applied to all the quantities in the estimates. The time delay in phasor domain

is represented by multiplication with e-𝑗𝑘𝜙𝑑 where 𝑘 is the harmonic order and

𝜙𝑑 = 𝜔𝑡𝑑 is the phase shift at fundamental frequency. The phasor quantities on

the right-hand side of (6.29) and (6.30) can, therefore, be expanded as shown in

(6.31) for the actual values and in (6.32) for the estimates.

�H10 =
1

𝑗𝜔

[2
3
𝑣𝑟𝑐𝑚�I𝑠 −

1

2
𝑖0𝑐 �V

𝑟
𝑠e

-𝑗𝜙𝑑
]

�H20 = −
1

𝑗12𝜔
�I𝑠 �V

𝑟
𝑠e

-𝑗𝜙𝑑 (6.31)
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�̂H10 =
1

𝑗𝜔

[2
3
𝑣𝑟𝑐𝑚�I𝑠 −

1

2
𝑖0𝑐 �V

𝑟
𝑠

]
e-𝑗𝜙𝑑 �̂H20 = −

1

𝑗12𝜔
�I𝑠 �V

𝑟
𝑠e

-2𝑗𝜙𝑑 (6.32)

After substituting these phasor quantities into (6.29) and (6.30) and simplifying,

(6.33) and (6.34) are obtained.

− (𝑅 + 𝑗𝑋2) �I2 =
𝑗

4𝜔

[
𝑣𝑟𝑐𝑚�I𝑠

(
𝑏Σe𝑗𝜙𝑑 − 𝑏Σ

)
−
1

2
𝑖𝑐0 �V

𝑟
𝑠

(
𝑏Σ − 𝑏Σ

) ]
�V𝑟
𝑠e

-2𝑗𝜙𝑑

− 𝑗𝐺22
�I2 + 𝑗e-𝑗𝜙𝑑 �G21

�I1

(6.33)

− (𝑅 + 𝑗𝑋1) �I1 = −
𝑗

𝜔

[(
2

3
(𝑣𝑟𝑐𝑚)

2 +
1

48
‖ �V𝑟

𝑠 ‖
2

)
�I𝑠

(
𝑏Δe𝑗𝜙𝑑 − 𝑏Δ

)

−
1

2
𝑣𝑟𝑐𝑚𝑖𝑐0 �V

𝑟
𝑠

(
𝑏Δ − 𝑏Δ

) ]
e-𝑗𝜙𝑑 − 𝑗𝐺11

�I1 + 𝑗e𝑗𝜙𝑑 �G12
�I2

(6.34)

Equations (6.33) and (6.34) show the effect of phase and capacitance errors on

the first and second harmonic circulating currents. This information enables the

correction of the parameter errors by using current measurements as feedback.

6.6.2 Proposed parameter correction method

Referring to (6.33) and (6.34), it can be observed that �I2 and �I1 can be forced to

zero by adjusting the capacitance parameters, 𝑏Σ and 𝑏Δ, respectively. This pro-

cedure results in the elimination of the parameter errors. A feedback controller

is proposed in this chapter in order to achieve such parameter correction online.

However, direct implementation of feedback control based on (6.33) and (6.34) re-

sults in difficulties because the dc gains of the resulting transfer functions, from

𝑏Σ to�I2 and from𝑏Δ to�I1, are dependent on the operating point of the system. This

means that a controller designed for one operating point might lead to positive

feedback at another point, causing instability. The proposed solution overcomes

this challenge by transforming �I2 and �I1 such that the transfer function gains do

not change sign over the whole operation range. Such a transformation is de-

rived by first ignoring the time delays such that (6.33) and (6.34) simplify to (6.35)

and (6.36).

− (𝑅 + 𝑗𝑋2) �I2 = 𝑗
(
𝑏Σ − 𝑏Σ

)
�G20 − 𝑗𝐺22

�I2 + 𝑗 �G21
�I1

where �G20 =
1

4𝜔

[
𝑣𝑟𝑐𝑚�I𝑠 −

1

2
𝑖0𝑐 �V

𝑟
𝑠

]
�V𝑟
𝑠

(6.35)

− (𝑅 + 𝑗𝑋 ) �I1 = − 𝑗
(
𝑏Δ − 𝑏Δ

)
�G10 − 𝑗𝐺11

�I1 + 𝑗 �G12
�I2

where �G10 =
1

𝜔

[(
2

3
(𝑣𝑟𝑐𝑚)

2 +
1

48
‖ �V𝑟

𝑠 ‖
2

)
�I𝑠 −

1

2
𝑣𝑟𝑐𝑚𝑖𝑐0 �V

𝑟
𝑠

] (6.36)
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The proposed transformations are then given by (6.37).

�T2 =
�G∗
20

‖ �G20‖2
and �T1 =

�G∗
10

‖ �G10‖2
(6.37)

Application of these transformations on both sides of (6.35) and (6.36) makes the

coefficients of 𝑏Σ and 𝑏Δ real constants irrespective of the operating point. There-

fore, controllers designed for the transformed currents, �I2𝑇 = �T2
�I2 and �I1𝑇 = �T1

�I1,

will be stable for the whole range of operating points without requiring re-tuning.

The benefit of applying such a transformation will be shown by using simula-

tion results. Since the effect is the same for both harmonic components, only �I2
will be covered in this section. Figure 6.11 compares the circulating current, �I2,

with the transformed version, �I2𝑇 , under different operating points. The test was

started with both the active and reactive power references set to 0.707 pu (OP1

in Fig. 6.11). Then, the active and reactive powers were reversed in polarity at

𝑡 = 7 s, (OP2), and 𝑡 = 15 s, (OP3), respectively. The currents are normalized by

dividing them by their maximum value so that they can be plotted together. The

shaded regions in the time plot and the diamond marks in the phasor plot show

steady-state operating points. It is evident that both the real and imaginary parts

of the circulating current ripple exhibit a sign change over the course of the sim-

ulation. This is particularly clear from the phasor plot where the current changes

quadrant as the operating point changes. The change in quadrant makes the con-

trollers designed for one operating point unstable at another. The transformed

current (�I2𝑇 ) does not exhibit the change in quadrant and, therefore, is suitable

for the controllers. The movement of the transformed current within the third

quadrant is due to the presence of delay error.

The same transformation helps in separating the effect of time delay from capaci-

tance errors. This can be seen by applying �T2 and �T1 in the presence of time delay,

i.e. to (6.33) and (6.34). Presence of the delay introduces an imaginary part to the

coefficients of 𝑏Σ and 𝑏Δ which in turn leads to an imaginary part in the trans-

formed currents, �I2𝑇 and �I1𝑇 . It can be shown, by linearizing (6.33) for small phase

shift (around 𝜙𝑑 = 0), that the imaginary part is proportional to the time delay

and the corresponding transfer function gain does not change sign with operat-

ing point. The real part, on the other hand, is a function of both parameter errors.

The same is true for the first harmonic part in (6.34). The controller implemen-

tation can be simplified if the phase error is corrected first. At the end of phase

error correction, the resulting current is a function of only capacitance error as

depicted in (6.35) and (6.36). Hence, the proposed implementation is performed

in two steps as shown in Fig. 6.12.

The phase error can be corrected using the imaginary part of either �I2𝑇 or �I1𝑇 .
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Figure 6.12: Implementation of the proposed parameter correction method.

�I2𝑇 is chosen in this chapter because it is more sensitive to delay changes. Each

controller is activated by the enable signals where the subscripts show the se-

quence of activation. 𝜙𝑃𝐿𝐿 is the angle obtained from a PLL or other means of

acquiring phase angle of the grid voltage. The parameter correction controllers

are not required to always be active. The enable signals can be generated by a

supervisory logic controller that monitors peak value of the circulating current

ripple. The controllers can be enabled when a pre-specified upper threshold is

exceeded (e.g 0.1 pu) and then disabled once the parameters are corrected, which

can be indicated by the ripple being below a lower threshold (e.g. 0.01 pu). An-

other alternative is to run the parameter correction algorithm at regular inter-

vals or during scheduled maintenance times. The parameter correction is imple-

mented per-phase in order to identify each of the six arm capacitances individu-

ally. The phasors �I2 and �I1 are obtained by applying a method to extract phasors

from single-phase time domain signals, such as the one presented in [103]. The

remaining phasors are obtained from a balanced three-phase abc to dq0 transfor-

mation. The next section presents simulation and experimental results validating

the proposed method.

6.7 Simulation and experimental results

The proposed scheme is verified by simulations and experimental tests using the

test setup shown in Fig. 6.13. An overview of the laboratory setup is given in

Section 5.4.2. Both the ac and dc sides of theMMC are connected to a 200 kVA grid

emulator with a 5 kHz bandwidth. The ac grid is emulated by a voltage source be-

hind an impedance while the dc side is represented by an ideal dc voltage source.

The experiment was performed on three MMCs with 6, 12, and 18 submodules

per arm. The results obtained from the three tests are similar, and hence, only



Chapter 6 Improved MMC Energy Control 117

400V L-L ac

50 Hz

700V dc
3 3

18 Level, 60kVA MMC

400V:400V

X = 5%

Y

Grid emulator
Grid emulator

Figure 6.13: Experimental test setup.

Table 6.4: Test system parameters.

Symbol Value Symbol Value

𝑆𝑏 60 kVA 𝐶𝑎𝑟𝑚 1110 µF

𝑉 𝑑𝑐
𝑏

700V 𝐿𝑎𝑟𝑚 1.4mH

𝑉 𝑎𝑐
𝑏

350V No. of submodules 12

𝑘𝑝𝑤 0.4 𝑘𝑝𝑖 0.1

𝑘𝑖𝑤 7.6 𝑘𝑖𝑖 6.9

𝑇𝑤 10ms 𝑇𝑖 0.5ms

the ones from the 12 level MMC will be presented in this chapter. All the tests

are performed at 500V dc, 225V ac peak, and 10 kW active power being injected

into the ac grid.

6.7.1 Test cases

Table 6.5 displays the test cases covered in this chapter. The first case is a base

case, where the parameter correction is disabled, and demonstrates the perfor-

mance of the estimator, and the higher-level controllers under normal conditions

with nominal parameters. Case 2 deals with the correction of parameter errors,

where the initial values for the estimator are obtained from the nameplates of

the components (i.e. nominal values). This test case demonstrates the application

of the proposed method for commissioning purposes, where the exact values of

the parameters are not known. Cases 3 to 5 test how well the proposed method

captures changes in arm capacitance. This was achieved by removing up to 2

capacitors from 4 (out of the 18) selected submodules of the three arms shown

in Table 6.5. Each submodule is composed of 6 capacitors connected in parallel.

The arms are selected in such a way that the change introduced is unsymmetri-

cal. The capacitor removals were done step-by-step, where the capacitors from

Phase a upper arm were removed first, followed by Phase b lower arm, and fi-

nally, Phase c upper arm. The capacitors removed before the start of each test are

not replaced until the end of the last case. Therefore, at the start of case 5, a total

of 21 capacitors were removed from the converter.
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6.7.2 Base case (Case 1)

This case presents the basic implementation of the estimator with nominal ca-

pacitances, and no time delay. In order to show the performance of the estimator

during transients, a 20% step change in the average arm voltage reference is ap-

plied at 10 s and then reversed at 20 s. The simulation and experimental results

for the base case are displayed side-by-side in Figs. 6.14 and 6.15. It can be seen

from Fig. 6.14 that the estimator displays a good performance in simulation. This

is because the parameters are accurately known. The experimental results re-

semble the ones from the simulations confirming accuracy of the models used

for simulation. The estimated and measured arm voltages from the experimental

test in Fig. 6.14 seem to be well aligned. This, however, does not necessarily mean

that the estimator is performing well because the measured arm voltage is differ-

ent from the actual one due to distortion and delay in the measurement system.

In simulation, the actual arm voltage is measured without distortion, and hence,

good alignment means good performance. Therefore, the presence of circulating

current ripple is used as an indicator of performance, where it is clear, (Fig. 6.15),

that the estimator performs poorly in the experimental tests. This is attributed to

the mismatch between the parameters assumed by the estimator and the actual

parameters in the system. It can be seen from Fig. 6.14 that the estimator perfor-

mance slightly degrades during transient at 10 s. This is because the ac peaks and

the dc signals are changing faster than has been specified in Assumption A.2. As

a consequence, the circulating current from the simulation displays ripple during

transients, as can be seen from the inset in Fig. 6.15. Magnitude of the resulting

circulating current is negligible and only occurs during fast transients.

6.7.3 Parameter error correction

As identified in the base case, the converter parameters are different from their

nominal values assumed by the estimator, which led to the circulating current

ripple. In this section, the proposed method is used to remove this mismatch

between the estimator and actual parameters. Figure 6.16 depicts the parameter

correction controllers’ output during the process of parameter correction. It can

be seen that phase correction is applied first. Capacitance correction is enabled

around 𝑡 =10 s, where the phase correction is expected to have reached steady

state. The values shown in Fig. 6.16 at the end of this test (at 𝑡 =40 s) are the

mismatches between the parameters, the arm capacitances and 𝜙𝑑 , known to the

estimator and those of the actual converter. Therefore, if the estimator parame-

ters are adjusted by these values, the circulating current ripple can be eliminated.

This is shown in Fig. 6.17, where the magnitude of the circulating current ripple

progressively decreases when the correction is activated. The phase adjustment

experiences a deviation when the capacitance correction is enabled around 10 s.
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Figure 6.14: Base case arm voltages in response to step in the arm energy reference: (1)
simulation, (2) experimental, (3) zoomed simulation, and (4) zoomed experimental.
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This is because of the removal of harmonic cross-coupling terms, derived in Sec-

tion 6.6, which bias the relation between �I2𝑇 and phase angle error. The remain-

ing current ripple, at the end of the correction is measurement noise, harmonic

distortion, and high-frequency components due to switching of the submodules,

which are not captured by average models. The upper and lower arm capaci-

tance deviations (Fig. 6.16) for each phase are calculated from 𝑏Σ and 𝑏Δ as given

by (6.38).

Δ𝑐𝑢 =

(
1

𝑐𝑎

1

𝑏Σ + 𝑏Δ
− 1

)
× 100% and Δ𝑐𝑙 =

(
1

𝑐𝑎

1

𝑏Σ − 𝑏Δ
− 1

)
× 100% (6.38)

where 𝑐𝑎 is the nominal arm capacitance in Per-unit. The controllers are not af-
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Figure 6.16: Parameters during the process of correction (Case 2): phase angle (top) and
capacitance (bottom).

fected by the parameter correction since the correction scheme is disabled under

normal operation. This can be asserted by observing the circulating current re-

sponse to step changes in the arm energy, which is plotted in Fig. 6.18. This shows
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Figure 6.17: Circulating current during parameter correction (experimental).
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that, in comparison to Figs. 6.14 and 6.15, the correction reduces the current rip-

ple without affecting the controller performance. This is an advantage compared

to other approaches which use circulating current suppressors that are always

active and can negatively interact with higher level controllers [45].

6.7.4 Changes in the arm capacitances

The parameter correction is also applied to cases 3 to 5, where the arm capac-

itances were modified. The resulting parameter adjustments are compared to

those of case 2 in order to show how well the correction method copes with

capacitance changes. Figure 6.19 depicts the upper and lower arm capacitance

adjustments, which are calculated using (6.38). Each test was run similar to case

2where the estimator is started with nominal values of the arm capacitances and

no delay. Only the test cases relevant to the respective phases are shown in the

figure in order to provide a clear comparison of the deviations. For instance, since

Phase a upper arm is modified in case 3, the result in Fig. 6.19 compares case 3

to case 2 in order to show the change in capacitance. The unmodified arm in the

same phase is also displayed to show that it is not affected by the removal of the

capacitors. It can be seen that the proposed method correctly captures the capac-

itance modifications. Figure 6.19 also shows the percentage difference between

the adjustments of case 2 and cases 3 to 5, where it can be seen that the adjust-

ments are in close agreement with the values shown in Table 6.5. The mismatch

between the deviations in Table 6.5 and Fig. 6.19 can be attributed to two reasons:

1) the capacitance tolerances, which change the deviations in Table 6.5, and 2) the

presence of measurement noise, which prevents ideal operation of the correction

method. The noise problem can be overcome by running the correction at higher

currents where signal-to-noise ratio is higher. It should be noted, however, that

the method performs well in removing the ripples, even in the presence of noise.

The other option to minimize the impact of noise is to apply filtering to the cur-

rent measurements and tune the correction controllers to be slower.

6.7.5 Discussion

The simulations and experimental results demonstrated that the proposed param-

eter adjustment method effectively eliminated circulating current ripple arising

from parameter errors in the arm voltage estimator. This solves the main limi-

tation of methods implementing compensated modulation using estimated arm

voltages, such as the open-loop method. The method was derived under a steady-

state assumption such that the ac quantities can be represented by complex pha-

sors (Assumption A.2). The impact of violating this assumption, as shown in

Fig. 6.14, is a slight degradation in the arm voltage estimator accuracy, which

leads to ripple in the circulating current (Figs. 6.15 and 6.18). However, the esti-
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mator error, and hence, the ripple in the circulating currents observed from both

simulations and experiments, can be considered negligible. Another factor that

can affect the performance of the arm voltage estimator is the presence of har-

monics in the ac voltages and currents (violation of AssumptionA.1). Harmonics

cause additional ripple components in the arm voltages and the circulating cur-

rents. These new ripple components in the circulating current can be eliminated

by including the harmonics in the derivation of the arm voltage estimator. How-

ever, this is not generally necessary since most grid codes and standards set a

low limit on the THD at connection points (for example 1.5% in IEEE 519 [101]),

in which case the estimator error introduced by harmonics in the grid becomes

negligible.

A second effect of harmonics is on the parameter adjustment method. Since the

method uses the first and second harmonic components in the circulating current

ripple as feedback, it is only affected by harmonics whose combinations result in

first and second harmonics in the circulating current. Such harmonic combina-

tion involves product of two harmonics, which are usually below 1% of the fun-

damental quantities [101]. Thus, the end effect of harmonics on the parameter

correction can be neglected.

6.8 Conclusion

This chapter presents a complete approach for implementing compensated mod-

ulation without accurate knowledge of system parameters. Parameter errors lead

to two types of problems: drifting of the average (dc) component of the arm en-

ergy away from the desired one, and increase in the circulating current ripple.

This chapter addresses these two issues separately. As a first part, the average

part is decoupled from the errors by using the measured average value. This is

acceptable because the average part is assumed to change slowly enough that

it is not affected by the measurement system. Additionally, the average part is

controlled in closed-loop in order to provide good dynamic performance and dis-

turbance rejection. The second part concerns the correction of parameter errors

to reduce or eliminate the circulating current ripple.

The parameters considered in this chapter are the arm capacitance and time delay

between the controller and the converter. The detailed derivation has shown that

these quantities are related to the first and second harmonic ripples in the cir-

culating current. A transformation is applied to the second harmonic current in

order to make its imaginary part, in phasor domain, a function of only the phase

error. This enables a two-step correction of the two errors: phase correction us-

ing the imaginary part of the second harmonic, followed by sum and difference

capacitance corrections using the real parts of the second and first harmonic pha-
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sors, respectively. It can be observed that, despite its rather long analytic deriva-

tion, the final result is simple and easy to implement (Fig. 6.12). The corrections

are implemented using two PI controllers per leg that are enabled on-demand.

Moreover, the controllers are designed to be slower than higher level controllers,

which results in time-scale separation. This enables the removal of the circulat-

ing current ripple without potential negative interactions with the higher-level

controllers.

The proposed method has been tested using both simulation and experimental

tests with a strong correlation between the two results. The experimental tests

have shown that the method can work in cases that are not ideal where the num-

ber of modules is as low as 18. The tests have also demonstrated that the method

works well in the presence of noise and unsymmetrical capacitance changes. In

summary, the proposed method gives a complete solution for implementing com-

pensated modulation under changing system parameters. Moreover, the applica-

tion of the method is not limited to the correction of parameter changes due to

environmental conditions; it can also be used to identify the parameters during

commissioning where they are not accurately known.

The complete control system proposed in this chapter gives a good dynamic per-

formance which enables the implementation of the energy-based services pre-

sented in the next two chapters.
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7
Methods of Utilizing theMMC Energy Storage

This chapter proposes control methods that enable the utilization of the energy stor-
age capability of the MMC for active power-based ancillary services. Conventional
implementations of such services on converters lead to the propagation of active
power disturbance across the dc grid and into other connected ac power systems,
which is undesirable. The proposed methods prevent such propagations by divert-
ing the disturbance into the submodule capacitors of the MMC. An aggregate dc
grid model is used to derive the proposed methods and to analyze the propagations
of the disturbances. The proposed methods are verified using time-domain simula-
tions focusing on different application cases. Finally, quantification of the amount of
extra energy storage required to provide the aforementioned services is discussed,
together with potential ways to obtain such extra storage. The discussion in this
chapter is supported by the following contributions by the author.
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7.1 Introduction

An increasing number of grid codes require HVDC converters to contribute more

towards enhancing stability and power quality of the ac grid [104]. The contribu-

tions can be in the form of frequency regulation [105], PowerOscillationDamping

(POD) [106], or ac voltage support. The first two services require manipulation

of active power, which results in distortion on the dc voltage in the form of sags,

swells, and oscillations. This causes converters terminals that participate in dc

voltage regulation to provide the required active power in order to keep the dc

voltage variations to a minimum. The dc voltage distortion by itself is not a ma-

jor problem; it is the propagation of the distorted active power that poses power

quality challenges to the other connected ac grids. Another side effect of this is

that there is a strong dynamic coupling between ac grids across the terminals,

which can lead to negative interactions among multiple POD controllers acting

on different ac grids, potentially reducing their performance [5]. Energy storage

capacity inherently available in the HVDC converters, particularly the Modular

Multilevel Converters (MMCs), can be used to mitigate this problem.

One of the differences between the MMC and the two-level VSC is that the MMC

has energy storage capability in its arms. In the two-level VSC, semiconductor

switches take the place of the arms, which implies that the only major energy

storage capability is in the dc link capacitance. This means that the energy stored

by the converter cannot be utilized for other services without affecting other com-

ponents connected to the dc side because the capacitance is directly inserted into

the dc side.

The MMC offers more flexibility in manipulating its stored energy because the

submodule capacitors, which make up the arm capacitance, are not directly in-

serted into the dc link. The degree of flexibility depends on the type ofmodulation

scheme used and the availability of extra energy storage capability. As discussed

in Chapter 4, there are two modulation techniques: direct modulation and com-

pensated modulation. The arm voltage is equal to the dc voltage when direct

modulation is used, which makes the MMC appear like a two-level VSC with the

arm capacitors inserted into the dc link, and hence results in the loss of flexi-

bility in using the arm energy. This is not desirable because the stored energy

can be used to provide ancillary services to the connected power system. The

use of compensated modulation provides better flexibility by decoupling the arm

voltage from the dc voltage.

This chapter discusses the different ways in which the MMC energy storage ca-

pability can be used. A simplified aggregate model of a dc grid is presented first.

This model is used to derive and analyze the different ways of arm energy utiliza-
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tion. Twomethods of utilizing the stored energy of the MMC, i.e. power cancella-

tion and Virtual Capacitance Support (VCS), are presented next. The methods are

studied using simulation case studies involving POD, wind power smoothening,

and dc voltage support services. Finally, the extra energy storage requirement

needed to utilize the arm energy for grid services is discussed.

7.2 Aggregate dc grid model

Performing analysis using a simplified aggregate model of a dc grid gives better

insight into how the stored energy in the arms of the MMCs can be used for

different services. The analysis will focus on slow dynamics (in the range of a few

hertz), so all the MMC controllers are assumed to be ideal. Hence, each controlled

signal is set to be equal to the respective reference value. The equation relating

the arm energy to the dc and ac sides is given by (7.1). This is based on the

energy dynamics, which were derived as part of the MMC model in Chapter 3.

The original equation (first line of (7.1)) can be simplified by ignoring the losses

inside the converter as shown in the second and third lines of (7.1).

d

dt
𝑤 =

2

𝑐𝑎

[
1

2

(
𝑣𝑟𝑑𝑐 − 2𝑣𝑟𝑐

)
𝑖𝑐 −

1

6
𝑣𝑟𝑑𝑞 · 𝑖𝑑𝑞

]

≈
1

𝑐𝑎

[
𝑣𝑑𝑐𝑖𝑐 −

1

3

(
𝑣𝑟𝑑𝑖𝑑 + 𝑣𝑟𝑞𝑖𝑞

)]

=
1

3

1

𝑐𝑎
(𝑝𝑑𝑐 − 𝑝𝑎𝑐 )

(7.1)

Solving for 𝑖𝑐 from (7.1), the following equation is obtained.

𝑖𝑐 =
1

𝑣𝑑𝑐

(
𝑐𝑎

d

dt
𝑤 +

1

3
𝑝𝑎𝑐

)
(7.2)

𝑝𝑎𝑐 can be substituted by the ac power reference including the droop, as shown

in (7.3). Other dc voltage regulation methods, like master-slave or voltage-ration

control [3], can also be represented in this way but this work focuses on droop

because it is more popular due to the fact that it can distribute the voltage regula-

tion responsibility among multiple converters without requiring communication.

Therefore, only droop control is discussed further.

𝑖𝑐 =
1

𝑣𝑑𝑐

[
𝑐𝑎

d

dt
𝑤 +

1

3

(
𝑝𝑟𝑎𝑐 −

1

𝜌

(
𝑣𝑟𝑑𝑐 − 𝑣𝑑𝑐

) )]
(7.3)

The next step is to incorporate 𝑖𝑐 into the dc link dynamic equation. The dc grid

consists of cables and pole capacitors. The cable capacitance is distributed along

the length of the cable. For the purpose of aggregation, the losses and dynamics
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introduced by the cable are ignored, which enables the dc grid to be represented

by one lumped capacitor. This is equivalent to neglecting the inductance and

resistance of the cables. Such a simplification is justified because the cable dy-

namics is significantly faster than the frequency of interest. This implies that the

dc link voltage at each terminal is approximately the same and its dynamics are

governed by (7.4).

𝑐𝑔
d

dt
𝑣𝑑𝑐 = −3

𝑚∑

𝑗=1

𝑖𝑐 𝑗 (7.4)

where 𝑐𝑔 is the equivalent grid capacitance, 𝑚 is the number of converters, and

𝑖𝑐 𝑗 is the dc common-mode current of converter 𝑗 . Substituting the values of 𝑖𝑐 𝑗
from (7.3) yields,

𝑐𝑔
d

dt
𝑣𝑑𝑐 = −

𝑚∑

𝑗=1

[
3𝑐𝑎𝑗

𝑣𝑑𝑐

d

dt
𝑤 𝑗 +

𝑝𝑟𝑎𝑐 𝑗

𝑣𝑑𝑐
−

1

𝜌 𝑗

(
𝑣𝑟
𝑑𝑐 𝑗

𝑣𝑑𝑐
− 1

)]
(7.5)

where 𝑐𝑎𝑗 , 𝑤 𝑗 , 𝑝
𝑟
𝑎𝑐 𝑗 , 𝑣

𝑟
𝑑𝑐 𝑗

, and 𝜌 𝑗 are the arm capacitance, the arm energy, the ac

power reference, the dc voltage reference and the droop constant of converter 𝑗 ,

respectively.

Equation (7.5) will be linearized around an equilibrium point in order to analyze

the effect of the power variations. Since the losses are neglected, the following

condition holds at a steady state operating point. Additionally, the derivative of

the arm energy is also zero at steady-state.

𝑚∑

𝑗=1

𝑝𝑟𝑎𝑐 𝑗 −
1

𝜌 𝑗

(
𝑣𝑟𝑑𝑐 𝑗 − 𝑣𝑑𝑐

)
= 0 (7.6)

A linearized version of (7.5) around the aforementioned operating point is given

by (7.7).

𝑐𝑔
d

dt
Δ𝑣𝑑𝑐 = −

𝑚∑

𝑗=1

[
3𝑐𝑎𝑗

𝑉𝑑𝑐0

d

dt
Δ𝑤 𝑗 +

Δ𝑝𝑟𝑎𝑐 𝑗

𝑉𝑑𝑐0
−

1

𝜌 𝑗𝑉𝑑𝑐0

(
Δ𝑣𝑟𝑑𝑐 𝑗 − Δ𝑣𝑑𝑐

)]
(7.7)

where 𝑉𝑑𝑐0 is the dc voltage at the operating point. All the variables are prefixed

with Δ to signify that they are referring to deviationswith respect to the operating

point. Equation (7.7) can be further simplified by taking into account that the dc

voltage is common to all the converters because the dc grid losses and dynamics

are neglected. Furthermore, it can be assumed that the dc voltage references are

constants (i.e. Δ𝑣𝑟
𝑑𝑐

= 0), which is acceptable because the main focus here is the

response to active power variations. The simplified equation is shown in (7.8).

𝑐𝑔
d

dt
Δ𝑣𝑑𝑐 +

Δ𝑣𝑑𝑐
𝑉𝑑𝑐0

𝑚∑

𝑗=1

1

𝜌 𝑗
= −

1

𝑉𝑑𝑐0

𝑚∑

𝑗=1

[
3𝑐𝑎𝑗

d

dt
Δ𝑤 𝑗 + Δ𝑝𝑟𝑎𝑐 𝑗

]
(7.8)
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Since the dc voltage dynamics given by (7.8) is a first-order, it can be characterized

by two parameters: a gain and a time-constant. The gain is equal to the aggregate

(equivalent) droop constant 𝜌𝑒𝑞 which is given by (7.9).

𝜌𝑒𝑞 =

(
𝑚∑

𝑗=1

1

𝜌 𝑗

)−1
(7.9)

The time constant 𝑇𝑒𝑞 is calculated from the droop constants and the equivalent

grid capacitance as shown in (7.10).

𝑇𝑒𝑞 = 𝑐𝑔𝜌𝑒𝑞𝑉𝑑𝑐0 (7.10)

Substituting these values into (7.8) and rearranging the terms yields (7.11).

𝑇𝑒𝑞
d

dt
Δ𝑣𝑑𝑐 + Δ𝑣𝑑𝑐 = −𝜌𝑒𝑞

𝑚∑

𝑗=1

[
3𝑐𝑝 𝑗

d

dt
Δ𝑤 𝑗 + Δ𝑝𝑟𝑎𝑐 𝑗

]
(7.11)

Equations (7.5) and (7.11) give an aggregate model of a dc grid and its linearized

version, which capture the relation between the dc voltage, the arm energy, and

the ac active power. These relations will be used to analyze the effectiveness of

the energy utilization methods presented in the next section.

7.3 The impact of active power-based services

When providing services that manipulate active power, a converter injects a time-

varying active power Δ𝑝𝑎𝑐 , which is superimposed on the steady-state power

command. The nature of this time-varying component is determined by the type

of service provided. It exhibits oscillatory behavior in the case of POD, and a

random fluctuation in the case of active power smoothening service, which is a

service that filters out rapid power fluctuations coming from wind farms. In any

case, these components cause an undesirable time variation in the dc voltage.

When the converter arm energy is controlled to be constant (i.e. not participat-

ing in grid support), the dc voltage variation can be approximately quantified

using the transfer function of the aggregate dc grid given by (7.11), as shown in

(7.12). In order to simplify the analysis, it is assumed that only one converter (i.e.

converter 𝑗) is providing the service by injecting the power variation Δ𝑝𝑎𝑐 𝑗 .

Δ𝑣𝑑𝑐 = −
𝜌𝑒𝑞

𝑇𝑒𝑞𝑠 + 1
Δ𝑝𝑎𝑐 𝑗 (7.12)

This voltage variation is seen as a disturbance by the dc voltage regulating nodes,

which try to keep the dc voltage constant by injecting a counter active power

drawn from their respective ac sides. As a result, the fluctuation or oscillation
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propagate across the dc grid and into other connected ac systems. The amount of

power absorbed by each node can be found from the droop equations as shown

by (7.13).

Δ𝑝𝑎𝑐𝑥 = −
𝜌𝑒𝑞

𝜌𝑥

1

𝑇𝑒𝑞𝑠 + 1
Δ𝑝𝑎𝑐 𝑗 (7.13)

where Δ𝑝𝑎𝑐𝑥 is the net power absorbed by node 𝑥 when node 𝑗 injects the power

variation Δ𝑝𝑎𝑐 𝑗 . If converter 𝑗 is also participating in voltage regulation, there will

be a reduction in the amount of active power available for the service. In other

words, the voltage regulation opposes the change in active power introduced by

the service leading to a lower power available for the service. This reduction can

be quantified using (7.14).

Δ𝑝𝑎𝑐 𝑗 =

(
1 −

𝜌𝑒𝑞

𝜌 𝑗

1

𝑇𝑒𝑞𝑠 + 1

)
Δ𝑝𝑎𝑐 𝑗 (7.14)

where Δ𝑝𝑎𝑐 𝑗 is the net varying power injected to provide the service. A numerical

calculation using a simple system demonstrating the equations is presented in the

next section.

7.3.1 Analysis of a POD case: simplified calculations

This section demonstrates the calculation of the propagation of active power

through a dc grid when one of the terminals is providing POD service to its ac

grid. The test case is a three-terminal dc grid where all the converters are rated for

900MW, and where the first two of the three converters are operated in droop

mode with 𝜌 = 0.05. The third converter is operated in constant power mode

and is providing POD with peak power 0.05 pu (45MW) at 1Hz. The dc grid

equivalent capacitance is 100ms and the dc voltage at the operating point is 1 pu

(640 kV).

This gives:

𝜌𝑒𝑞 = 0.025 and 𝑇𝑒𝑞 = 0.025 × 0.1 = 2.5ms

It can be seen from the bode diagram in Fig. 7.1 that the first-order time constant

has only a negligible impact at the oscillation frequency (the gain is 0.248 and

the phase shift is −0.9° at 1Hz). By combining the bode plot with the parameters

given, the peak voltage variation can be calculated as follows:

Δ𝑣𝑚𝑎𝑥
𝑑𝑐 = 0.0248 × 0.05 = 1.2 × 10−3 pu = 0.12%

The peak power absorbed by each of the voltage regulating nodes can be calcu-

lated using (7.13) as shown below:

Δ𝑝𝑚𝑎𝑥
1,2 = −

0.0248

0.05
× 0.05 = −0.0248 pu
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This shows that each of the voltage-regulating terminals take approximately half

of the power variation because they have the same droop value. The dc voltage

shows very little change because almost all of the power fluctuation is absorbed

by the droop-controlled terminals. The dc grid absorbs only 4 × 10−4 pu power,

which explains why it is showing an insignificant amount of change.
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Figure 7.1: Bode plot of the aggregate dc voltage transfer function.

In a second case, the third terminal is also participating in voltage regulation with

droop constant of 𝜌 = 0.075, while at the same time injecting the power variation.

𝜌𝑒𝑞 = 0.0187 and 𝑇𝑒𝑞 = 0.0187 × 0.1 = 1.87ms

The resulting maximum voltage variation is:

Δ𝑣𝑚𝑎𝑥
𝑑𝑐 = 0.0186 × 0.05 = 9.3 × 10−4 pu = 0.093%

The power absorbed by the first two terminals is given by:

Δ𝑝𝑚𝑎𝑥
1,2 = −

0.0187

0.05
× 0.05 = −0.0187 pu

The last converter also has to absorb some power because it is now participating

in voltage regulation. The amount of power is:

Δ𝑝𝑚𝑎𝑥
3 = −

0.0187

0.075
× 0.05 = −0.0125 pu
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The amount of power injected for the service is thus reduced by Δ𝑝𝑚𝑎𝑥
3 , i.e. only

0.05 − 0.0125 = 0.0475 pu power is available for the service. This can reduce the

effectiveness of the service. In this case, the damping capability is proportional to

the available power until maximum possible damping is achieved. Thus, reducing

the available power can reduce the damping of the oscillation.

7.3.2 Simulation of a POD case

This case study presents analysis and simulation results demonstrating the prop-

agation of active power variations due to POD. Simplified calculations are pre-

sented first, followed by time-domain simulation results. The study, presented

in [11], was performed using time domain simulation on a test system shown in

Fig. 7.2 [11]. Parameters associated with the four converters in the test system

are given in Table 7.1.

Converter 1
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DC

AC
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AC

DC
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Figure 7.2: A four-terminal test grid [102].

The system consists of two offshore wind farms connected to converters 1 and 2,

and two onshore grids connected to converters 3 and 4. All the four converters

are MMCs, and they are controlled using the energy control method proposed in

Chapter 4. The outer loop for the offshore wind farms is in constant power mode,

while the onshore converters are controlled in droop mode with droop constant

of 5%. The simulation models are built using a detailed average model in abc

domain. Frequency Dependent-𝜋 (FD-𝜋 ) [51] models were used to represent the

dc cables. Calculation of the equivalent aggregate grid parameters is presented

first.
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Table 7.1: HVDC converter parameters for the four-terminal test system [102].

Parameter Converters 1, 2, and 3 Converter 4

Base apparent power, 𝑆𝑏 900MVA 1200MVA

Base dc voltage, 𝑉 𝑑𝑐
𝑏

640 kV 640 kV

AC Frequency, 𝑓 50Hz 50Hz

Arm capacitance, 𝐶𝑎𝑟𝑚 29.3 µF 39 µF

Arm inductance, 𝐿𝑎𝑟𝑚 84.8mH 63.6mH

Arm resistance, 𝑅𝑎𝑟𝑚 0.885Ω 0.67Ω

Transformer reactance, 𝑋𝑡 17.7Ω 13.4Ω

Transformer resistance, 𝑅𝑡 1.77Ω 1.34Ω

7.3.2.1 Calculation of voltage variation

Since the converters have two different power ratings, system-level base values

have to defined to convert the parameters to a common base. In this case, the

base power is chosen to be 900MW. Thus, the droop constant for Converter 4

has to be adapted to the new base as shown below:

𝜌4 = 0.05
900MVA

1200MVA
= 0.0375 pu

The equivalent droop is then calculated as

𝜌𝑒𝑞 =

(
1

0.05
+

1

0.0375

)−1
= 0.02143

The grid capacitance is calculated to be 142 µF by adding all the cable capaci-

tances. In per-unit, this gives 𝑐𝑔 = 0.064 pu. The equivalent time-constant is then

calculated as follows:

𝑇𝑒𝑞 = 𝑐𝑔𝜌𝑒𝑞𝑉𝑑𝑐0 = 1.37ms

where 𝑉𝑑𝑐0 is assumed to be 1 pu. Since 𝑇𝑒𝑞 is small compared to the frequency of

oscillation (1Hz), its effect can be neglected in the calculation of the expected dc

voltage variation as shown here.

Δ𝑣𝑑𝑐 ≈ −𝜌𝑒𝑞Δ𝑝𝑎𝑐3 = −0.02143Δ𝑝𝑎𝑐3

Since Converter 3 is also participating in voltage droop control, Δ𝑝𝑎𝑐3 should be

adjusted as explained in (7.14).

Δ𝑝𝑎𝑐3 =

(
1 −

𝜌𝑒𝑞

𝜌3

)−1
Δ𝑝𝑎𝑐3
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where Δ𝑝𝑎𝑐3 is the net active power variation injected by converter 3. In other

words, Δ𝑝𝑎𝑐3 is what the converter is requested to generate, but Δ𝑝𝑎𝑐3 is what it

actually can inject into the system because of droop action. Incorporating the

adjusted power variation, the voltage variation can be calculated as shown in

(7.15).

Δ𝑣𝑑𝑐 ≈ −𝜌𝑒𝑞

(
1 −

𝜌𝑒𝑞

𝜌3

)−1
Δ𝑝𝑎𝑐 𝑗 = −

𝜌𝑒𝑞𝜌3

𝜌3 − 𝜌𝑒𝑞
Δ𝑝𝑎𝑐3 = −0.0375Δ𝑝𝑎𝑐3 (7.15)

This equation will be used in the simulation results to show how these simplified

calculations compare to simulations using detailed models.

7.3.2.2 Simulation results

Two test cases will be presented: a base case showing response of the system

under normal conditions, and a case involving POD power injection by converter

3 with frequency of 1Hz. The results are displayed in Figs. 7.3 to 7.5. From the

base case (Fig. 7.3), it can be seen that the system exhibits a stable operation under

normal conditions. Two reference changes were applied to represent changes

in power production from the offshore wind farms (Converters 1 and 2): active

power of converter 2 is increased by 120MW (0.13 pu) at 2 s, while active power

of converter 1 is reduced by 120MW (0.133 pu) at 15 s. All the reference signals

are rate-limited by using first-order low-pass filters. It can be noted that the dc

voltage increases when the power production from the wind farms is increased.

The reverse happened when total power is reduced at 15 s. Since the increase and

decrease in power have the same magnitude, the dc voltage is the same before

and after the power changes. The change in voltage can be estimated by using

the equivalent droop, i.e. Δ𝑣𝑑𝑐 = 𝜌𝑒𝑞 × Δ𝑝𝑎𝑐 = 0.0214× 0.133 = 0.0028 pu, which is

very close to the one obtained from the simulation (Fig. 7.3).

The effect of a POD controller in converter 3 is emulated by injecting oscillat-

ing active power with frequency of 1Hz and damping of 5%. A more realistic

case including electromechanical dynamics of synchronous machines and an im-

plementation a POD controller is presented in Chapter 8. Fig. 7.4 shows the re-

sult, which compares the dc and ac powers of converter 3. The difference be-

tween the ac and dc powers is because of the losses in the converter. The peak

oscillating power Δ𝑝𝑎𝑐3 is 0.054 pu, which results in a dc voltage variation of

Δ𝑣𝑑𝑐 = −0.0375 × 0.054 = −0.002 pu according to (7.15). This can be compared

to the simulation result given in Fig. 7.5, which shows a peak dc voltage variation

of −0.0021 pu. The small difference is primarily due to the losses in the system

which are neglected in the simplified calculations.

Because of its participation in droop control, converter 4 picks up the power os-
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Figure 7.3: Base case performance of the dc grid in Section 7.3.2 during step changes in
active power reference.
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Figure 7.4: Variation of ac and dc powers of converter 3 due to POD.
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Figure 7.5: Variation of dc voltages due to POD.

cillation Δ𝑝𝑎𝑐4 = Δ𝑣𝑑𝑐/𝜌4 = −0.0021/0.0375 = −0.056. This value is in good agree-

ment with the simulation result in Fig. 7.6.

One important observation is that the oscillating power injected by converter 3

is, in effect, taken from the ac grid connected to converter 4. This means that

active power services provided by one terminal in a dc grid can propagate to and

disturb other connected ac grids whose interfacing converters are participating in

dc voltage regulation. Looking at just the dc voltage, it might seem that the effect

of the disturbance is negligible. However, these small variations (−0.002 pu) in

the dc voltage cause significant amounts of power variations (−49.8MW), which

can have a considerable impact on the power system.
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Figure 7.6: Variation of ac and dc powers of converter 4 due to POD in converter 3.
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The discussion in this section, together with the analysis and simulation exam-

ples, highlighted that ancillary services involving active power can cause dc volt-

age variations. This, in turn, leads to the propagation of the problem into other

connected ac grids that participate in dc voltage regulation. Furthermore, it was

also shown that if droop voltage control is enabled on the converter providing the

service, there is a reduction in the active power available for the service because

the droop controller tries to oppose the changes in dc voltage. The next section

presents twomethods to utilize the energy stored in the arms of theMMC to avoid

or minimize the propagation of active power variations via the dc grid. As will be

shown later, this will also solve the second problem where the droop controllers

counter the active power injected to provide the services.

7.4 Methods of utilizing the arm energy

Two types of methods for utilizing the arm energy will be presented in this sec-

tion. The first type involves using the stored energy to counter power variations

introduced by services, which is called Power cancellation. The second type uses

the stored energy to emulate a virtual capacitance that is larger than the physical

arm capacitance. This method will be referred to as Virtual Capacitance Support

(VCS).

7.4.1 Power cancellation

This method is derived by analyzing the relation between active power balance

and the arm energy given by (7.11), which is rewritten as shown in (7.16).

Δ𝑣𝑑𝑐 = −
𝜌𝑒𝑞

𝑇𝑒𝑞s + 1

𝑚∑

𝑗=1

[
3𝑐𝑎𝑗

d

dt
Δ𝑤 𝑗 + Δ𝑝𝑟𝑎𝑐 𝑗

]
(7.16)

where 𝑐𝑎𝑗 is the arm capacitance of converter 𝑗 . Referring to (7.16), it can be seen

that the effect of the active power variation Δ𝑝𝑎𝑐 𝑗 can be compensated for by

varying the derivative of the arm energy with the same magnitude but opposite

in sign to Δ𝑝𝑎𝑐 𝑗 . The compensation is done locally at terminal 𝑗 by varying the

energy reference as given in (7.17).

Δ𝑤𝑟
𝑗 = −

1

3𝑐𝑎𝑗

∫
Δ𝑝𝑎𝑐 𝑗d𝑡 (7.17)

Substituting (7.17) in (7.16), it can be seen that the effect of Δ𝑝𝑎𝑐 𝑗 can be canceled

and the oscillation does not appear in the dc voltage. This is the approach fol-

lowed in [11]. If Δ𝑤𝑟
𝑗 = 0, the energy controller balances the ac and dc powers of

the converter in order to keep the energy constant. However, if the energy ref-

erence is varied according to (7.17), the ac power variations are not transferred
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Figure 7.7: Block diagram of power and energy control loops.

to the dc side. Another interpretation is that the contribution of Δ𝑝𝑎𝑐 is removed

from the energy measurement, so the energy controller does not see it, and hence

it will not act to balance it to the dc side.

Fig. 7.7 shows a functional block diagram of a controller which implements the

power cancellationmethod. It shows the relevant control loops involved in power

balance. The POD controller, not shown in Fig. 7.7, is responsible for calculating

the oscillating power (Δ𝑃𝑟𝑎𝑐 ) injected into the ac grid to improve the damping

of electromechanical modes. The main goal of the controller is to extract the

oscillating part of the ac power and feed it to the energy controller as a reference.
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Figure 7.8: Block diagram of the power cancellation scheme [11].

Since the power variation is already available as the output of the POD block, the

power cancellation scheme can be implemented by integrating and scaling Δ𝑝𝑎𝑐
as given in (7.17). However, direct integration is susceptible to drifting (accu-

mulation of static offset over time), which leads to errors. The approach chosen
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here is implementations using equivalent transfer functionsH1 andH2, which are

the equivalent transfer functions from 𝑃𝑟𝑎𝑐 to 𝑃𝑎𝑐 and from 𝑃𝑎𝑐 to𝑊𝑚 , respectively.

The term equivalent is used to indicate that these transfer functions represent the

gain and phase responses of the complete transfer functions at the oscillation fre-

quency in the form of gain and lead-lag blocks. Such an implementation assumes

that the system parameters are accurately known and there is only one mode of

oscillation. These assumptions are made to simplify the initial implementation. If

the parameters are not accurately known, the gains and phase angles can be tuned

by performing tests. The effect of parameter errors will be shown by simulation

in the next section.

The limit on the energy variation Δ𝑤 is placed to avoid large variations in en-

ergy (arm voltage) which lead to the disturbance of normal operation if the arm

voltage goes too low or stress to the submodules of the arm voltage goes too

high. Section 7.5 presents a detailed discussion on how much energy variation is

tolerated. A simulation case study demonstrating the effectiveness of the power

cancellation method is presented in the next section.

7.4.1.1 Simulation case study

A POD simulation case implementing the power cancellation method using the

test system in Fig. 7.2 is presented here. The results here build upon the ones pre-

sented in Section 7.3.2. It was shown in Figs. 7.4 to 7.6 that the oscillating power

due to POD propagates through the dc grid. When the power cancellation con-

troller is enabled, the POD power is diverted into the arm capacitors instead of

the dc side, as is evident from Fig. 7.9. In doing so, the controller can effectively

remove the oscillation from the dc side, (see Figs. 7.9 and 7.10). Compared to

Fig. 7.4, the peak of the oscillating power has increased by ≈ 17MW (see Fig. 7.9)

when power cancellation is employed. This is because the dc voltage has a neg-

ligible amount of oscillation, which means that the droop control does not inject

power to counter the power oscillation.

Because of the power taken from the capacitors, the average stored energy ex-

hibits oscillatory response, (Fig. 7.11). This confirms that the oscillation is sup-

plied from the arm capacitors instead of the dc side. Then nominal arm energy

is set to 𝑤0 = 1.31 = 1.152, which gives enough headroom to accommodate the

change in energy without going into over-modulation. The requirement behind

this headroom is discussed in more detail in Section 7.5. In order to investigate

the correlation between energy deviation and oscillation frequency, POD at differ-

ent frequencies was also simulated. Fig. 7.12 shows the arm energy of converter

2 with the power cancellation controller enabled. It can clearly be seen that the

deviation grows with decrease in frequency. This is expected because the arm en-
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Figure 7.9: AC and dc powers of converter 3 with POD when power cancellation is
applied.
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Figure 7.11: Arm energy of converter 3 without and with power cancellation.
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ergy deviation is the integral of the power oscillation. The corresponding power

injections are depicted in Fig. 7.13, where it can be seen that the magnitudes are

the same in all the cases.
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Figure 7.13: ac power of converter 3 with power cancellation at different oscillation
frequencies.

The power cancellation controller block output is limited to ≈ ±0.32 𝑝𝑢, which is

equivalent to ±0.15 pu limit on the arm voltage. These values are chosen to keep

the arm energy above 1 pu in all cases. Fig. 7.14 shows how the system responds

when the energy deviation is larger than the limits. It can be seen that the simple

limiter (which is a simple clamping limiter) is able to keep the energy deviation

within the specified limits. However, the dc voltage (Fig. 7.15 exhibits a larger

magnitude distortion during the period when the output is limited. The second

option to limit the output is to reduce gain of the power cancellation controller,

which in effect reduces the amount of power diverted into the capacitors. This



146 7.4 Methods of utilizing the arm energy

results in a smoother limit but at the cost of some oscillation in the dc voltage,

(Fig. 7.15). Combining the two approaches, dynamic adjustment of the gain with

simple limiter on the output can give better results.
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Figure 7.14: Effect of output limit on power cancellation: arm voltage of converter 3.
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Figure 7.15: Effect of output limit on power cancellation: dc voltage at converter 3.

Finally, the effect of parameter inaccuracies is studied. Parameter errors result

in either gain or phase error in the oscillation. The effect of phase angle error is

shown in Fig. 7.16. The effect of gain error is similar to the gain reduction case

in Fig. 7.14. The main consequence is that some of the oscillating power is taken

from the dc side, thus resulting in dc voltage oscillation, Fig. 7.17. This implies

that the proposed scheme can work well even with significant parameters errors.

Further improvement can be gained by tuning the parameters from test results.

7.4.2 Virtual capacitance support

It was shown in the previous section that the power cancellation method can ef-

fectively divert power distortions associated with the ac side services into the
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Figure 7.16: Effect of phase angle error: : arm voltage of converter 3.
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submodule capacitors of the MMC. It is a localized solution which acts at the

source to prevent the distortion from entering the dc side. While this is an ad-

vantage in terms of solving the problem at the source, the localized nature of the

method can also be a shortcoming in a dc gird where multiple converters can be

coordinated to provide a larger energy storage capability. It is difficult to imple-

ment such a distributed approach using the power cancellation method because

it is heavily reliant on local measurements. This means that the measured signals

have to be communicated among the converters, which leads to significant de-

lays depending on the distance. Therefore, an alternative approach is considered

here. Instead of canceling the effect of the disturbances, this method works on

strengthening the dc grid by increasing the effective dc capacitance.

Ref. [107] presents one such approach where the arm energy reference is varied

proportionally to the stored energy in the dc grid. This virtually connects the

arm capacitance in parallel with the grid capacitance. This approach will subse-

quently be referred to as Fixed Capacitance Support (FCS), since it increases the

grid capacitance by a fixed amount (i.e. the arm capacitance). The per-unit im-

plementation of this approach is given by (7.18) where 𝑘 is a control parameter

deciding the amount of additional capacitance obtained. Selection of the value of

𝑘 is discussed in the following sections.

𝑤𝑟
𝑗 = 𝑘 𝑗 · 𝑣

2
𝑑𝑐 = 𝑤 𝑗 (7.18)

d

dt
𝑤 𝑗 = 2 · 𝑘 𝑗 · 𝑣𝑑𝑐

d

dt
𝑣𝑑𝑐 (7.19)

The aggregate dc grid dynamics are given by (7.5), which is repeated here in (7.20)

for quick reference.

𝑐𝑔
d

dt
𝑣𝑑𝑐 = −

𝑚∑

𝑗=1

[
3𝑐𝑎𝑗

𝑣𝑑𝑐

d

dt
𝑤 𝑗 +

𝑝𝑟𝑎𝑐 𝑗

𝑣𝑑𝑐
−

1

𝜌 𝑗

(
𝑣𝑟
𝑑𝑐 𝑗

𝑣𝑑𝑐
− 1

)]
(7.20)

After substituting (7.19) in (7.20) and rearranging the terms, (7.21) is obtained.

𝑐𝑒𝑞
d

dt
𝑣𝑑𝑐 = −

𝑚∑

𝑗=1

[𝑝𝑟𝑎𝑐 𝑗
𝑣𝑑𝑐

−
1

𝜌 𝑗

(
𝑣𝑟
𝑑𝑐

𝑣𝑑𝑐
− 1

)]
(7.21)

𝑤ℎ𝑒𝑟𝑒 𝑐𝑒𝑞 = 𝑐𝑔 +
𝑚∑

𝑗=1

6 · 𝑘 𝑗 · 𝑐𝑎𝑗

From (7.21), it can be seen that the grid capacitance is effectively increased. Each

MMC contributes by inserting 6 of its arm capacitors scaled by the respective

𝑘 𝑗 . In order to analyze the method, (7.21) is linearized around an operating point
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where the sum of active power references, 𝑝𝑟𝑎𝑐 𝑗 is 0 and 𝑣𝑟
𝑑𝑐

= 𝑣𝑑𝑐 = 𝑣𝑑𝑐0. Follow-

ing the procedure in Section 7.2, the transfer function from Δ𝑝𝑎𝑐 𝑗 to Δ𝑣𝑑𝑐 can be

calculated as given in (7.22).

Δ𝑣𝑑𝑐 = −
𝜌𝑒𝑞

𝑇𝑒𝑞𝑠 + 1

𝑚∑

𝑗=1

Δ𝑝𝑟𝑎𝑐 𝑗 (7.22)

where 𝜌𝑒𝑞 =

(
𝑚∑

𝑗=1

1

𝜌 𝑗

)−1
and 𝑇𝑒𝑞 = 𝑐𝑒𝑞 · 𝜌𝑒𝑞 · 𝑣𝑑𝑐0

Equation (7.22) indicates that any disturbance in the active power passes through

an equivalent low-pass filter with time-constant 𝑇𝑒𝑞 before appearing on the dc

voltage. Therefore, a large value of𝑇𝑒𝑞 (in the order of seconds) is desirable in or-

der to achieve good attenuation in the frequency range of interest. For example, to

ensure more than a factor 5 attenuation at 1Hz,𝑇𝑒𝑞 has to be greater than 800ms.

This requires the gains 𝑘 𝑗 to be in the order of hundreds since the capacitances,

in pu, are in the order of a few milliseconds (≈70ms for the test system) and 𝜌𝑒𝑞
is in the order of few percent (1% to 5%). However, this is unrealistic because the

average arm voltage will be equal to
√
𝑘 × 𝑣𝑑𝑐 . This fact restricts the value of 𝑘

to be close to 1, which makes the FCS ineffective for this application. The next

section discusses an alternative approach which offers better performance.

7.4.2.1 Emulation of virtual capacitance

The main limitation of the FCS scheme is that the gain has to be close to 1. This

limitation can be avoided by applying the amplification gain 𝑘 𝑗 to the deviation

in dc voltage, Δ𝑣𝑑𝑐𝑓 , over a desired frequency range (0.2Hz to 2Hz) instead of the

complete signal. The energy reference is then modified as shown in (7.23).

𝑤𝑟
𝑗 = 𝑤𝑟

0𝑗 + 𝑘 𝑗 · Δ𝑣
2
𝑑𝑐𝑓 (7.23)

where𝑤𝑟
0𝑗 is a reference related to the average arm voltage, which is constrained

such that the arm voltage is close to 𝑣𝑑𝑐 . The scheme creates the same effect as the

FCS, but now there is less restriction on the gain. It provides capacitance support

only during transients over a desired frequency range. This method is referred to

as VCS. The term virtual is used because this method does not just insert the arm

capacitance like the FCS method, but rather provides an equivalent capacitance

which is considerably larger than the physical arm capacitance over the frequency

range of interest.

This method requires separation of the desired frequency components, Δ𝑣𝑑𝑐𝑓 ,

from themeasured signal, 𝑣𝑑𝑐 . This can be achieved by using the proposed scheme

shown in Fig. 7.18. The first stage is a washout filter to remove the dc compo-

nents followed by a low-pass filter to limit the gain at high frequencies. The
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overall transfer function resembles a band-pass filter. It is important to have low

phase shift in the pass band. Therefore, the filters are designed to give zero phase

shift at 1Hz i.e. the middle of the desired interval (0.2Hz to 2Hz). In addition,

phase adjustment can be made by using lead-lag filters.

Δ𝑤𝑚𝑖𝑛

Δ𝑤𝑚𝑎𝑥

𝑇𝑤s

𝑇𝑤s + 1
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𝑤𝑟
𝑗

Figure 7.18: Block diagram of the VCS scheme [12].

The upper limit on the gain is due to the output saturation in Fig. 7.18. Once

the output saturates, the converter immediately stops providing the capacitance

support. This is because the current injection is proportional to the derivative

of the stored energy, (see (7.3)). Since the stored energy is related to the arm

voltage (𝑤 = 𝑣2), the limits are coupled to the design of the converter. The up-

per limit is defined by the maximum voltage at which the arms can be operated,

which is, in turn, defined by the maximum continuous submodule voltage rat-

ing. The lower limit, on the other hand, is constrained by the lowest possible

arm voltage without causing over-modulation. Over-modulation occurs when

the reference inserted voltage is greater than the sum of capacitor voltages. In

order to accommodate downward changes in the stored energy without causing

over-modulation, the arm voltage should be operated with a headroom above the

dc voltage. The MMC is normally designed such that the average arm voltage

equals the dc voltage. Therefore, the headroom requires either additional sub-

modules or operation of each module at a higher voltage. The first option can be

more attractive in some cases because most MMCs are equipped with redundant

sub-modules. However, as the number of modules increases, the capacitance de-

creases because of the series connection. So, the second option offers a higher

gain for the same percentage increase [11]. Section 7.5 discusses the required

amount of additional energy storage and the two ways of obtaining this extra

storage.

The implementation of the VSC shown in Fig. 7.18 introduces additional transfer

functions, which can change the response. The effect of these transfer functions

is analyzed in the next section.
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7.4.2.2 Frequency response analysis

The filter stage in Fig. 7.18, which is used to extract the dc voltage variation Δ𝑣𝑑𝑐 ,

introduces additional dynamics in the response of the dc grid with VCS. Under

ideal conditions where Δ𝑣𝑑𝑐 is extracted without any additional dynamics, the dc

grid will have a first-order response with time-constant𝑇𝑒𝑞 . The effect of the gain

and filter parameters of VCS on the frequency response of the grid are analyzed

in this section. The four-terminal test grid introduced in Section 7.3.1 (Fig. 7.2) is

used in the analysis.

As discussed in the previous section, the time-constants of the filter stage are

chosen to minimize the gain reduction and phase shift in the frequency range

of interest (0.2Hz to 2Hz). The low-pass filter attenuates the output of the VCS

scheme for high-frequencies outside the range of interest. This upper limit is

defined such that the VCS scheme does not affect stable operation of other con-

trollers in the system. In light of this, the time-constant of the low-pass filter

is chosen to be 𝑇𝑓 = 100ms. The washout filter time-constant is chosen to be

𝑇𝑤 = 2 s so that the low-frequency (close to dc) components are removed and the

phase shift in the frequency range of interest is minimized. Figure 7.19 shows the

transfer function of the filter stage with the chosen parameters. It can be noted

that the transfer function has a significant phase variation around the center fre-

quency. This variation can be flattened by using lead-lag phase compensation as

shown in Fig. 7.20, which is achieved by applying a phase boost of 30° at 1Hz and

a phase reduction of 30° at 0.1Hz. Higher-order filters with better behavior both

in the pass-band and stop-band can be designed to improve the system response.

This is not covered in this thesis because the purpose here is to introduce the

concept, and the filter arrangement in the VCS scheme suffices for this purpose.
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Figure 7.19: Bode plot of the filter stage in the VCS scheme with𝑇𝑤 = 5 s and𝑇𝑓 = 20ms.

The transfer function fromΔ𝑝𝑟𝑎𝑐 𝑗 to Δ𝑣𝑑𝑐 (given by (7.22)) is calculated for the four-
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Figure 7.20: Bode plot of the filter stage in the VCS scheme after phase compensation.

terminal test system (Fig. 7.2) by taking the filter stage into account. Figure 7.21

shows the frequency response of the dc grid for different filter parameters with

the gain set to 𝑘 𝑗 = 100. It is assumed that all the four converters are participating

in the VCS scheme. The dc grid has an equivalent dominant second-order low-

pass transfer function when the filter stage is taken into account. It can be seen

that higher values of𝑇𝑤 give better performance in terms of attenuation. It should

be noted, however, that higher values of 𝑇𝑤 also mean that the VCS responds to

lower frequencies (close to dc), which is not desired because the energy storage

requirement is significantly increased. Therefore, 𝑇𝑤 = 2 s is chosen to give a

good compromise between the two requirements.
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Figure 7.21: The effect of the washout filter time-constant𝑇𝑤 on the frequency response
of the VCS scheme with 𝑘 𝑗 = 100.

The last parameter in the VCS scheme is the gain 𝑘 𝑗 which determines how much

virtual capacitance is provided by each converter. When 𝑘 𝑗 = 0 (i.e. base case),

there is negligible attenuation in the frequency range 0.2Hz to 2Hz. The same
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observation applies to the FCS scheme (𝑘 𝑗 = 1.15), which makes it ineffective for

the application. A considerable amount of attenuation is achieved with higher

gain values of 𝑘 𝑗 = 100.

0.01 0.1 1 10

0.00

0.01

0.02

Frequency (Hz)

M
ag
n
it
u
d
e
in

(p
.u
)

Base (𝑘 𝑗 = 0)

FCS (𝑘 𝑗 = 1.15)

𝑘 𝑗 = 25

𝑘 𝑗 = 100

Figure 7.22: The effect of the gain 𝑘 𝑗 on the frequency response of the VCS scheme.

As demonstrated in this section, the response of the dc grid to power variations

is greatly influenced by the parameters of the VCS scheme. It is also dependent

on the grid parameters (cable lengths, arm capacitance values) and the number

of converters participating in the scheme. It is, therefore, important that analy-

ses similar to the one presented in this section be performed before selecting the

parameters. The next section presents simulation case studies for different appli-

cations using the same test system and the parameters selected in this section.

7.4.2.3 Simulation case study: POD

In this section, the VCS method is applied to a POD case study using the four-

terminal test grid (Fig. 7.2). The converters are controlled using compensated

modulation, which is discussed in Chapter 4. The effect of the POD controller is

emulated by injecting oscillating active power into the ac side of converter 3. The

goal of the case study is to demonstrate the effectiveness of the VCS method. As

explained in earlier sections, the arm energy (voltage) exhibits oscillation when

it absorbs the POD power. Consequently, the arm energy must have a headroom

above the dc voltage in order to accommodate the downward variations in energy.

In this case study, the headroom is chosen to be 15% giving an arm voltage 1.15 pu,

which gives a nominal arm energy of 1.152 = 1.31 pu. Section 7.5 discusses how

this headroom is sized and how it can be realized.

Converters 1 and 2 are connected to offshore wind farms, while converters 3 and 4

are connected to onshore ac grids. The power-flow condition is such that thewind

farms are producing 800MW and 600MW, and the onshore grids are absorbing
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650MW and 746MW. Power flow from the dc side into the ac side is positive

by convention. The offshore converters are controlled in constant power mode,

while the onshore converters are participating in dc voltage droop regulationwith

a droop constant of 5%.
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Figure 7.23: AC powers of the four converters during POD injection at converter 3. The
sign of powers at converters 1 and 2 are inverted.

Per-unit powers of the four converters are shown in Fig. 7.23, where the signs of

the powers at the offshore converters have been inverted to fit them in the same

scale as those of the onshore converters. The POD power injection is enabled at

𝑡 = 2 s at converter 3. Since the offshore converters are participating in neither

dc voltage regulation nor POD, their power flows are constant throughout the

simulation period. Therefore, the oscillating power injected by converter 3 is

taken from the ac grid of converter 4.
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Figure 7.24: DC voltages during POD injection at converter 3.
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Fig. 7.24 shows the corresponding dc voltages, which exhibit oscillationwithmag-

nitudes of upto 0.33%. It is this voltage oscillation that results in the propagation

of the power oscillation to converter 4. This can be reduced by implementing the

capacitance support methods, FCS and VCS. Comparison of these capacitance

support methods using the dc voltages is given in Fig. 7.25. It can be seen that the

FCS method has only a negligible effect on the dc voltage variation. In contrast,

the oscillation is significantly attenuated when VCS is used. This is in agreement

with the frequency domain analysis in Section 7.4.2.2. The ac powers at convert-
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Figure 7.25: Comparison of capacitance support methods: dc voltage during POD injec-
tion at converter 3.
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Figure 7.26: AC powers of converters 3 and 4 during POD injection at converter 3 with-
out and with VCS.

ers 3 and 4 are shown in Fig. 7.26, which shows that VCS significantly reduces

the amount of oscillating power that propagates toward the ac side of converter

4. The oscillation is diverted into the arm energy which shows increased oscilla-
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Figure 7.27: Comparison of capacitance support methods: arm energy during POD in-
jection at converter 3.

tion when VCS is applied, as can be seen in Fig. 7.27. The ac power at converter 3

increases when VCS is enabled because the power reduction due to droop action

is lower since the dc voltage variation is reduced.

Distribution of the arm energy utilization among the four converters can be high-

lighted by examining the variations in dc power without and with VCS in Fig. 7.28

and Fig. 7.29, respectively. The steady-state values are removed from the dc pow-

ers in order to emphasize the relation between the power variations. In the base

case, Fig. 7.28, the oscillating power is exchanged between converters 3 and 4 as

pointed out earlier.
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Figure 7.28: DC power variations of the four converters during POD injection without
VCS.

When VCS is enabled, all the converters contribute in supplying the oscillating
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Figure 7.29: DC power variations of the four converters during POD injection with VCS.

power, see Fig. 7.29. Converters 1, 2, and 4 provide approximately a third of the

dc power at converter 3. The differences are primarily due to transmission losses.

The capacitors of converter 3 cover the remaining part of the ac power. Because

of the interaction between droop control and POD, the power contribution at

converter 3 is different from the others. This is clearly visible in the arm energy

plot (Fig. 7.30), which shows that arm energy variation in converter 3 is shifted

and has lower magnitude. Approximately equal energy variations are observed

when the POD power is injected by a converter which is not participating in dc

voltage droop control.
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Figure 7.30: Arm energy variations of the four converters during POD injection with
VCS.

In summary, this case study has demonstrated that VCS can be effectively used to
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absorb power oscillations arising from a POD service. This prevents the oscilla-

tion from propagating to the other connected grids, where they can cause power

quality issues or excite electromechanical oscillations of similar frequencies. The

VCS is a distributed approach where all capable terminals can participate in the

support. Consequently, higher power levels can be absorbed by using this ap-

proach compared to the power cancellation method.

7.4.2.4 Simulation case study: wind farm power smoothening

Wind power has taken an increasing share of the total energy production mix

over the past few decades and has brought forth several challenges in grid oper-

ation and planning. One such challenge is the variability of wind, which trans-

lates into power fluctuations [108]. These fluctuations can be studied in three

time-scales: long-term, short-term variations, and rapid variations. Long-term

variations refer to diurnal and seasonal variations in wind speed, which are rela-

tively predictable [109]. Short-term refers to time-scales in the order of minutes

to a few hours. They cause challenges related to power balancing and frequency

regulation. Rapid changes, on the other hand, refer to fast variations within a

second to a few seconds. Such variations can be attributed to wind gusts, tower

shadow, and fast transients in the collection grid.

These variations pose different power quality challenges in the grid; such as rapid

voltage and frequency variations. Since short-term and rapid changes are difficult

to predict, energy storage solutions are being proposed to smoothen the varia-

tions out [110]. As large, far-offshore wind farms are usually connected to the

grid using an HVDC transmission system, the energy storage capability of the

MMC can be considered for such applications. This section presents a case study

which deals with reducing rapid variations in wind power using the VCS method.

The simulation results are performed using the four-terminal dc grid [102] that

has been used throughout this chapter.

A random power fluctuation, representing rapid wind power variations, is super-

imposed on the ac power of Converter 2 to emulate the rapid power variations.

Fig. 7.31 depicts the ac powers at the four converters. The rapid power variations

are introduced at 2 s. Converters 3 and 4 also exhibits the variation because they

are participating in dc voltage regulation. The power variations cause a corre-

sponding variation in the dc voltages, as shown in Fig. 7.32.

It can be seen from Fig. 7.33 that the rapid power fluctuation is significantly re-

ducedwhenVCS is enabled. Consequently, the ac powers of converters 3 and 4 are

much smoother with VCS (see Fig. 7.34). The fluctuation is averaged by the arm

capacitors, which absorb the fast variations and release a smoother power. This
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Figure 7.31: AC power variations due to wind farm power fluctuation at converter 2.
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Figure 7.32: DC voltage variations due to wind farm power fluctuation at converter 2.
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Figure 7.33: DC voltage variation due to wind farm power fluctuation at converter 2
without and with VCS.
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canmaximize production because thewind farm can generate active power-based

on the available wind speed without attempting to maintain a smooth power

flow. The arm energy variations due to the rapid power fluctuations are shown

in Fig. 7.35.
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Figure 7.34: AC powers of converters 3 and 4 during POD injection at converter 3 with-
out and with VCS.
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Figure 7.35: Arm energy variations of the four converters due to wind farm power fluc-
tuation with VCS.

The simulation results demonstrated that the VCS can be applied to smoothen

active power fluctuations coming from wind farms. VCS can be implemented

independently with a focus on rapid variations, or it can complement slower and

longer duration energy storage technologies (like batteries) to offer a solution

that addresses both rapid and slow power fluctuations.
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7.4.2.5 Simulation case study: dc voltage support

Sudden jumps in active power can occur in a dc grid due to a contingency involv-

ing the disconnection of several wind turbines at the same time. The purpose

of this case study is to investigate how VCS can improve the rate of change of

dc voltage when such a contingency occurs. This can be compared with inertia

support in an ac system, which controls the rate of change of frequency. The

contingency is emulated by step decrease in the active power of converter 1. Two

cases are considered based on the amount of power generation lost: −7.5% and

−15%.

Active powers during a −7.5% power drop are shown in Fig. 7.36. The power drop

is balanced by a reduction in the powers of converters 3 and 4. Converter 4 takes

a bigger share because it has a higher power rating and both the converters have

the same droop constant of 5%.

0 2 4 6 8 10 12 14
0.60

0.70

0.80

0.90

Time in (s)

ac
p
o
w
er

in
(p
u
)

Converter 1 Converter 2

Converter 3 Converter 4

Figure 7.36: AC power variations due to a sudden 7.5% loss of generation at converter 2.

The rate at which the dc voltage drops is determined by the equivalent dc grid

capacitance, response time of the converters participating in dc voltage regula-

tion, and the steepness of the drop in power. VCS reduces the rate of change of

dc voltage since it increases the dc grid capacitance as shown in Fig. 7.37. Com-

pared to the previous two applications (POD and power smoothening), dc voltage

support involves much lower frequencies, which leads to a severe constraint on

the amount of power available to provide dc voltage support, particularly dur-

ing larger power changes. When the change in power is increased from 7.5% to

15%, the available energy for VCS is exceeded midway through the transient as

shown in Fig. 7.38. This leads to the reduction of the effective capacitance, which

in turn results in an increased rate of change in the dc voltage. The same fig-
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Figure 7.37: The effect of VCS on the rate of change of dc voltage due to a sudden 7.5%
loss of generation at converter 2.
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Figure 7.38: The effect of VCS on the rate of change of dc voltage due to a sudden 15%

loss of generation at converter 2.
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ure shows the dc voltage with a reduced VCS gain. It can be noted that the rate

of change is not as good as the original one, but the support is not interrupted.

Fig. 7.39 shows the energy variation for the two cases and one more case with

a reduced gain. The lower energy variation limit is exceeded in the case of the

15% power change with 𝑘 𝑗 = 100 as discussed earlier. One important aspect here

is that the energy changes for this application are significantly higher than the

other applications discussed in this chapter. Reducing the gain, like in Fig. 7.39,

is not desirable because it also reduces the gain for the other applications. The

filter stage in VCS can be designed such that there is less sensitivity at lower fre-

quencies while maintaining the higher gain values in the frequency range for the

other applications.

7.4.3 Summary

Two methods of utilizing the MMC energy storage capability to provide active

power-based services were explored in the previous few sections. Both methods

work effectively in diverting power disturbances associated with services into

the arm capacitors of the MMC. This is important because these disturbances can

propagate into other connected ac systems causing further problems like power

quality issues and electromechanical oscillations. Different philosophies were

adopted in the development of the two methods. The power cancellation method

aims to cancel the disturbance at the source by removing the effect of the distur-

bance from the feedback signal of the energy controller. By doing so, the energy

control does not transfer the disturbance to the dc side. The Virtual Capacitance

Support (VCS), on the other hand, allows the disturbance to be transferred to the

dc side, but its effect on the dc voltage is minimized since the VCS increases the

effective dc grid capacitance. Thus, the power disturbance transferred to other

connected ac grid is also minimized.

Unlike the power cancellation method, VCS is an inherently distributed approach

where any terminal which has some reserve energy storage capacity and a dc

voltage measurement can participate. This increases the capability of the system

in absorbing larger disturbances because the total reserve energy is the sum of

available energy in all the participating nodes. Furthermore, VCS can be read-

ily applied to a wider range of applications as opposed to the power cancellation

method, which needs to be fine-tuned for each application. This was demon-

strated with the simulation case studies, where the VCS method was applied in

applications involving POD, wind power smoothening, and dc voltage support.

Its versatility makes the VCS method more attractive because it can also han-

dle unforeseen events that cause power disturbance. More detailed analysis and

experimental validation of the VCS method are presented in Chapter 8.
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One requirement common to both methods is the need for a reserve energy stor-

age capability. It was shown in the case studies that applications with lower fre-

quency content lead to increased storage requirement. The next section discusses

topics related to sizing and realization of such reserve energy storage capability

with a focus on POD application.

7.5 Energy storage requirement

It has been established in the last few sections that the arm energy exhibits vari-

ations when the MMC is providing active power-based services using its energy

storage capability. The maximum magnitudes of these variations are determined

by the amount of available energy which can be used without affecting normal

operation. Normal operation is disturbed when the insertion indexes exceed one,

which happens when the arm energy (voltage) goes lower than the desired in-

serted voltage reference. When this takes place, the converter is said to be in over-

modulation. Under such conditions, the inserted voltage is constant irrespective

of the reference voltage. This means that converter can no longer control its out-

put current. Additionally, the flat-top signal that results from over-modulation

can distort the output voltage causing further disturbance to the system.

A first step in avoiding over-modulation is setting the nominal (average) arm

voltage with enough headroom above the maximum expected inserted voltage

reference. Once the headroom is established, the variations in the arm energy

have to be limited to avoid over-modulation. Both the power cancellation and

VCS methods enforce the limits by the saturation blocks at their outputs. The

upper limit, Δ𝑤𝑚𝑎𝑥 , is placed to avoid exceeding the voltage rating of the arms

(the submodules), and the lower limit, Δ𝑤𝑚𝑖𝑛 , is there to avoid over-modulation.

A discussion on how these limits are quantifiedwith a focus on POD application is

presented in this section. This is followed by the analysis of two ways of realizing

the extra energy storage capacity needed for the service.

7.5.1 Relation between arm energy and active power

The arm energy variations associated with active power variations are quantified

by using (7.24), which relates, in per-unit, the arm energy 𝑤 to the arm power 𝑝

and the arm capacitance 𝑐𝑎 .
d

dt
𝑤 =

2

𝑐𝑎
𝑝 (7.24)

The change in the arm energy Δ𝑤 due to active power imbalance, Δ𝑝 , is thus

given by (7.25), which is obtained by integrating (7.24).

Δ𝑤 =
2

𝑐𝑎

∫
Δ𝑝 d𝑡 (7.25)



Chapter 7 Methods of Utilizing the MMC Energy Storage 165

Fig. 7.40 is a simplified depiction of the power injected by a POD controller when

an electromechanical oscillation is excited. The resulting energy deviation, as

given by (7.25), is the area under the curve. It is assumed that the oscillation

mode, on which the POD is applied, is stable. This implies that the area under

subsequent half-cycles diminishes with time. Therefore, the worst-case energy

deviation is caused by the first swing, which is indicated by the gray area in

Fig. 7.40. In practical cases the maximum swing might be the second or third one

because of the effect of the washout filter in a POD controller. Nonetheless, the

area under the first swing in Fig. 7.40 will give the worst-case estimate because

the attenuation due to the washout filter is neglected. The maximum energy de-

viation, Δ𝑤𝑚𝑎𝑥 , can be computed using (7.26). This area is the maximum possible

since any phase shift in the waveform results in a smaller area.
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Figure 7.40: An example waveform of power injected by a POD controller.

Δ𝑤𝑚𝑎𝑥 =
2

𝑐𝑎

2𝑝

𝜔𝑜𝑠𝑐
(7.26)

where 𝑝 is peak value of the oscillation. Equation (7.26) over-estimates the devia-

tion since it ignores the effect of damping. This is justified because the damping is

not constant, and the intention here is to consider the worst possible case, which

is when the damping is zero. The corresponding deviation in arm voltage, Δ𝑣𝑚𝑎𝑥 ,

can be computed, from the fact that 𝑤 = 𝑣2 in per-unit, using (7.27).

Δ𝑤𝑚𝑎𝑥 = Δ𝑣𝑚𝑎𝑥 (Δ𝑣𝑚𝑎𝑥 + 2𝑣0) (7.27)

where 𝑣0 is the nominal arm voltage. Having defined the maximum voltage devi-

ation, the requirement for the extra energy storage can now be defined. The main

constraint is that the arm voltages have to be more than the peak of the inserted

voltage reference in order to avoid over-modulation. The peak of the inserted

voltage reference for both the upper and lower arms (𝑣𝑟
𝑢,𝑙
) is given by (7.28).

𝑣𝑟𝑢,𝑙 =
1

2

(
𝑣𝑟𝑎𝑐 + 𝑣

𝑟
𝑑𝑐

)
(7.28)
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where 𝑣𝑟𝑎𝑐 is peak of the ac voltage reference and 𝑣𝑟
𝑑𝑐

is the dc voltage reference.

Taking themaximum reference 𝑣𝑟𝑎𝑐 into account and considering the fact that 𝑣𝑚𝑎𝑥

can have both positive and negative polarity, the constraint that the arm voltage

𝑣0 should satisfy is given in (7.29).

𝑣𝑟𝑢,𝑙 + |Δ𝑣𝑚𝑎𝑥 | ≤ 𝑣0 ≤ 𝑉𝑟𝑎𝑡𝑒𝑑 − |Δ𝑣𝑚𝑎𝑥 | (7.29)

where𝑉𝑟𝑎𝑡𝑒𝑑 is the sum of the maximum operating voltages of all the submodules

in the same arm. From (7.29), it can be seen that the arm voltage has to be greater

than 1 pu in order to provide the required headroom for the service, since 𝑣𝑟
𝑢,𝑙

is

typically close to 1 pu.

Equations (7.26) to (7.29) can be used to determine the nominal arm voltage 𝑣0 and

the associated extra energy storage capacity starting with the desired maximum

active power swing for a POD application. This calculation can be adapted to

the other applications by modifying (7.26). For example, in the case of the wind

power smoothening application, the energy deviation can be calculated by taking

into account the statistical properties of the expected wind power variation. Once

the energy deviation is determined, the remaining steps are common to any of

the applications. The next step after calculating the required extra energy storage

capacity is identifying options to realize it. This is discussed in the next section.

7.5.2 Realization of the extra energy storage capacity

The additional energy storage capacity needed to provide energy-based services

using the MMC can be realized in two different ways. In order to analyze these

options, the relationship between the arm energy and the submodule parameters

in physical units, given by (7.30), is used.

𝑊 =
1

2

𝐶𝑆𝑀

𝑁
(𝑁 ·𝑉𝑆𝑀 )2 (7.30)

where 𝐶𝑆𝑀 is the submodule capacitance, 𝑁 is the number of submodules per

arm, 𝑉𝑆𝑀 is the submodule voltage, and𝑊 is the average arm energy. In a typical

design, the arm voltage is chosen to be equal to the dc voltage (𝑁𝑉𝑠𝑚 = 𝑉𝑑𝑐 ). In

order to provide the energy-based services, the arm voltage has to be increased

above 𝑉𝑑𝑐 . This can be achieved by increasing either the number of submodules,

𝑁 , or the submodule voltage,𝑉𝑆𝑀 . The two options are discussed in the following

sections.

7.5.2.1 Increasing the number of submodules

The effect of introducing additional submodules will be investigated by replacing

𝑁 by (1 + 𝛼) 𝑁 in (7.30), where 𝛼 is a number between 0 and 1. The additional
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energy due to 𝛼 , Δ𝑊 𝛼 , is given by (7.31).

Δ𝑊 𝛼 = 𝛼𝑊 (7.31)

where𝑊 is the nominal energy calculated using (7.30). The maximum available

POD power can be calculated by combining (7.31) with (7.26) as shown in (7.32).

𝑃𝑚𝑎𝑥 =
1

4
Δ𝑊𝑚𝑎𝑥 · 𝜔𝑜𝑠𝑐 · 𝛼 · 6 (7.32)

where Δ𝑊𝑚𝑎𝑥 =𝑊𝑏 ·Δ𝑤𝑚𝑎𝑥 is the maximum energy deviation in joules. The factor

6 is included because the ac power oscillation is assumed to be shared equally by

the six arms of the MMC. The average energy is set to 1 + 𝛼/2 times the nominal

energy so that it can accommodate swing of both 𝛼/2 and −𝛼/2 times the nominal

energy without going below 1 pu. 𝑃𝑚𝑎𝑥 is calculated for combinations of 𝜔𝑜𝑠𝑐 and

𝛼 using the parameters of the 900MW converter in the four-terminal test system

given in Table 7.1. The result is shown in Fig. 7.41, where it can be seen that

the amount of extra storage gained is linearly proportional to 𝛼 . The maximum

available POD power is very limited at low frequencies. At 1Hz, a peak POD

swing of up to only 14MW can be absorbed without affecting normal operation

given that 25% additional submodules are used. The amount of available power

can be improved by increasing the capacitance. This option can bemore attractive

in cases where there are some extra submodules that are added for redundancy.

These submodules can be utilized for the POD service.
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Figure 7.41: Maximum POD power as a function of oscillation frequency for different
values of 𝛼 .
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7.5.2.2 Increasing the rated voltage of submodules

In this section an increase in the submodule voltage from 𝑉𝑆𝑀 to (1 + 𝛽)𝑉𝑆𝑀 is

considered, where 𝛽 is a number between 0 and 1. By following a similar approach

to the previous section, the maximum POD power can be calculated as shown in

(7.33). A plot of 𝑃𝑚𝑎𝑥 for different values of 𝛽 as a function of frequency is depicted

in Fig. 7.42.

𝑃𝑚𝑎𝑥 =
1

4
Δ𝑊𝑚𝑎𝑥 · 𝜔𝑜𝑠𝑐 ·

(
𝛽2 + 2𝛽

)
· 6 (7.33)

It can be observed that more POD power can be obtained by increasing 𝛽 com-

pared to 𝛼 . A peak POD power of 31MW can be obtained at 1Hz when 𝛽 = 0.25,

which is approximately double the power obtained when 𝛽 = 0.25. This option

can, however, be more expensive since it requires the upgrade of all submodules.
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Figure 7.42: Maximum POD power as a function of oscillation frequency for different
values of 𝛽 .

7.5.2.3 Discussion

Two options to obtain the extra energy required to provide active power-based

services were discussed in the last two sections. An important observation is

that the amount of power available for the services is limited, especially at low

frequencies. This is true even under drastic upgrades with 𝛼 = 0.35 or 𝛽 = 0.35.

This can be improved to some degree by increasing the submodule capacitance,

which gives more power for the same Δ𝑊𝑚𝑎𝑥 .
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The two options give different trade-offs between size and cost. Therefore, an

optimal solution can be obtained by combining the two options and increasing

the capacitance. However, even with the optimal choice, the amount of power

that can be obtained from a single converter can be heavily constrained at low

frequencies. This has implications for the feasibility of the power cancellation

method, which is implemented on a single converter. The VCS method has an

advantage in this case because multiple converters can share the power. Thus,

the energy storage requirement is reduced when VCS is used across multiple con-

verters.

7.6 Conclusion

Two methods to utilize the energy storage capability of the MMC for ancillary

services were proposed in this chapter. The methods were analyzed in detail us-

ing a simplified aggregate dc grid model. The analysis showed that conventional

implementations of active power-based services cause disturbances that propa-

gate through dc grids and into other connected ac power systems causing power

quality issues and electromechanical oscillations. The proposed methods pre-

vent such propagations of active power disturbances by taking the active power

needed for the services from the MMC capacitors instead of the dc grid.

The first method, power cancellation, is a solution that works at the source of the

disturbance, where the converter generating the disturbance locally compensates

for it. This approach was shown to be effective and easy to implement. Its main

limitation is that it relies on one converter to provide the energy storage capabil-

ity, which can be especially high when the frequency of the disturbance is low.

The second approach, VCS, is a distributed approach, where all the capable con-

verters in a dc grid can support the service by providing a portion of the required

energy storage. Moreover, VCS is more versatile in the sense that it can be ap-

plied to different applications without modification. The effectiveness of the VCS

method was demonstrated by using simplified analyses and detailed simulations

for POD, wind power smoothening, and dc voltage support applications.

It was highlighted that the MMC needs to be upgraded in order to provide the

required energy storage without affecting its normal function. The upgrade can

be in the form of increasing the number of submodules or increasing the volt-

age rating of each module. The first option can lead to an increased overall size

because of the extra submodules, while the second option might be more expen-

sive because it applies the modification to all the submodules. A combination of

these two options can be adopted to optimize for cost and size. The capacitance

can also be increased in combination with either of the options in order to in-

crease the amount of energy gained from the modification. The VCS has a clear
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advantage in this case because the energy storage requirement is shared by mul-

tiple converters, thus leading to a reduced modification, and potentially a lower

cost and size for a given application. This makes the VCS a promising option for

practical implementations.



8
Power Oscillation Damping Using the MMC

This chapter presents a detailed analysis and experimental validation of the Virtual
Capacitance Support (VCS) method, proposed in the previous chapter, in a Power
Oscillation Damping (POD) application. The method increases the effective dc grid
capacitance by using the stored energy of multiple MMCs connected in the same
grid. The virtual capacitance is designed to be significantly larger than the effective
dc grid capacitance, which means that it can absorb most of the power oscillation
generated by a POD controller. Consequently, the oscillation is diverted into the
MMCs because the extra virtual capacitance creates a low impedance path for the
oscillation. The experiments, which were carried-out using a power hardware in
the loop setup, demonstrated the effectiveness of the method. The discussion in this
chapter is supported by the following contribution by the author.

A. A. Taffese, A. G. Endegnanew, S. D’Arco, et al., “Power oscillation damping with

virtual capacitance support from modular multilevel converters,” eng, IET Renewable

Power Generation, 2019, Accepted: 2020-01-28T12:53:16Z, issn: 1752-1416
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8.1 Introduction

As the number of HVDC interconnections in the power system is growing, sys-

tem operators are requiring HVDC converters to have the capability to provide

ancillary services such as Power Oscillation Damping (POD) to connected ac net-

works. [55]. Such services were traditionally delivered by equipment such as

synchronous generators. A number of studies on POD using power electronic

converters can be found in the recent literature [106], [111]–[115]. The main goal

of a POD controller is to improve damping of electromechanical modes (usually in

the range 0.2Hz to 2Hz [47]) by modulating either active or reactive power [112].

It was highlighted in Chapter 7 that the provision of such services leads to the

propagation of active power disturbances (oscillations) into other connected ac

power systems. This can be avoided by utilizing the energy storage capability of

the MMC using the methods proposed in Chapter 7. Among the proposed meth-

ods, Virtual Capacitance Support (VCS) is chosen for further analysis because it

is the most promising one.

A formulation of the VCS method, together with a preliminary analysis, was pre-

sented in Chapter 7 [12]. The analysis in Chapter 7 represents the ac grids by ideal

voltage sources with the POD controller effect emulated by an oscillating active

power injection. This can be used to show the basic principle of the method.

However, the results in Chapter 7 are not sufficient to show the feasibility of the

method under practical conditions. This chapter presents extensive analyses and

validation of the VCSmethod using modal analysis, and time-domain simulations

under more realistic conditions. Modal analysis is used to identify poorly damped

modes and later to show the effectiveness of the POD controller in damping the

identified mode. Furthermore, observability is used to highlight propagation of

the oscillation into other connected ac systems. The findings from themodal anal-

ysis are complemented by waveforms obtained from time-domain simulations,

which further underpin the observations. The case study in this chapter uses a

multi-machine system with proper representation of the POD effects. Moreover,

the method is experimentally validated on an 18 level MMC using a Power Hard-

ware In The Loop (PHIL) approach.

8.2 Case study system

The system used for the case studies in this chapter is shown in Fig. 8.1. It is

composed of three isolated ac grids that are interconnected by a three terminal

MMC-based MTDC network. Two of the ac grids are onshore ac networks (la-

beled AC Grid 1 and 2 in Fig. 8.1), while the third ac grid is an offshore wind farm

represented by a single equivalent generator, G4. AC Grid 2 has two areas that

are 110 km apart: Area 1 with G2 and G3, and Area 2 with G5.
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The model of the case study system was built using custom library components

developed using Simscape Language fromMathWorks [69] as described in Chap-

ter 5. All component models are in dq domain with constant values in steady state

so that it is possible to use the same models for linear analysis. The generators

are represented using a detailed sixth-order machine model and were validated

against DigSilent PowerFactory [116]. The MMC is represented by a simplified

fifth-order model presented in Chapter 3. All converters are equipped with ac-

tive and reactive power controllers. Conv1 is controlled in droop mode, while

Conv2 and Conv3 are controlled in constant power mode. Conv2 (shown in red

in Fig. 8.1) is replaced by a physical converter for Power Hardware In The Loop

(PHIL) testing as explained in Section 8.5.1. Component parameters for the test

system, adopted from literature [47], [102], are given in the following.

8.2.1 Per-unit base values

The base values used for per-unit calculations for the converters are depicted in

(8.1) (see Chapter 3). The base values for both simulated and physical converters

are given in the next section.

𝐼𝑎𝑐
𝑏

=
2

3

𝑆𝑏
𝑉 𝑎𝑐
𝑏
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𝑊𝑏 =
1

2
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𝑉 𝑑𝑐
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(8.1)

8.2.2 Converter and dc cable parameters

Parameters for the simulated and physical converters are shown in Tables 8.1

and 8.2, respectively. The dc cables are rated for 900MW at ±320 kV (total volt-

age 640 kV). They are represented by a 𝜋-equivalentmodel with resistance per km

of 0.0001 pu and shunt capacitance per km of 0.02 µF. The converter controllers

are implemented as presented in [11], [12]. The MMC variables are grouped into

ac and dc sides for per-unit conversion. The ac side includes ac currents and volt-

ages. The remaining variables, such as arm voltages and currents, are considered

as dc.

8.2.3 Synchronous machine parameters

The generators in this chapter are represented by a detailed sixth-order model

[47] with parameters shown in Table 8.3. All generators are rated for 900MW and
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Table 8.1: HVDC Converter Parameters [102].

Parameter Value

Base apparent power, 𝑆𝑏 900 𝑀𝑉𝐴

Base dc voltage, 𝑉 𝑑𝑐
𝑏

640 𝑘𝑉

Frequency, 𝜔 2𝜋50 𝑟𝑎𝑑/𝑠

Arm capacitance, 𝐶𝑎𝑟𝑚 = 𝐶𝑆𝑀/𝑁 29 𝜇𝐹

Arm inductance, 𝐿𝑎𝑟𝑚 84𝑚𝐻

Arm resistance, 𝑅𝑎𝑟𝑚 0.885 Ω

Transformer reactance, 𝑋𝑡 17.7 Ω

Transformer resistance, 𝑅𝑡 1.77 Ω

Table 8.2: Scaled Prototype Converter Parameters.

Parameter Value

Base apparent power, 𝑆𝑏 60 kVA

Base dc voltage, 𝑉 𝑑𝑐
𝑏

600V

Frequency, 𝜔 2𝜋50 𝑟𝑎𝑑/𝑠

Arm capacitance, 𝐶𝑎𝑟𝑚 = 𝐶𝑆𝑀/𝑁 1250 µF

Arm inductance, 𝐿𝑎𝑟𝑚 1.4mH

Arm resistance, 𝑅𝑎𝑟𝑚 0.1Ω

Transformer reactance, 𝑋𝑡 0.22Ω

Transformer resistance, 𝑅𝑡 0.01Ω

have the same parameters except inertia time constant, 𝐻 . The value of 𝐻 is 6 s

for G1, G2, and G3, while G4, G5, and G6 have 6.75 s. The Automatic Voltage Reg-

ulator (AVR) used with all the generators is of the Simplified Excitation System

(SEXS) type. Hydro governor, HYGOV1, is used for G2, G3, and G5. The remain-

ing generators are gas turbine type (TGOV1). The transmission lines are repre-

sented by 𝜋-equivalent model with the 𝑟 = 0.0001𝑝𝑢/𝑘𝑚 and 𝑥 = 0.001𝑝𝑢/𝑘𝑚

with power and voltage rating of 100MW and 380 kV, respectively. The trans-

formers are rated for 900MW and have per-unit impedance of 0 + 0.15i.

The case study system will be analyzed in this section using modal analysis and

time domain simulations in order to identify poorly damped electromechanical
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Table 8.3: Generator parameters [47].

Parameter Value Parameter Value Parameter Value

𝑋𝑑 1.8 𝑋𝑞 1.7 𝑋𝑙 0.2

𝑋 ′
𝑑

0.3 𝑋 ′
𝑞 0.55 𝑋 ′′

𝑑
0.25

𝑋 ′′
𝑞 0.25 𝑅𝑎 0.0025 𝑇 ′

𝑑0
8 s

𝑇 ′
𝑞0 0.4 s 𝑇 ′′

𝑑0
0.03 s 𝑇 ′′

𝑞0 0.05 s

modes that will be damped using POD on one of the MMC converters in the

MTDC grid.

8.2.4 Modal analysis

The case study system has 138 states that are associated with the generators, con-

verters, controllers, and measurement filters. The system is linearized around an

operating point shown by the load-flow condition depicted in Fig. 8.1. A detailed

discussion on modal analysis is given in Chapter 5.

Two poorly damped electromechanical modes, listed in Table 8.4, are identified in

the study system using modal analysis. Poorly damped electromechanical modes

are defined in this work to have damping below 5% and frequency in the range

0.2Hz to 2Hz. From the observability/mode shapes of speed states variables,

Mode 1 is found to be a local mode between G2 and G3. On the other hand, Mode

2 is an inter-area mode with G2 and G3 oscillating together and G5 on the other

side, as shown in Fig. 8.2. The inter-area mode, Mode 2, is chosen for further

analysis to study the performance of POD with VCS.

Table 8.4: Poorly damped electromechanical modes.

No. Mode damping [%] Frequency [Hz]

1 −0.1948 + 5.8377i 3.34 0.93

2 −0.0814 + 3.3027i 2.46 0.525

8.2.5 Time-domain analysis

The time domain simulation results shown in Fig. 8.3 support the modal analysis

presented in the previous section. A fault at bus B14 creates a disturbance in the

system and excites the inter-area mode (Mode 2). It can be seen from the gener-

ator speeds that an oscillation at approximately 0.53Hz is visible in the response
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plots. This frequency is the same as the damped natural frequency of Mode 2 in

Table 8.4. The damping is also consistent with the modal analysis result. It can

also be observed that G2 and G3 oscillate together while the oscillation in G5 is

shifted by approximately 60° with respect to the other generators. This is an in-

dication of an inter-area mode since G2 and G3 are in Area 1, and G5 is in Area 2.
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8.3 Power oscillation damping controller

This section presents the design of a POD controller integrated with control of

Conv2 to improve the damping ratio of Mode 2 to be above 5%. The input-output

pairing for the POD controller is chosen so that the input gives high observability

and the output gives high controllability of the selected mode [117]. Using this

approach, the input is chosen to be the PLL angle (𝜃𝑃𝐿𝐿) while the output is active

power (Δ𝑝) [5]. The basic structure of the controllers is shown in Fig. 8.4. It

includes a washout filter, a lead-lag compensation, and a gain with limiter. The

washout filter removes any dc offset from 𝜃𝑃𝐿𝐿 , and the lead-lag block provides

phase angle adjustment. There can bemultiple lead-lag blocks in series depending

on the amount of angle compensation needed. The design of the POD controller

parameters is done using the root-locus method [118].

First, root-locus plots are made for the system with active power reference as

input and the output of the washout filter as output. Then, the departure angle

of the mode of interest is calculated from the plot. The required compensation

angle is computed to be the angle required to rotate the departure angle towards

180° so that the maximum possible damping improvement for a given gain is ob-

tained. The gain is chosen to achieve the desired level of damping. For the case

study system, the washout filter time-constant is chosen to be 5 s, the mode of in-

terest has frequency of 0.53Hz, and the desired level of damping is greater than

5%. Taking these values into consideration, the resulting design is to have two

stages of lead-lag each one providing 48° angle boost, and the gain is set to be

𝑘𝑝𝑜𝑑 = −0.06. Another possibility to achieve the same effect on Mode 2 is to use a

positive gain and two lead-lag blocks each providing −42°. However, these values

are not adopted because, for this particular case, they cause the other modes to

be unstable. As one of the goal of the chapter is the experimental validation of

𝑇𝑤𝑠

𝑇𝑤𝑠 + 1

Washout Filter

Σ
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Δ𝑝∗

𝜔̄

–

Figure 8.4: Power Oscillation Damping controller.

the VCS method with POD, it should be noted that there is a difference between
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the simulation and the experimental setup representation of the angles. Since the

simulation is in the dq domain, every angle is measured with respect to the ref-

erence machine, which results in constant angle values in steady state. However,

this is not true in practical systems which are in the abc domain since there is no

reference machine and all the angles are linear functions of time and fundamental

frequency. Therefore, a washout filter is not sufficient to remove the linear time

variation. After passing through the washout, the PLL angle still has a dc offset

equal to 𝜔̄𝑇𝑤 , where 𝜔̄ is the steady-state grid frequency. The solution used in

this work is to subtract 𝜔̄𝑇𝑤 from the output of the washout filter (Fig. 8.4). 𝜔̄ can

be calculated by applying filtering or averaging to the PLL frequency over a few

tens of seconds so that the electromechanical range is not affected. It should be

noted that this subtraction of 𝜔̄𝑇𝑤 is not necessary for the phasor simulation.

8.4 Simulation results

This section presents the performance of the VCS method using simulations. To

this end, three case studies are considered. The first case is a base case where

both the POD and VCS are disabled. In the second case, the POD controller is

enabled to improve damping of Mode 2, while in the last case both the POD and

VCS controllers are enabled. These three cases are labelled Base, POD, and POD

+ VCS, respectively. Each case is studied using modal analysis and time domain

simulations. The arm voltages of all theMMCs, including the physical one, are set

to be 10% above the nominal dc voltage. As will be shown, this 10% headroom is

more than what is required for VCS. The VCS gain is set to have a value 𝑘𝑣 = 125.

8.4.1 Modal analysis results

The values of Mode 2 under the three case studies are shown in Table 8.5. It can

be seen that the POD controller moves the mode to the left with only a minor shift

in frequency, which results in the maximum possible damping improvement for

the given gain. Note that the VCS does not affect the location of the mode in the

complex plane, (Table 8.5).

Table 8.5: Mode 2 under different case studies.

Case Mode damping [%] Frequency [Hz]

Base −0.0814 + 3.30i 2.46 0.525

POD −0.225 + 3.34i 6.76 0.53

POD + VCS −0.225 + 3.34i 6.76 0.53

Observability of Mode 2 in the speed states of the generators in the system is
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shown in Table 8.6. The magnitudes are normalized by the maximum values in

each column and presented as percentages. Mode 2 is most observable from the

states of G5, as can be seen from the speed in Table 8.6 and the rotor angles in

Table 8.7. As discussed in Section 8.2, the mode is an inter-area mode in Grid

2, where G2 and G3 oscillate against G5. This is evident from the observability

angles in Table 8.6. It can be noted that the mode is slightly observable in Grid

1 (0.4% in G1, and 0.6% in G6, for the rotor speeds) even in the base case. This is

because the oscillation in the grid appears as a disturbance to the active power

controller, which tries to reject it. However, complete rejection of disturbance

using a PI controller is only possible at dc. This creates a residual oscillation in

active power which is transferred to the dc side by the energy controller. This is

then picked-up by converters participating in dc voltage regulation. Converters

controlled in constant power mode, such as Conv3, do not pass this oscillation

into their ac sides [5]. When POD is enabled the mode becomes more observable

Table 8.6: Normalized observability of Mode 2 in rotor speeds.

Element Base POD POD + VCS

Mag [%] Angle Mag [%] Angle Mag [%] Angle

G1 0.4 106° 7.6 101° 1.9 122°

G2 38.6 222° 37.5 125° 37.5 198°

G3 41.5 223° 40.4 126° 40.4 199°

G4 0 110° 0 112° 0 196°

G5 100 157° 100 65° 100 138°

G6 0.6 190° 9.5 183° 2.4 204°

in AC Grid 1 (see G1 and G6 in Table 8.6). The observability in the speed of G1

increased from 0.4% to 7.6%, and from 0.6% to 9.5% for G6. The same pattern can

be observed from Table 8.7, where the observability of Mode 2 in the rotor angles

of G6 increased from 0.8% to 13%. This is in accordance with the discussion in

Chapter 7 that POD propagates the oscillation to other connected grids via the dc

grid.

When VCS is enabled, the observability of Mode 2 in AC Grid 1 decreased by a

factor of more than 3 (Table 8.6). The same can be seen from the rotor angle in Ta-

ble 8.7. Another interesting plot is the observability mode phasor plot of Mode 2

in the MMC energy states of the three converters in Fig. 8.5. The figure compares

the POD case with the POD+VCS case to highlight the changes when the support

function is enabled. In the POD case the three energy states are oscillating in dif-



Chapter 8 Power Oscillation Damping Using the MMC 181

Table 8.7: Normalized observability of Mode 2 in rotor angles

Element Base POD POD + VCS

Mag [%] Angle Mag [%] Angle Mag [%] Angle

G3 3.2 145° 3.4 49° 3.4 122°

G5 100 42° 100 310° 100 23°

G6 0.8 135° 13 131° 3.3 152°

ferent directions (with different phase shifts). In this case the energy controllers

are working to keep theMMC energy states constant irrespective of disturbances.

They cannot completely reject the oscillations in power because they have a PI

structure. Therefore, there is a residual oscillation in the energy states. The phase

angle of the observability in Conv2 is close to 90° because there is an integral re-

lation between active power and energy. For Conv1, the disturbance comes from

the dc voltage droop controller, which tries to oppose the oscillating power in-

jected by Conv2. Hence, the observability of Mode 2 in Conv1 energy appears

almost opposite to that of Conv2. Since Conv3 is not participating in dc voltage

control, observability of the mode in energy state of Conv3 is significantly lower

than the others. When VCS is enabled, the three energy states are more closely

aligned with each other and also with the mode (i.e. the observability angles are

close to 0°), which means that they are collaborating effectively in absorbing the

oscillation. This will be more evident from time domain results in the next sec-

tions.

8.4.2 Time-domain simulation

Simulation studies were performed based on the three case studies used in this

chapter. A fault at bus 14, which is applied at 10 s and cleared after 75ms, is used

to excite the inter-area mode in AC Grid 2. The fault is cleared without changing

the grid topology, which means that the system dynamic properties before and

after the fault are the same. Fig. 8.7 shows rotor angles of G5 (AC Grid 2) and G6

(AC Grid 1) under the three case studies. The rotor angle of G5 shows that the

POD improves the damping of Mode 2. Moreover, by looking at the same figure,

it can be noted that there is no visible difference in the damping and frequency of

Mode 2 when energy support is enabled, which is in line with the modal analysis

results. The same effect can be seen from the rotor speed of G5 in Fig. 8.8. By

looking at the measurements from G6, it can be noted that the machine starts

oscillating when POD is activated. The frequency and damping of the oscillation

are the same as those of Mode 2 in Table 8.5. Once VCS is enabled, the oscillation
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Figure 8.5: Observability of Mode 2 in converter energy states: POD Case (left) and
POD+VCS Case (right).

in AC Grid 1 shows a significant reduction (by a factor of 3.4 taking the peak-to-

peak ratio).

Fig. 8.9 shows that the energy states start oscillating when VCS is enabled. This

confirms that the oscillation is being diverted into the arm capacitors. The varia-

tions in arm energy are proportional to the variations in active power when VCS

is enabled.

8.5 Experimental results

This section presents experimental results using a PHIL approach. The test cases

are the same as those used in the simulation results. A description of the PHIL

setup is presented first, followed by the experimental results.

8.5.1 PHIL setup

The purpose of PHIL in this work is to validate the VCS and POD control schemes

on a physical converter under realistic conditions. Components of the PHIL setup

are presented in Section 5.4.2 and reiterated here for quick reference. In the setup,

Conv2, a 900MW converter, is replaced by a scaled down 60 kVA, 18 level MMC.

The scaling is such that the Per-unit power, voltages, and currents are the same

between the simulation and the physical system. This is achieved by exchanging

Per-unit currents and voltages between the two systems. Fig. 8.6 shows the test

setup including a real-time simulator (from OPAL-RT [119]), a power amplifier

(from EGSTON Power [120]), and the MMC (built by SINTEF Energy Research
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Figure 8.7: Rotor angles of G5 and G6 (simulation).

[121]). The simulator is responsible for running the simulated system and inter-

facing with the power amplifier. The interface is where the scaling, and trans-

formations between abc and dq domain are performed. The transformation is

necessary because the ac system is modeled in dq domain in the simulation. The

references to the controlled current sources are obtained from physical current

measurements (𝐼𝑎𝑐𝑚𝑒𝑎𝑠 and 𝐼𝑑𝑐𝑚𝑒𝑎𝑠 in Fig. 8.6). Similarly, the references to the

grid emulator come from voltage measurements in the simulation (𝑉𝑎𝑐𝑚𝑒𝑎𝑠 and

𝑉𝑑𝑐𝑚𝑒𝑎𝑠 in Fig. 8.6). This creates a virtual connection between the physical con-

verter and the simulated system. The test setup should be started by following a

sequence of steps in order for the setup to start from steady state and run prop-

erly. The simulation is started first with constant power injections obtained from

load-flow at Buses 15 and 19 in order to avoid transients during start-up. Then

the grid emulator is started by setting its voltage references to bus voltages mea-

sured at buses 15 and 19 from the simulation. Once the grid emulator is ready,

the physical converter is energized from the dc side so that it pre-charges the arm

capacitor. When pre-charging is done, the converter is connected to the ac side

after the PLL synchronizes. Then, the current injection into the simulation are

enabled. Finally, the power is transferred from the constant injections at Buses

15 and 19 to the converter without causing transients in the simulation. At this

point the setup is ready for running the tests.
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Figure 8.8: Rotor speeds of G5 and G6 (simulation).

8.5.2 PHIL test results

The experiments were conducted at 450V dc, which is 75% of the base voltage

of Conv2P (600V). Hence, the voltages are scaled such that a 1 pu voltage in

simulation results in a 0.75 pu in the physical system. In order to preserve the per-

unit value of power between the simulated and physical systems, the same scaling

of 0.75 is applied to the physical current measurements before they are sent to

the simulation. The arm voltage is 10% above the dc voltage 0.75 pu, i.e. 0.825 pu.

The corresponding arm energy is the square of the arm voltage (0.8252 = 0.6805

in pu). Figs. 8.10 and 8.11 show the rotor angles and speeds of G5 and G6 from

the PHIL tests. The same pattern as the results from Section 8.4.2 is observed,

where the POD causes the oscillations to propagate to AC Grid 1, and the energy

support reduces the propagation bymore than a factor of 3. Active power injected

by Conv2P due to the POD action is shown in Fig. 8.12, which shows a significant

amount of distortion due to noise. The noise is not reflected in the rotor angles

and speeds because the ac system has a large inertia which filters fast variations.

Arm energy of the Conv2P is shown in Fig. 8.12 for the three cases. The findings

are once again similar to the simulation cases. From Fig. 8.12, it can be seen the

maximum variation in active power is ≈0.005 pu and the resulting variation in

energy is ≈0.02 pu.
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Figure 8.9: Active power and energy measurements of Conv2 (simulation).

The experimental results show the same general trend as the simulation cases.

However, when closely inspecting Figs. 8.8 and 8.10, it can be noted that the

damping of the inter-area mode (Mode 2) is lower in the experimental case. This

is primarily due to the time delays in the PHIL setup, i.e. the time elapsed from

the measurement of the currents (or voltages) to the time when they are applied

in the simulation (or power amplifier). These delays are principally caused by

the bandwidth of the power amplifier and the one step time delays introduced

to avoid algebraic loops in the simulation. In order to confirm the source of the

mismatch between the simulation and PHIL results, the simulation was repeated

taking into account the PHIL delays. Fig. 8.13 shows that there is a very good

match between the simulation and the PHIL results when the time delays are

considered (Sim + Delay).

8.6 Discussion

The results presented in the previous sections showed that AC Grid 2 in the sys-

tem under test has a poorly damped (2.46%) electromechanical mode which was

excited when a fault was applied to the system. The damping was then improved

to 6.76%when PODwas enabled on converter 2(Conv2), the converter interfacing

to AC Grid 2. However, this resulted in oscillation of G6 (see Fig. 8.8), a generator

in AC Grid 1. Later, this effect was reduced by using the VCS method. The same
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Figure 8.10: Rotor angles of G5 and G6 (experimental).
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Figure 8.11: Rotor speeds of G5 and G6 (experimental).
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Figure 8.12: Active power and energy measurements of Conv2 (experimental).
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Figure 8.13: Comparison of simulation and experimental results.
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effect was observed from the experimental results.

The amount of energy storage required for such a service can be calculated as

discussed in Section 7.5. The method presented in Section 7.5 for calculating the

extra energy requirement can be used in two ways. The first way is to define the

maximum active power required by the POD service and then use this value to

calculate the extra energy required. The second way is to define the maximum

possible energy deviation and then specify the available POD power. The first

approach is more challenging because the POD power can vary depending on

a number of factors such as damping of the mode, magnitude and location of

the disturbance, and inertia in the system. In this chapter, the maximum energy

deviation is specified to be 20% (10% maximum voltage deviation), which gives

around 75MW peak power (25MW from each converter according to Section 7.5).

This extra energy is obtained by either adding a few sub-modules or by increasing

the operating voltage of each of the sub-modules. Increasing the sub-module

capacitance reduces the voltage (energy) deviation for a given peak power, which

means that there will be fewer modules required or the voltage increase can be

lowered. This action can be combined with the other two to obtain an optimal

solution for a given application.

8.7 Conclusion

The chapter presents a detailed analysis and validation of a scheme to provide

virtual capacitance support to a dc grid. Since the virtual capacitance can be

designed to be significantly larger that the equivalent dc grid capacitance, it pro-

vides a low impedance path for oscillating dc current. This action diverts the

oscillations into the arm capacitors of the MMC instead of propagating them to

the other ac grids.

A 21-bus system is used to investigate the effectiveness of the scheme usingmodal

analysis, time-domain simulation, and PHIL tests. There is a strong correlation

between the results from the three studies, and they all show that the scheme

can effectively divert the oscillation into the arm capacitors. It was shown that

the VCS method affects only the observability of the mode in other grids, not the

damping or frequency, as expected. Additionally, the PHIL tests show that the

scheme is practically applicable since it was implemented using a scaled MMC

prototype.

A requirement for the scheme is that the converter be designed with a slightly

higher storage capacity compared to nominal design, for example 15% increase

in sub-module voltage was used in this study. The amount of additional capacity

can be chosen depending on the desired level of participation of the converters
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in providing the service. Optimization of such extra energy storage requirement

can be taken as future work.



9
Conclusions and Future Work

The main findings in this thesis together with recommendations for future work

are presented in this chapter.

9.1 Conclusions

This thesis has demonstrated that the energy storage capability of MMC-based

HVDC converters can be utilized for active power-based services to the power

system. This not only prevents unwanted disturbances from propagating into

the ac grids connected via themulti-terminal/meshed dc grid, but also reduces the

risk of negative interaction among system level controllers, such as Power System

Stabilizers (PSSs), found in different ac grids. The thesis proposes modeling and

analysis tools, and control methods to enable these energy-based services. The

main original contributions are summarized in the following sections.

9.1.1 Modeling and analysis

MMC models of varying levels of detail have been presented and compared in

Chapter 3. They are grouped into voltage-based and energy-based models, as

described in the literature. Energy-based models result in simplifications when

compensated modulation is employed. These simplified models are suitable for

large-scale systems studies. Energy-based models can also be used with other

types of control when the effect of the circulating current ripple is not relevant

in the desired case study. Additionally, phasor models are used in order to obtain

a model which gives constant values in steady state with sinusoidal excitations.

Such models are useful when performing small-signal (modal) analysis, where

the response of the system to small disturbance around a steady-state operating

point is evaluated.

A new simplified model of the MMC-based Front-to-Front (F2F) dc-dc converter

is also proposed in this thesis. The model aggregates the arm energy states of the

converter into one in order to reduce the number of states, which is desired when

performing large-scale studies. A second alternative including the effect of the

circulating current ripple is also proposed to cover the cases where compensated

modulation is not used. In both cases, the models show good agreement with a

more detailed average arm model.

Furthermore, aggregate modeling of a dc grid was used to analyze response of

the grid to active power disturbance by using simplified calculations. This type

191
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of model is important when comparing different methods of utilizing the MMC

stored energy. It has been shown in Chapter 7 that these simple calculations can

predict the system response with good accuracy compared to simulations with

detailed models.

9.1.2 Control method

Control-related aspects are addressed in two different levels in the thesis. The

first one is at the arm energy control level where an improved arm energy con-

troller is proposed in Chapter 6. The other is at a higher level where different

implementations of methods to utilize the arm energy are proposed and analyzed

in Chapters 7 and 8. The arm energy controller is instrumental for the effective

implementation of the high-level controllers.

The proposed arm energy control is a complete approach for implementing closed-

loop compensated modulation without accurate knowledge of system parame-

ters. The arm capacitance and the time delay between the controller and the

converter are the parameters which are not known accurately or are assumed

to change throughout the lifetime of the converter. The detailed derivation has

shown that these quantities are related to the first and second harmonic ripples in

the circulating current. The corrections are implemented using two PI controllers

per leg that are enabled on-demand. Moreover, the controllers are designed to be

slower than higher level controllers, which results in time-scale separation. This

enables removal of the circulating current ripple without potential negative in-

teractions with the higher level controllers because of the time-scale separation.

The proposed method has been tested using both simulation and experimental

tests with a strong correlation between the two results. The experimental tests

have shown that the method can work in cases that are not ideal where the num-

ber of modules is as low as 18. The tests have also demonstrated that the method

works well in the presence of noise and unsymmetrical capacitance changes. In

summary, the proposed method provides a complete solution for implementing

compensated modulation under changing system parameters. Moreover, the ap-

plication of the method is not limited to the correction of parameter changes due

to environmental conditions; it can also be used to identify the parameters during

commissioning where they are not accurately known.

At a higher level, the thesis proposes two methods for utilizing the MMC energy

for grid services. These are the power cancellation method and Virtual Capaci-

tance Support (VCS). The power cancellation method is a local implementation

where active power disturbance due to the grid service being diverted into the

arm energy. This method is local because it relies on the availability of the active
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power disturbance measurement. On the other hand, VCS requires measurement

of the dc voltage variations which can be accessed by multiple converters. This

enables a distributed implementation where the energy storage capability of mul-

tiple converters can be utilized. The methods have been shown to be effective in

three applications: Power Oscillation Damping (POD), wind farm active power

smoothening, and dc voltage dynamic support (“inertia support” ).

A detailed analysis and validation of a scheme in a POD application is also pre-

sented. A 21-bus system is used to investigate the effectiveness of the scheme

using modal analysis, time-domain simulation, and PHIL tests. There is a strong

correlation between the results from the three studies, and they all show that the

scheme can effectively divert the oscillation into the arm capacitors. It was shown

that the VCS method only affects the observability of the mode in other grids, not

the damping or frequency, as expected. Additionally, the PHIL tests show that the

scheme is practically applicable since it was implemented using a scaled 18-level

MMC prototype under realistic conditions.

A requirement for the scheme is that the converter be designed with a slightly

higher storage capacity compared to nominal design, for example 15% increase

in sub-module voltage was used in this study. The amount of additional capacity

can be chosen depending on the desired level of participation of the converters

in providing the service. Optimization of such extra energy storage requirement

can be undertaken as future work.

9.2 Future work

The following are potential topics for further research in the area of this thesis.

Improved implementation of VCS: The basic VCS implementation presented

in Chapter 7 has limitations with regard to filtering of the dc voltage to extract

variations in the desired frequency range. The current implementation is a first-

order washout filter, which does not provide good blocking at low frequencies

without affecting the desired range, whichmakes the overall service less effective.

Another aspect that can be considered is the possibility to use dynamic gain for

the VCS in order to avoid saturating the output, which is not desired because the

converter stops providing the capacitance support as soon as the VCS goes into

saturation.

Optimization the storage requirement: As previously highlighted, the imple-

mentation of VCS requires the converter to be slightly over-designed. This thesis

has shown that this can be achieved by increasing the number of submodules, the

voltage rating of each submodules, or the submodule capacitance (Chapter 7). A
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combination of these options can give an optimal solution in terms of cost and

size. This can be taken as a possible topic for further work.

Quantifying the effect of VCS on controller interaction: It was mentioned

that VCS decouples system-level controllers located in different ac grids. Such

a decoupling can be analyzed and quantified by using interaction analysis tech-

niques like relative gain arrays [5]. Interaction between VCS and other controllers

in the MMC can also be investigated.

Implementation of VCS on dc-dc converters: The energy-based services can

also be implemented in dc-dc converters in HVDC grids. In such applications the

dc-dc converter can be equipped with battery storage in order to achieve both

short-term and long-term dc voltage support. The combination of VCS and bat-

tery storage can provide a topic for further research.

Application to embedded HVDC links: Application of the VCS method to an

embedded HVDC links providing a POD service presents a unique advantages.

This is because the same ac grid is present on both sides of the link, which makes

damping the oscillation without VCS impractical.

Application to offshore platforms: Another application space for the services

is the electrification of offshore oil and gas platforms. An attractive option consid-

ered for such electrification is a scenario with a few gas turbine generators com-

plemented by renewable generation fromwind power [122]. The control methods

proposed in this thesis can be applied to provide both active power smoothening

and POD.
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