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A high-order Harmonic Polynomial Method (HPM) is developed for solving the Laplace equation with 

complex boundaries. The “irregular cell” is proposed for the accurate discretization of the Laplace 

equation, where it is difficult to construct a high-quality stencil. An advanced discretization scheme is 

also developed for the accurate evaluation of the normal derivative of potential functions on complex 

boundaries. Thanks to the irregular cell and the discretization scheme for the normal derivative of the 

potential functions, the present method can avoid the drawback of distorted stencils, i.e., the possible 

numerical inaccuracy/instability. Furthermore, it can involve stationary or moving bodies on the 

Cartesian grid in an accurate and simple way. With the proper free-surface tracking methods, the 

harmonic polynomial method has been successfully applied to the accurate and stable modeling of 

highly-nonlinear free-surface potential flows with and without moving bodies, i.e., sloshing, water entry 

and plunging breaker. 

 

1. Introduction 
The Laplace equation is important in many fields of science, notably the fields of fluid dynamics, 

electromagnetism and astronomy. Particularly in fluid dynamics, the Laplace equation is widely used to 

describe water waves [1, 2] and wave-body interaction [3, 4]; and the flow governed by the Laplace 

equation is known as potential flow. Furthermore, the Laplace equation corresponds to the general 

solution of Poisson equations, resulting in potential applications to the viscous flows governed by the 

Navier-Stokes equations [5, 6]. For the solution of the Laplace equation with complex boundaries, 

numerical methods are widely used. The reason is simply that it is commonly difficult to seek the 

analytical solution with the presence of complex boundaries. In marine hydrodynamics, the numerical 

prediction of the potential flows with free-surface boundaries is highly interesting. It is applied to 

sloshing[7], propagating waves [1, 2], wave resistance of travelling ships [8], wave-body interactions [3, 

4]. The accurate and stable modeling of these phenomena can be numerically challenging, particularly 

when stationary/moving bodies are present and the nonlinear effect matters [9, 12]. The efficiency of 

numerical methods is also an important aspect, especially for large-scale problems. 

  The main approaches for the free-surface potential flows can be classified into four categories: the 

methods that solve model equations such as Boussinesq type equations [11], the high-order spectral 

methods[12], the Boundary Element Methods (BEM) and the field methods such as Finite Difference 

Methods (FDM)[13-15] and Finite Element Methods (FEM)[16, 17]. The first two methods are widely 

used in water waves. To involve stationary/moving bodies, the boundary element methods and the field 

methods are widely used. BEMs solve a boundary integral equation which is a consequence of applying 

Green’s 2nd identity to the Laplace equation. The BEMs have two main advantages: they can describe 

highly-nonlinear waves accurately; the bodies are involved in a straightforward way, i.e., as boundaries. 

A conventional BEM requires O(N2) operations to discretize the boundary integral equation, resulting in 



a dense matrix. Here N is the number of unknowns on the boundaries of the computational domain. To 

solve the dense matrix system, a direct method such as the Gaussian elimination or LU-factorization 

commonly takes O(N3) operations and an efficient iterative solver could take O(N2) operations. Because 

of the computational complexity of at least O(N2), it is expensive for large-scale problems. It was reported 

that it is possible to reduce the computational complexity to O(N) by the fast multipole accelerated (FMA) 

methods [18, 19]. The field methods discretize the whole computational domain and operate with sparse 

matrices. The field methods can be more efficient than the conventional BEM for large-scale fully-

nonlinear problems [20]. Towards accurate and efficient fully-nonlinear potential-flow solvers, a novel 

field method, called Harmonic Polynomial Cell method, was proposed by Shao & Faltinsen a few years 

ago [21, 26]. In the two-dimensional space, the method constructs a cell, involving four neighboring 

elements on structured grids, to discretize the Laplace equation by the high-order harmonic polynomials. 

In the three-dimensional space, the harmonic polynomial cell involves eight neighboring elements on 

structured grids. Their comparative studies showed that the harmonic polynomial cell method is much 

more efficient than the conventional BEM and the fast multipole accelerated BEM (FMA-BEM). 

Because the harmonic polynomial cell method uses the high-order harmonic polynomials, it can be much 

more accurate than the BEMs and other low-order field methods[21, 26]. The two-dimensional harmonic 

polynomial cell method has been investigated in depth by Ma et al. [23] and advanced by Hanssen et al. 

[24]. The harmonic polynomial cell method works very well on standard or slightly distorted cells; the 

accuracy can become poor on distorted cells [23]. These will be clearly shown in Section 3. The poor 

accuracy, on the distorted cells often encountered by highly-deformed free surfaces or complicate body 

boundaries, can result in numerical instability or even destroy the numerical solver. To overcome this 

drawback, Hanssen et al. [24] presented two alternative strategies, i.e., the immersed boundary method 

and the multigrid method. These strategies can improve the accuracy and stability for fully-nonlinear 

free-surface flows. However, they can also introduce new challenges: spurious force oscillations may 

arise for moving bodies when using the immersed boundary method [25, 29]; the generation of high-

quality boundary-fitted grids, used in the multigrid method, can be a cumbersome and time-consuming 

task especially for the three dimensional cases with complex boundaries. In this paper, we will propose 

the ‘irregular cell’, which avoids the drawback of the distorted harmonic polynomial cell, to deal with 

complex boundaries. We also developed an advanced high-order numerical scheme for the normal 

derivative of potential functions on boundaries. The high-order scheme works stably in the practical 

simulations of highly-nonlinear free-surface flows with and without moving bodies. Further, we present 

a locally-refined Cartesian grid system, which can be efficient without the loss of accuracy, to discretize 

the computational domain.  

  The paper is organized as follows: Section 2 presents the Laplace equation with boundary conditions 

and the fully-nonlinear free-surface conditions; Section 3 details the irregular cell (with comparison to 

the harmonic polynomial cell) and the new discretization scheme for the normal derivative of the 

potential functions on boundaries; Section 4 describes the locally-refined Cartesian grid system for the 

discretization of the computational domain; Section 5 outlines the methods for tracking the evolution of 

free surfaces; Section 6 gives some numerical examples of highly-nonlinear free-surface flows with and 

without moving bodies to verify and validate the proposed method. Section 7 summarizes the work.  

 

2. Governing equations 
We consider the Laplace equation in the domain Ω  with either Dirichlet or Neumann conditions 

prescribed over different and exclusive portions of the domain boundaries Γ  and Γ  respectively: 



∇ 𝜑(𝐱) = 0, in Ω                                   (1.a) 

𝜑(𝐱) = 𝑓 (𝐱), on Γ                                 (1.b) 

(𝐱)
= 𝑓 (𝐱), on Γ                                 (1.c) 

where 𝐱 denotes the position vector of field points and 𝜕Ω = Γ ∪ Γ  is the whole boundary of the 

domain Ω. 

 In the potential-flow theory, 𝜑 represents the velocity potential, giving the velocity of fluid particles 

by 𝐮(𝐱) = ∇𝜑(𝐱). For the water flow with free surfaces, the velocity potential over the water domain 

will be found by the solution corresponding to the following boundary conditions: the Dirichlet boundary 

condition, (1.b), is commonly used on free surfaces, 𝑆  ; the Neumann boundary condition, (1.c), 

represents the impermeability boundary condition over body boundaries with 𝑓 (𝐱) equal to the normal 

velocity of the body boundaries. The evolution of the free surface is governed by the fully-nonlinear 

kinematic and dynamic boundary conditions  

𝐱
= ∇𝜑, on 𝑆                    (2) 

 = |∇𝜑| − 𝑔𝜁, on 𝑆                              (3)                                                                                                                                 

where 𝜁 is the free-surface elevation and the operator, : = + ∇𝜑 ∙ ∇, is the substantial derivative 

following the water particle on the free surface. Eq. (3), derived from the Bernoulli’s equation, is simply 

that the water pressure is equal to the constant atmospheric pressure on the free surface. 

 

3. Harmonic-polynomial discretization schemes 
The solutions of the Laplace equation are called harmonic functions. Given a two-dimensional 

harmonic function 𝜑(𝑥, 𝑦) , there exists a ‘conjugated’ harmonic function 𝜓(𝑥, 𝑦) , satisfying the 

Cauchy-Riemann equations: 𝜓 = −𝜑  and 𝜓 = 𝜑 . The resulting pair of the harmonic functions can 

construct a complex analytic function, 𝑓(𝑧) = 𝜑(𝑥, 𝑦) + 𝑖 𝜓(𝑥, 𝑦), where 𝑧 = 𝑥 + 𝑖𝑦 with 𝑖 = √−1. 

In potential-flow theories, 𝜑(𝑥, 𝑦)  is often called the potential function and 𝜓(𝑥, 𝑦)  the stream 

function. Provided that 𝑓(𝑧) is regular near 𝑧 = 0, we can expand it in a power series locally,  

𝑓(𝑧) = ∑ 𝐶 𝑧 ,              (4) 

where 𝐶 = 𝐴 + 𝑖𝐵 . Representation (4) is mathematically complete. The complex polynomials, 𝑧 , 

are analytic, resulting in the harmonic polynomials as follows 

ℎ = 1,                     (5.a) 

ℎ = 𝑟 cos 𝑛𝜃  (𝑛 ≥ 1),            (5.b) 

ℎ = 𝑟 sin 𝑛𝜃  (𝑛 ≥ 1).           (5.c) 

Here,  𝑟  and 𝜃  are the polar coordinates, satisfying 𝑥 = 𝑟 cos 𝜃  and 𝑦 = 𝑟 sin 𝜃 . The harmonic 

polynomials, corresponding to the real and imaginary parts of 𝑧 , satisfy the Laplace equation. Eqs. (5.b) 

and (5.c) can be written in Cartesian form, for example, 

𝑛 = 1:      ℎ = 𝑥, ℎ = 𝑦                (6) 

𝑛 = 2:      ℎ = 𝑥 − 𝑦 , ℎ = 2𝑥𝑦             (7) 

𝑛 = 3:      ℎ = 𝑥 − 3𝑥𝑦 , ℎ = 3𝑥 𝑦 − 𝑦            (8) 

𝑛 = 4:      ℎ = 𝑥 − 6𝑥 𝑦 + 𝑦 , ℎ = 4𝑥 𝑦 − 4𝑥𝑦    (9) 

 



 

Fig. 1. Several cells used for discretizing the Laplace equation by harmonic polynomials.  

 

Based on structured grids, the Harmonic Polynomial Cell (HPC) method has been proposed for 

discretizing the Laplace equation [21-24]. The HPC adopts 9 grid points in 4 neighboring quadrilateral 

elements, which is illustrated in Fig. 1. The standard HPC refers to the special harmonic polynomial cell, 

which consists of four square elements. The HPC uses the eight lowest-order harmonic polynomials to 

approximate the harmonic function 𝜑(𝑥, 𝑦) in the vicinity of point 9, i.e.,  

𝜑(𝑥, 𝑦) = ∑ 𝑏 ℎ (𝑥, 𝑦).          (10) 

Here the origin of the local Cartesian coordinate system located at point 9. The unknown coefficients 

𝑏  (𝑗 = 1, 2, … , 8) can be found as the linear combination of 𝜑  (𝑖 = 1, 2, … , 8) as  

𝑏 = ∑ 𝑐 , 𝜑 .                    (11) 

Here 𝑐 ,  (𝑗, 𝑖 = 1, 2, … , 8) is the elements of the inverse of the matrix 𝐷, whose elements are 𝑑 , =

ℎ (𝑥 , 𝑦 ). From Eq. (10), the discretized Laplace equation at point 9 can be immediately expressed as 

𝜑 = 𝜑(0,0) = 𝑏 = ∑ 𝑐 , 𝜑  or simply 

 −𝜑 + ∑ 𝑐 , 𝜑 = 0.                          (12) 

Substituting Eq. (11) into Eq. (10) results in 

𝜑(𝑥, 𝑦) = ∑ [∑ 𝑐 , ℎ (𝑥, 𝑦)] 𝜑 .          (13) 

Over the harmonic polynomial cell, the gradient of the harmonic function can be evaluated by 

∇𝜑(𝑥, 𝑦) = ∑ [∑ 𝑐 , ∇ℎ (𝑥, 𝑦)] 𝜑 ,        (14) 

which was used to conduct the Neumann boundary condition  

∂𝜑/ ∂𝑛 = ∑ [∑ 𝑐 , ∇ℎ (𝑥, 𝑦) ∙ 𝐧] 𝜑 .        (15) 

Here, 𝐧 is the normal vector on the boundary. The harmonic polynomial cell was generalized to the 

three-dimensional space by using 27 grid points in 8 neighboring hexahedrons [26]. 

Eq. (12) represents the discretized Laplace equation inside the computational domain and Eq. (15) the 

discretized Neumann boundary condition on the boundary. Together with the Dirichlet boundary 

condition, i.e., Eq. (1.c), they are used to build up the global matrix system for the solution of 𝜑(𝑥, 𝑦). 

It notes that the coefficient of 𝜑  in Eq. (12)  appears as a diagonal element in the global matrix system. 

Table 1 presents the coefficients of Eqs. (12) and (15) for the standard harmonic polynomial cell as 

indicated in Fig. 2. Compared to the off-diagonal coefficients, the diagonal coefficient has an opposite 

sign. Moreover, the absolute value of the diagonal coefficient is much larger than that of the off-diagonal 

coefficients, i.e., the resulting coefficients are diagonally dominant. These properties are advantageous 

to the stability of the numerical solution. Because of curved boundaries in practical problems, non-

standard or distorted cells are commonly encountered. Distorted cells may reduce accuracy or even 

induce numerical instability. For example, the distorted harmonic polynomial cell in Fig. 2 could be a 

low-accuracy representation of the discretized Laplace equation at point 9, which will be shown later. A 



proper harmonic polynomial cell could be the cell 2-3-10-5-7-6-11-4-2. Similarly, the cell 1-2-3-9-6-11-

12-13-1 is better for discretizing the Neumann boundary condition at point 2. However, constructing a 

proper harmonic polynomial cell is not straightforward and could be very difficult near complex 

boundaries. To improve the quality of HPCs near free-surfaces, which is sensitive to the accuracy and 

stability of numerical schemes, Hanssen et al. introduced an additional boundary-fitted grid [24]. Their 

method gave better numerical results. For more complex boundaries, such as the overturning waves, the 

method encountered numerical difficulties (private communication). In the following, we will introduce 

the concept of ‘irregular cell’ for discretizing the Laplace equation and an advanced numerical scheme 

for the Neumann boundary condition. 

 
Fig. 2. Standard cell and distorted cells, used to discretize the Laplace equation at point 9 and the 

Neumann boundary condition at point 2. 

 

Table 1. Matrix coefficients of the discretized Neumann boundary condition (at point 2) and the 

discretized Laplace equation (at point 9) for the standard harmonic polynomial cell shown in Fig. 2. The 

discretized equations are represented as ∑ 𝛼 𝜑 = 0. 

Point 𝑖 1 2 3 4 5 6 7 8 9 

𝛼 , Laplace Eq. 1/20 1/5 1/20 1/5 1/5 1/20 1/5 1/20 −𝟏 

𝛼 , Neumann B.C. 11/30∆ℎ -46/30∆𝒉 11/30∆ℎ 9/30∆ℎ 9/30∆ℎ 1/30∆ℎ 4/30∆ℎ 1/30∆ℎ 0 

 

3.1 Irregular cell 

The irregular cell is illustrated in Fig. 1. It is constructed by the neighboring points of the center point 

C, where the Laplace equation is to be discretized. The center point is also called ‘cell center’. Any point, 

close to the center point, can be regarded as a neighboring point. Assuming that the irregular cell with 

the center point C consists of m neighboring points 𝑃  (𝑖 = 1, 2, … , 𝑚) , we set up a local Cartesian 

coordinate system to discretize the Laplace equation 

𝐱 = (𝐱 − 𝐱 )/𝐿,                              (16) 

where 𝐿 is the characteristic size of the irregular cell and can be set to be 𝐿 = ∑ |𝐱 − 𝐱 | /𝑚. For 

simplicity, the bar symbol in Eq. (16) will be dropped in the following presentation. Near the cell center, 

the harmonic function can be approximated by the truncated Fourier series of order k 

𝜑(𝑟, 𝜃) = 𝐴 + ∑ [𝐴 𝑟 cos 𝑛𝜃 − 𝐵 𝑟 sin 𝑛𝜃].                (17) 

Eq. (17) can be rewritten as  

 𝜑(𝑥, 𝑦) = ∑ 𝑏 ℎ (𝑥, 𝑦).                        (18) 

The value of the approximated harmonic function at the neighboring points are forced to be the 

corresponding point value 𝜑  (𝑖 = 1, 2, … , 𝑚), which results in the following matrix equation  



𝐻𝑏 = 𝜑.                        (19) 

Here, 𝐻  is the matrix with elements 𝐻 , = ℎ (𝑥 , 𝑦 ) , 𝑏 = [𝑏 , 𝑏 , … , 𝑏 ]   and 𝜑 =

[𝜑 , 𝜑 , … , 𝜑 ] . To guarantee that Eq. (19) is solvable, 𝑚 should be sufficiently larger than 2𝑘 + 1. 

Then Eq. (19) is solved by the least-square method, i.e., 

𝑏 = [𝐻 𝐻] 𝐻 𝜑.                  (20) 

At the center point, 𝜑(𝑥, 𝑦) should be equal to the point value 𝜑 , resulting in 𝜑 = 𝑏 . Then, through 

Eq. (20), 𝜑  is related to the neighboring point values  

−𝜑 + ∑ 𝛼 𝜑 = 0,                          (21) 

which represents the discretized Laplace equation at the center point. Here, [𝛼 , 𝛼 , … , 𝛼 ] is the first 

row of the matrix [𝐻 𝐻] 𝐻 . The harmonic polynomial method based on irregular cells, regarded as 

the generalization of HPC, has great freedom to choose the order of the harmonic polynomial basis and 

to select the neighboring points.  

We consider two Dirichlet problems, i.e., Case I and Case II shown in Fig. 3. The value of 𝜑 along 

the boundaries are specified by the harmonic function 𝜑(𝑥, 𝑦) =
[ ( )]

sin 𝑘𝑥, where ℎ = 1 and 

𝑘 = 2𝜋. The computational domains can be meshed based on the structured gird, whose points (nodes) 

are addressed by a two-dimensional matrix (i, j). The resulting elements of Case I are perfect squares. 

In contrast, the elements of Case II are distorted. To discretize the Laplace equation at the point (I, J), 

HPC adopts the nine points of I − 1 ≤ i ≤ I + 1 and J − 1 ≤ j ≤ J + 1, which are associated with the 

four neighboring elements. The corresponding numerical results are presented in Table 2, where the 

numerical error is measured by the maximum norm, i.e., 𝑒𝑟𝑟𝑜𝑟 = max
,

𝜑 ,
( )

− 𝜑 ,
( )  . Here, 𝜑 ,

( ) 

denotes the numerical solution at point (i, j)  and 𝜑 ,
( )

  the exact solution. When the numerical error 

converges at the rate of (∆ℎ) , we say that the convergence order of the numerical results is 𝛽. The 

theoretical convergence order of HPC is 4 to 5, because it adopt incomplete harmonic polynomials of 

order 4. HPC works very well on the grid with square elements, resulting in the highly accurate results 

and even the super convergence order (larger than 5). However, when the grid elements are distorted as 

shown in Case II, the results become poor and even can not be improved by reducing the grid size. This 

situation can be resolved by the proposed method based on irregular cells. Keeping in mind that the 

number of the neighboring points, 𝑚, should be sufficiently larger than 2𝑘 + 1 (𝑘 is the order of the 

harmonic polynomials), we can construct the 4th-order irregular cells by the points (i, j)  of 

max(1, I − 2) ≤ i ≤ min(𝑁 + 1, I + 2)  and max(1, J − 2) ≤ j ≤ min(𝑁 + 1, J + 2) . Table 2 shows: 

the present method works well on both the square elements and the distorted elements; the corresponding 

results are highly accurate and achieve an averaged converge order of about 4.5 (which could be accurate 

enough).  

 

 



 

(a) Case I 

 

(b) Case II 

 

Fig. 3. Definition of two problems with Dirichlet boundary conditions. The computational domain is 

meshed by the structured grid, whose nodes are addressed by a two-dimensional matrix (i, j). The grid 

points on the left, right, bottom and top boundaries correspond to i=1, i=N+1, j=1 and j=N+1 respectively. 

 

Table 2. Convergence study of the numerical solution of the Dirichlet problems defined by Fig. 3.The 

numerical error is measured by the maximum norm. ‘Order’ denotes the convergence order of the 

numerical results.  

Grid Case I Case II 

(𝑙 = ℎ = 𝑁 ∙ ∆ℎ) HPC Irregular cell HPC Irregular cell 

∆ℎ 𝑁 Error Order Error Order Error Order Error Order 

0.04 25 1.53e-8 − 3.04e-5 − 1.03e-0 − 2.82e-4 − 

0.02 50 2.39e-10 6.0 1.21e-6 4.65 1.03e-0 0 1.12e-5 4.65 

0.01 100 3.71e-12 6.0 4.24e-8 4.83 1.03e-0 0 3.90e-7 4.84 

0.005 200 7.00e-14 5.73 1.41e-9 4.91 1.03e-0 0 1.83e-8 4.41 

0.0025 400 5.99e-13 − 4.53e-11 4.96 1.03e-0 0 1.24e-9 3.88 

 

The harmonic polynomial method based on irregular cells can also be implemented on unstructured 

grids, for instance the grid system presented in Section 4. Even it may work for the randomly-distributed 

neighboring points. We consider the potential flow induced by a two-dimensional source. The irregular 

cell centered at the origin is built up by the randomly-distributed neighboring points, whose polar 

coordinates (𝑟 , 𝜃 ) are two random series {𝑟 } ⊂ [∆ℎ/2, ∆ℎ] and { 𝜃 } ⊂ [0, 2𝜋]. The point values 

𝜑  (𝑖 = 1, 2, … , 𝑚) are specified by a two-dimensional source located at (−2, 0), i.e., log[(𝑥 + 2) +

𝑦 ]. From Eq. (21), the numerical value at the center point is expressed as 𝜑
( )

= ∑ 𝛼 𝜑 , which is 

compared to the exact value 𝜑
( )

= 2log 2 by measuring the error 𝜑
( )

− 𝜑
( ) . Theoretically, the 

error converges at the rate of (∆ℎ) , which is consistent with the truncated error of the approximation 

by the harmonic polynomials of order k. This is confirmed by the results shown in Fig. 4, where 15 

randomly-distributed neighboring points are used to construct the irregular cell and the numerical value 

𝜑
( ) is the average value of 40 random cells. 



 

 

 

 

(a) sketch (b) results 

 

Fig. 4. Convergence analysis for the numerical interpolation by the harmonic polynomial method based 

on the irregular cells with randomly-distributed neighboring points. (a) sketch of interpolating 𝜑  by 

𝜑  at the randomly-distributed neighboring points (the black points). (b) numerical results: ∆ℎ is the 

grid size; the numerical error is computed as 𝜑
( )

− 𝜑
( ) ; k is the order of harmonic polynomials; the 

dashed lines represent the theoretical trend of (∆ℎ) . 

3.2 Normal derivative on boundaries 

The representation of the normal derivative of functions on boundaries is directly related to the 

Neumann boundary conditions on the body boundaries and the normal velocity of potential flows on the 

free-surface boundaries. It plays a key role in the accurate and stable modeling of the highly-nonlinear 

free-surface potential flow with and without moving bodies, which is often numerically challenging. For 

example, numerical instabilities may arise on the free-surface boundaries when nonlinear free-surface 

flows are solved in time domain [27]. For the accurate representation of free-surface/body boundaries, 

the boundary-fitted grid system can be an option. However, the generation of high-quality boundary-

fitted grids is commonly a cumbersome and time-consuming task especially for the highly-deformed free 

surface or the body with complex geometry. An alternative solution is to adopt immersed boundary 

methods [28], which allows the bodies to move freely over a fixed (Cartesian) background grid [24]. 

However, new numerical challenges, e.g. spurious force oscillations [25, 29], may arise. To overcome 

these numerical difficulties, the free-surface deformation and the body motion should be tracked in a 

proper way, which requires the accurate evaluation of the normal derivatives of potential functions. In 

the present study, we will propose an accurate numerical scheme for the normal derivative of harmonic 

functions. It is able to evaluate the normal derivative on complex boundaries in a convenient way. 

Together with the grid system and the free-surface tracking method presented in the following sections, 

the proposed method can solve highly-nonlinear free-surface potential flows with and without moving 

bodies in an accurate and stable manner.    



 

Fig. 5. Sketch of the local coordinate system and neighboring points for evaluating the normal derivative 

of harmonic functions at the point C on the boundary. The black points denote the neighboring points of 

C. 

 

  To evaluate the normal derivative of harmonic functions at the point C on the boundary, a local 

coordinate system with the x-axis coinciding with the normal vector is introduced, which is illustrated 

by Fig. 5. The neighboring field points indexed by 𝑖 = 1, 2, … , 𝑚, are chosen to construct an irregular 

cell similar to that we did before. Locally, the harmonic function can be approximated by the harmonic 

polynomials up to order k 

𝜑(𝑥, 𝑦) = 𝜑 + ∑ 𝑏 ℎ (𝑥, 𝑦).                       (22) 

By forcing the above equation equal to the point value 𝜑  (𝑖 = 1, 2, … , 𝑚), we have  

𝐻𝑏 = 𝜑,                        (23) 

where 𝐻  is the matrix with elements 𝐻 , = ℎ (𝑥 , 𝑦 ) , 𝑏 = [𝑏 , 𝑏 , … , 𝑏 ]   and 𝜑 = [𝜑 −

𝜑 , 𝜑 − 𝜑 , … , 𝜑 − 𝜑 ] . Solving Eq. (23) by the least-square method results in  

𝑏 = 𝐻 𝐻 𝐻 𝜑.               (24) 

Immediately, we can express the normal derivative at point C as 𝜕𝜑/𝜕𝑛 = 𝑏  or 

= −(∑ 𝛼 )𝜑 + ∑ 𝛼 𝜑 ,             (25) 

where [𝛼 , 𝛼 , … , 𝛼 ]  is the first row of the matrix 𝐻 𝐻 𝐻  . If the dimensionless coordinates 

expressed by Eq. (16) are used, the coefficients 𝛼  should be divided by the reference length L.  

We consider two problems with a mixed boundary condition, i.e., Case I and Case II shown in Fig. 6. 

Compared to the two Dirichlet problems shown in Fig. 3, the only difference is that the left boundary of 

the present problems is the Neumann boundary condition. Table 3 presents the numerical results by HPC 

and the present methods based on the irregular cells, which are constructed by the points (i, j)  of 

max(1, I − 2) ≤ i ≤ min(𝑁 + 1, I + 2)  and max(1, J − 2) ≤ j ≤ min(𝑁 + 1, J + 2)  for discretizing 

the Laplace equation and the Neumann boundary condition at a given point (I, J). On the grid system 

with square elements, HPC works well and achieves the convergence order of 4. The accuracy of the 

numerical solution is lower than that of the Dirichlet problem, which implies that the Neumann B.C. 

dominates the numerical error. Similar to the Dirichlet problem, HPC can not work properly on the 

distorted elements. In contrast, the present method works well on both the square elements and the 



distorted element and achieves the convergence order of 4. We note that, on the grid system with square 

elements, the accuracy of the present method is slightly less than that of HPC. 

 

 
(a) Case I 

 

(b) Case II 

Fig. 6. Definition of two problems with a mixed boundary condition. The computational domain is 

meshed by the structured grid, whose nodes are addressed by a two-dimensional matrix (i, j). The grid 

points on the left, right, bottom and top boundaries correspond to i=1, i=N+1, j=1 and j=N+1 respectively. 

 

Table 3. Convergence study of the numerical solution of the mixed B.C. problems defined by Fig. 6. The 

numerical error is measured by the maximum norm. ‘Order’ denotes the convergence order of the 

numerical results.  

Grid Case I Case II 

(𝑙 = ℎ = 𝑁 ∙ ∆ℎ) HPC Irregular cell HPC Irregular cell 

∆ℎ 𝑁 Error Order Error Order Error Order Error Order 

0.04 25 8,83e-6 − 1.43e-4 − 2.57e-0 − 3.66e-4 − 

0.02 50 5.56e-7 4.0 8.87e-6 4.0 2.74e-0 0 2.32e-5 4.0 

0.01 100 3.48e-8 4.0 5.40e-7 4.0 2.80e-0 0 1.48e-6 4.0 

0.005 200 2.17e-9 4.0 3.31e-8 4.0 2.84e-0 0 9.32e-8 4.0 

0.0025 400 1.36e-10 4.0 2.04e-9 4.0 2.84e-0 0 5.86e-9 4.0 

 

Similar to the previous study, the accuracy of the proposed method is investigated for the irregular cell 

with randomly-distributed neighboring points. We still consider the potential flow induced by a two-

dimensional source. The irregular cell centered at the origin is built up by the randomly-distributed 

neighboring points, whose polar coordinates (𝑟 , 𝜃 )  are two random series {𝑟 } ⊂ [∆ℎ/2, ∆ℎ]  and 

{ 𝜃 } ⊂ [−𝜋/2, 𝜋/2]. The point values 𝜑  (𝑖 = 1, 2, … , 𝑚) are specified by a two-dimensional source 

located at (−2, 0) , i.e., log[(𝑥 + 2) + 𝑦 ] . Through Eq. (25), we evaluate the numerical value 

[𝜕𝜑/𝜕𝑥]( ) , which is compared to the exact value [𝜕𝜑/𝜕𝑥]( )
= 1  by measuring the error 

[𝜕𝜑/𝜕𝑥]( )
− [𝜕𝜑/𝜕𝑥]( ) . Here, 15 randomly-distributed neighboring points are used to construct the 

irregular cell and [𝜕𝜑/𝜕𝑥]( ) is the average value of 40 random cells. The numerical errors, shown in 

Fig. 7, converge at the rate of (∆ℎ)  approximately, where k is the order of the harmonic polynomials 

indicated in Eq. (22).  



 

 

 

 

 

 

 

(a) sketch 

 

(b) results 

Fig. 7. Convergence analysis for the numerical derivative by the harmonic polynomial method based on 

the irregular cells with randomly-distributed neighboring points. (a) sketch of evaluating the derivative 

𝜕𝜑/𝜕𝑥  at the center point C with randomly-distributed neighboring points (the black points). (b) 

numerical results: ∆ℎ is the grid size; the numerical error is computed as [𝜕𝜑/𝜕𝑥]( )
− [𝜕𝜑/𝜕𝑥]( ) ; 

k is the order of the harmonic polynomials; the dashed lines represent the reference trend of (∆ℎ) . 

 

4. Grid system 
For harmonic polynomial methods, a grid system is required to discretize the computational domain. 

A boundary-fitted grid system and a Cartesian grid system are two options. The boundary-fitted grid 

system can well represent the boundary but commonly results in distorted elements. Furthermore, with 

the presence of complex boundaries, the generation of high-quality boundary-fitted grids can be a 

cumbersome and time-consuming task. The Cartesian grid system can result in perfect elements (i.e., 

square elements) but needs to deal with the embedded boundary in a proper way. As shown in the 

previous section, the HPC works very well on square elements but may become inaccurate on distorted 

elements, which are often encountered by complex boundaries. The proposed harmonic polynomial 

methods based on irregular cells work well on both square elements and distorted elements. Both the 

HPC on distorted elements and the irregular cell require extra computational efforts to build up the 

discretized Laplace equation. Based on these, we decide to adopt the Cartesian grid system with square 

elements. The computational domain is embedded in the grid system. The boundary of the computational 

domain is represented by a number of marker points. The value of harmonic functions is stored at the 

center of the cells and the boundary conditions are satisfied on the marker points. Inside the 

computational domain and away from the boundary, the standard HPC, which is highly accurate and does 

not require extra computational effort to build up the local matrix system, is used. The irregular cell, 

which is also accurate, is only used to the field points close to the boundary, where it is difficult to 

construct the high-quality HPC. Although it requires extra computational effort to build up the local 

matrix for the irregular cell, the operation is only limited to the field points close to the boundary, which 

is a small group compared to the whole field points. Fig. 8 illustrates applying the proposed grid system 

to solve the mixed B.C. problem defined by Fig. 6-(b). The standard HPC can be constructed for the 

center points of the green cells. The irregular cells are used for the center points of the yellow cells and 

the markers on the Neumann boundary. Fig. 9 presents the numerical results, where the 4th-order 



harmonic polynomials are used for the irregular cells. With decreasing the grid size ∆ℎ, the numerical 

error converges at the rate of (∆ℎ) . Compared to the boundary-fitted grid (as shown in Fig. 6-(b)), the 

Cartesian grid with the proposed harmonic polynomial method significantly improves the accuracy and 

reduces the computational time. The ratio of the computational time of building up the matrix system for 

the Cartesian grid to that for the boundary-fitted grid decreases dramatically with reducing the grid size. 

It is because the ratio of the field points, adopting the irregular cell, to the whole field points becomes 

smaller and smaller with reducing the grid size.  

 
 

Fig. 8. Sketch of the Cartesian grid for solving the mixed B.C. problem defined by Fig. 6-(b). The 

boundary is represented by the markers of ‘circle’. The center of active cells is marked by the ‘cross’ 

symbol.  

 

Fig. 9. Convergence analysis for the numerical solution of the mixed B.C. problem defined by Fig. 6-(b) 

through the present method based on the Cartesian grid. The blue ‘cross’ denotes the numerical error 

measured by the maximum norm. The dashed blue line represents the reference trend of (∆ℎ) . The 

brown symbols represent the ratio of the numerical result based on the Cartesian grid to that based on 

the boundary-fitted grid shown in Fig. 6-(b): the ‘triangle’ denotes the numerical error; the ‘circle’ 

denotes the computational time of building up the matrix system; the ‘square’ denotes the computational 

time of solving the matrix system by the direct sparse matrix solver, PARDISO (referring to 

https://www.pardiso-project.org). 

   



In the region where the flow changes strongly or on the highly-curved boundaries, finer grids are 

required to properly represent the flow. The uniform refinement of the grid system will result in the 

dramatic growth of the computational cost, because the number of the field points is approximately 

proportional to (∆ℎ)  in the two-dimensional space and (∆ℎ)  in the three-dimensional space. A 

rational solution could be adopting the method of local refinement, i.e., the grid system is refined only 

in the regions of interest. A natural refinement procedure is successively subdividing the cells of interest 

into four equally sized quadrants, which can be represented by quadtrees. In the following, we will detail 

the data structure of the grid system, the refinement procedure and the basic operations such as neighbor 

searches. 

 

4.1 Data structure of the grid system 

In a quadtree, a cell may be the parent of four children. The root cell is the base of a quadtree and a 

leaf is a cell without any child. The depth (level) of a cell is defined by starting from 1 for the root cell 

and by adding one every time a group of descendant children is appended. The original Cartesian grid 

consists of the root cells, which are addressed by a two-dimensional matrix (i, j) with 1 ≤ i ≤ 𝑁
( ) 

and 1 ≤ j ≤ 𝑁
( ). The locally-refined Cartesian grid system can be regarded as the two-dimensional 

matrix of quadtrees. We introduce the concept of neighboring cell. The neighboring cells of a cell A are 

the contacting cells (including Cell A itself), whose depth are less than or equal to the depth of Cell A. 

The neighboring cells of Cell A can be addressed by (−1: 1, −1: 1), where (0,0) corresponds to Cell 

A itself. For leaves, the concept of neighboring leaf is also introduced. The neighboring leaves of a leaf 

are all the contacting leaves (excluding itself), which can be represented by an integer array. In a balanced 

grid system, where the depths of all neighboring leaves do not differ by more than one, a leaf has 

maximum 12 neighboring leaves. The balanced grid system tends to avoid the strong variance of the grid 

size, which is adopted in the present study. To explain these concepts, we consider an example shown in 

Fig. 10. The root cell 4 has four children: 𝑐𝑒𝑙𝑙(4). 𝑐ℎ𝑖𝑙𝑑(−1, −1) = 10, 𝑐𝑒𝑙𝑙(4). 𝑐ℎ𝑖𝑙𝑑(−1,1) = 12, 

𝑐𝑒𝑙𝑙(4). 𝑐ℎ𝑖𝑙𝑑(1, −1) = 11 and 𝑐𝑒𝑙𝑙(4). 𝑐ℎ𝑖𝑙𝑑(1,1) = 13. It is the parent of Cells 10, 11, 12 and 13, 

e.g. 𝑐𝑒𝑙𝑙(10). 𝑝𝑎𝑟𝑒𝑛𝑡 = 4. Cell 4 has a depth of 1, i.e., 𝑐𝑒𝑙𝑙(4). 𝑑𝑒𝑝𝑡ℎ = 1, and 𝑐𝑒𝑙𝑙(10). 𝑑𝑒𝑝𝑡ℎ = 2. 

The neighboring cells of Cell 5 are: 

𝑐𝑒𝑙𝑙(5). 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑖𝑛𝑔𝐶𝑒𝑙𝑙(−1, −1) = 1, 

𝑐𝑒𝑙𝑙(5). 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑖𝑛𝑔𝐶𝑒𝑙𝑙(−1, 0) = 4, 

𝑐𝑒𝑙𝑙(5). 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑖𝑛𝑔𝐶𝑒𝑙𝑙(−1, 1) = 7, 

𝑐𝑒𝑙𝑙(5). 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑖𝑛𝑔𝐶𝑒𝑙𝑙(0, −1) = 2, 

𝑐𝑒𝑙𝑙(5). 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑖𝑛𝑔𝐶𝑒𝑙𝑙(0, 0) = 5, 

𝑐𝑒𝑙𝑙(5). 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑖𝑛𝑔𝐶𝑒𝑙𝑙(0, 1) = 8, 

𝑐𝑒𝑙𝑙(5). 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑖𝑛𝑔𝐶𝑒𝑙𝑙(1, −1) = 3, 

𝑐𝑒𝑙𝑙(5). 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑖𝑛𝑔𝐶𝑒𝑙𝑙(1, 0) = 6, 

𝑐𝑒𝑙𝑙(5). 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑖𝑛𝑔𝐶𝑒𝑙𝑙(1, 1) = 9. 

While, the neighboring leaves of Cell 5 are 

𝑐𝑒𝑙𝑙(5). 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑖𝑛𝑔𝐿𝑒𝑎𝑓 = [1,2,3,6,7,8,9,11,13]with 𝑐𝑒𝑙𝑙(5). 𝑁 = 9. 

The neighboring cells of Cell 13 are: 

𝑐𝑒𝑙𝑙(13). 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑖𝑛𝑔𝐶𝑒𝑙𝑙(−1, −1) = 10, 

𝑐𝑒𝑙𝑙(13). 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑖𝑛𝑔𝐶𝑒𝑙𝑙(−1, 0) = 12, 

𝑐𝑒𝑙𝑙(13). 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑖𝑛𝑔𝐶𝑒𝑙𝑙(−1, 1) = 7, 

𝑐𝑒𝑙𝑙(13). 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑖𝑛𝑔𝐶𝑒𝑙𝑙(0, −1) = 11, 



𝑐𝑒𝑙𝑙(13). 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑖𝑛𝑔𝐶𝑒𝑙𝑙(0, 0) = 13, 

𝑐𝑒𝑙𝑙(13). 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑖𝑛𝑔𝐶𝑒𝑙𝑙(0, 1) = 7, 

𝑐𝑒𝑙𝑙(13). 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑖𝑛𝑔𝐶𝑒𝑙𝑙(1, −1) = 5, 

𝑐𝑒𝑙𝑙(13). 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑖𝑛𝑔𝐶𝑒𝑙𝑙(1, 0) = 5, 

𝑐𝑒𝑙𝑙(13). 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑖𝑛𝑔𝐶𝑒𝑙𝑙(1, 1) = 8. 

While, the neighboring leaves of Cell 13 are 

𝑐𝑒𝑙𝑙(13). 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑖𝑛𝑔𝐿𝑒𝑎𝑓 = [5,7,8,10,11,12] with 𝑐𝑒𝑙𝑙(13).  𝑁 = 6 . 

 

 
Fig. 10. Example of a local-refined Cartesian grid. 

For the cells on the boundary of the Cartesian grid, the neighboring cells can be represented as, for 

example, 

𝑐𝑒𝑙𝑙(1). 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑖𝑛𝑔𝐶𝑒𝑙𝑙(−1, −1) = 0, 

𝑐𝑒𝑙𝑙(1). 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑖𝑛𝑔𝐶𝑒𝑙𝑙(−1, 0) = 0, 

𝑐𝑒𝑙𝑙(1). 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑖𝑛𝑔𝐶𝑒𝑙𝑙(−1, 1) = 0, 

𝑐𝑒𝑙𝑙(1). 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑖𝑛𝑔𝐶𝑒𝑙𝑙(0, −1) = 0, 

𝑐𝑒𝑙𝑙(1). 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑖𝑛𝑔𝐶𝑒𝑙𝑙(0, 0) = 1, 

𝑐𝑒𝑙𝑙(1). 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑖𝑛𝑔𝐶𝑒𝑙𝑙(0, 1) = 4, 

𝑐𝑒𝑙𝑙(1). 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑖𝑛𝑔𝐶𝑒𝑙𝑙(1, −1) = 0, 

𝑐𝑒𝑙𝑙(1). 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑖𝑛𝑔𝐶𝑒𝑙𝑙(1, 0) = 2, 

𝑐𝑒𝑙𝑙(1). 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑖𝑛𝑔𝐶𝑒𝑙𝑙(1, 1) = 5. 

Here, the index of the neighboring cell equal to zero means that the corresponding cell does not exist. 

Further, the distance between Leaf A and Leaf B is defined as the minimum number of crossing the leaf 

cell boundary from A to B. For example, the distance between Leaf 13 and Leaf 8 is one and the distance 

between Leaf 13 and Leaf 9 is two.   

The boundary of the computational domain is represented by marker points (or simply, markers). The 

basic properties of markers are the coordinates and the associated normal vector of the boundary, which 

can be represented as 𝑚𝑎𝑟𝑘𝑒𝑟(∗). 𝑥 , 𝑚𝑎𝑟𝑘𝑒𝑟(∗). 𝑦 , 𝑚𝑎𝑟𝑘𝑒𝑟(∗). 𝑛   and 𝑚𝑎𝑟𝑘𝑒𝑟(∗). 𝑛  . We also 

introduce to the markers the property of depth, 𝑚𝑎𝑟𝑘𝑒𝑟(∗). 𝑑𝑒𝑝𝑡ℎ, which matches with the size of the 

associated boundary elements, i.e., (√2∆ℎ)2 ~𝑙. Here, ∆ℎ is the grid size of root cells and 𝑙 is 

the size of the boundary elements. Then, the depth of the markers can be approximated as  

𝑚𝑎𝑟𝑘𝑒𝑟(∗). 𝑑𝑒𝑝𝑡ℎ = int
√ ∆ /

( )
+ 1,                     (26) 



where the function int(x) rounds x to the nearest integer less than or equal to x. This property will be 

used for the grid refinement procedure: the adjacent leaf cells are to be refined until the depth of the new 

leaf cells is equal to the depth of the marker. It is based on the principle that the grid size should match 

with the size of the boundary element. We can distribute some ‘virtual’ markers with a prescribed depth 

in the region of interest for the grid refinement. Another important property of the marker is the location, 

𝑚𝑎𝑟𝑘𝑒𝑟(∗). 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛, indicating the leaf cell where the marker locates.  

 

4.2 Grid refinement procedure 

The basic principle of the grid refinement procedure is successively subdividing the cells into four 

equally sized quadrants until the depth of all markers matches with the depth of the leaf cells where the 

markers locate. In the grid refinement procedure, a level-by-level strategy is adopted: only after the 

partition of the targeted cells to four children cells is completed on level 𝑛, the partition on level 𝑛 + 1 

can start. On the level-  𝑛  partition, the cells, with the depth ≤ 𝑛  and close to the markers of 

𝑚𝑎𝑟𝑘𝑒𝑟(∗). 𝑑𝑒𝑝𝑡ℎ > 𝑛 , are targeted for the partition. There are 𝑚𝑎𝑥𝐷𝑒𝑝𝑡ℎ − 1  levels of partition, 

where 𝑚𝑎𝑥𝐷𝑒𝑝𝑡ℎ denotes the maximum depth of all markers. The detailed grid-refinement procedure 

is as follows: 

(1) The cell index is starting from the root cells and the root cell (i, j) can be indexed as, for example, 

(i − 1) ∗ 𝑁
( )

+ 𝑗 . Specify the property of 𝑐𝑒𝑙𝑙(∗). 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑖𝑛𝑔𝐶𝑒𝑙𝑙(−1: 1, −1: 1)  for all 

root cells. Locate all markers, i.e., specify the property of 𝑚𝑎𝑟𝑘𝑒𝑟(∗). 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛. 

(2) Partition all targeted cells to four children cells on level 𝑛. 

a) Target the cells to be partitioned. The cells close to the markers of 𝑚𝑎𝑟𝑘𝑒𝑟(∗). 𝑑𝑒𝑝𝑡ℎ > 𝑛 

are the candidates to be partitioned. For example, Assume the depth of marker A is larger than 

𝑛 . The location of marker A is obtained by 𝑝 = 𝑚𝑎𝑟𝑘𝑒𝑟(𝐴). 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 . Any cell 𝑞 , with 

𝑐𝑒𝑙𝑙(𝑞). 𝑑𝑒𝑝𝑡ℎ ≤ 𝑛 and 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑐𝑒𝑙𝑙(𝑝), 𝑐𝑒𝑙𝑙(𝑞)) ≤ 𝑁, is targeted for the partition. Here, 

𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑐𝑒𝑙𝑙(𝑝), 𝑐𝑒𝑙𝑙(𝑝) = 0,  𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑐𝑒𝑙𝑙(𝑝), 𝑐𝑒𝑙𝑙(𝑞) = 1  if 𝑝 ≠ 𝑞  and 𝑞 ∈

𝑐𝑒𝑙𝑙(𝑝). 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑖𝑛𝑔𝐶𝑒𝑙𝑙 , and 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑐𝑒𝑙𝑙(𝑝), 𝑐𝑒𝑙𝑙(𝑞) = 𝑚 + 1  if 𝑞 ∉

𝑐𝑒𝑙𝑙(𝑝). 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑖𝑛𝑔𝐶𝑒𝑙𝑙  ( 𝑚  is the minimum number of the intermediate cells 

{𝑝 , 𝑝 , … , 𝑝 } connecting 𝑝  to 𝑞  by 𝑝 ∈ 𝑐𝑒𝑙𝑙(𝑝). 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑖𝑛𝑔𝐶𝑒𝑙𝑙 , 𝑝 ∈

𝑐𝑒𝑙𝑙(𝑝 ). 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑖𝑛𝑔𝐶𝑒𝑙𝑙, …, 𝑞 ∈ 𝑐𝑒𝑙𝑙(𝑝 ). 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑖𝑛𝑔𝐶𝑒𝑙𝑙). Commonly, 𝑁 = 2 ∼ 3 

is adopted.  

b) Partition the target cells if they have not been partitioned yet by checking whether 

𝑐𝑒𝑙𝑙(∗). 𝑐ℎ𝑖𝑙𝑑(−1, −1) is equal to 0. 

(3) Update the location of the markers. The traditional point-location method, which recursively 

compares the position of the point to that of cell centers, is used to determine the leaf cell that 

contains a given marker A. First, set 𝑝 = 𝑚𝑎𝑟𝑘𝑒𝑟(𝐴). 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛. If 𝑐𝑒𝑙𝑙(𝑝). 𝑐ℎ𝑖𝑙𝑑(−1, −1) ≠ 0, 

set 𝑝 = 𝑐𝑒𝑙𝑙(𝑝). 𝑐ℎ𝑖𝑙𝑑(𝑠𝑖𝑔𝑛(𝑥 − 𝑥 ), 𝑠𝑖𝑔𝑛(𝑦 − 𝑦 )) , where (𝑥, 𝑦)  is the coordinates of 

Marker A and (𝑥 , 𝑦 ) is the center of 𝑐𝑒𝑙𝑙(𝑝). Repeat the procedure until the 𝑐𝑒𝑙𝑙(𝑝) becomes 

a leaf. Finally, set 𝑚𝑎𝑟𝑘𝑒𝑟(𝐴). 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 = 𝑝. 

(4) Specify 𝑐𝑒𝑙𝑙(∗). 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑖𝑛𝑔𝐶𝑒𝑙𝑙 for the new cells generated on the level- 𝑛 partition, which 

can be accomplished by the algorithm presented in Section 4.3. 

(5) Go to step (2) until the (𝑚𝑎𝑥𝐷𝑒𝑝𝑡ℎ − 1)-level partition is finished.  

 

Fig. 11 illustrates the grid refinement procedure for the domain of the 2 × 2 square, of which a unit 

circle is hollowed out. As shown in Fig. 11-(a), the square is represented by the Cartesian grid with 



10 × 10 cells and the boundary of the unit circle is represented by 50 equally-spaced markers. According 

to Eq. (26), the depth of the markers is set to be 3. In the original Cartesian grid, the cells, close to the 

markers, should be successively partitioned until the depth of the refined cells matches that of the markers. 

Fig. 11-(b) shows the refinement procedure by using 𝑁 = 1 (where 𝑁 is defined in the step of (2)-(a) ) 

and Fig. 11-(c) the refinement procedure by 𝑁 = 2 . In general, higher 𝑁  results in more gradual 

refinement (therefore the grid of better quality) but larger numbers of cells. Commonly, 𝑁 = 2 ∼ 3 is 

used. 

 

  

(a) Computational domain and the original Cartesian grid system. 

 

after the level-1 partition 

 

after the level-2 partition 

(b) 𝑁 = 1 



 

after the level-1 partition 

 

after the level-2 partition 

(c) 𝑁 = 2 

Fig. 11. Illustration of the grid refinement procedure for the square domain with a hollowed circle. The 

square domain of 2 × 2 is represented by the Cartesian grid with 10 × 10 elements; the boundary of 

the unit circle is represented by 50 equally-spaced markers. 

 

4.3 Neighbor searches 

  Neighbor searches are the basic operations, which are used in the generation of the locally-refined grid 

and also in the discretization of the governing equations. First, we present the algorithm of searching the 

neighboring cells, i.e., specifying 𝑐𝑒𝑙𝑙(∗). 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑖𝑛𝑔𝐶𝑒𝑙𝑙 in the grid-refinement procedure. Based 

on the preset condition that 𝑐𝑒𝑙𝑙(∗). 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑖𝑛𝑔𝐶𝑒𝑙𝑙 has been specified for all cells with the depth of 

𝑛, we try to find the neighboring cells for the cells with the depth of 𝑛 + 1. Without loss of generality, 

Fig. 12 presents the sketch of searching neighboring cells of Cell C. 

 
Fig. 12. Sketch of searching the neighboring cells of Cell C. F denotes the parent of Cell C.  

 

We adopt the round brackets denoting the children cells, i.e., 𝑐𝑒𝑙𝑙(∗). 𝑐ℎ𝑖𝑙𝑑(𝑝, 𝑞) = (𝑝, 𝑞)∗, and the 

square brackets denoting the neighboring cells, i.e., 𝑐𝑒𝑙𝑙(∗). 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑖𝑛𝑔𝐶𝑒𝑙𝑙(𝑝, 𝑞) = [𝑝, 𝑞]∗ . The 

neighboring cells of Cell C can be found by the following steps: 

(1) Compute the index of Cell C in the children cells of its parent cell F by 

(𝑝, 𝑞) = (𝑠𝑖𝑔𝑛(𝑥 − 𝑥 ), 𝑠𝑖𝑔𝑛(𝑦 − 𝑦 )) . 

Immediately, we have the four neighboring cells of Cell C 

[𝑖, 𝑗] = (𝑝 + 2 ∗ 𝑖, 𝑞 + 2 ∗ 𝑗)  with 𝑖 = 0 𝑜𝑟 − 𝑝 𝑎𝑛𝑑 𝑗 = 0 𝑜𝑟 − 𝑞. 



(2) The cell 𝑟 = [𝑝, 𝑞]  (or one of its children) is a neighboring cell of Cell C 

[𝑝, 𝑞] = 𝑟  (if 𝑟 is a leaf cell) or [𝑝, 𝑞] = (−𝑝, −𝑞) . 

(3) The cell 𝑟 = [𝑝, 0]  (or two of its children) corresponds to two neighboring cells of Cell C 

[𝑝, 𝑗] = 𝑟 (if 𝑟 is a leaf cell) or [𝑝, 𝑗] = (−𝑝, 𝑞 + 2 ∗ 𝑗) , where 𝑗 = 0 𝑜𝑟 − 𝑞. 

Similarly, we can find two other neighboring cells related to [0, 𝑞] . 

 

The balanced grid system, where the depths of all neighboring leaves do not differ by more than one, 

is used in the present study. Once the neighboring cells become known, it is easy to search the 

neighboring leaves. We consider any neighboring cell of Leaf C, i.e., 𝑟 = [𝑝, 𝑞] . If 𝑟 is a leaf cell, it 

is a neighboring leaf of C. Otherwise, its child, (𝑓(𝑝), 𝑓(𝑞)) , is the neighboring leaf of C. Here, 𝑓(𝑝) 

is the multivalued function 

𝑓(𝑝) =
±1, 𝑓𝑜𝑟 𝑝 =   0

−𝑝, 𝑓𝑜𝑟 𝑝 = ±1  
. 

 

4.4 Distributing field points 

The field points, where the harmonic function is solved, are distributed at the center of the leaf cells 

inside the computational domain and at the markers on the boundary. The leaf cell, of which the center 

is attached by a field point, is defined as an ‘active’ cell. To identify active cells, the leaf cells are divided 

into three groups 

(i) the interfacial group: the leaf cells close to the markers on the boundary, i.e., the leaf cells, *, with 

𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑐𝑒𝑙𝑙(∗), 𝑐𝑒𝑙𝑙(𝐴) ≤ 𝑀 , where 𝐴  is the location of a marker and 𝑀  is a prescribed 

parameter (commonly 1). 

(ii) the inner group: the leaf cells which are inside the computational domain and exclude the cells in 

the interfacial group. 

(iii) the outer group: the leaf cells which are outside the computational domain and exclude the cells in 

the interfacial group. 

The inner group and the outer group are separated from each other by the interfacial group. Obviously, 

any leaf cell in the inner group can be identified as an active cell and the leaf cells in the outer group are 

“inactive”. A leaf cell in the interfacial group can be active or inactive. Consider a marker locating at the 

leaf cell 𝐴, illustrated in Fig. 13. The dashed line, orthogonal to the normal vector of the boundary, is 

regarded as the local approximation of the curved boundary. Then, the signed distance of the cell center 

(𝑥 , 𝑦 ) to the boundary is calculated by  

𝑑 = 𝑛 ∙ (𝑥 − 𝑥 ) + 𝑛 ∙ (𝑦 − 𝑦 ) ,                     (27) 

where (𝑛 , 𝑛 ) denotes the interior normal vector and (𝑥 , 𝑦 ) the coordinates of the marker. 𝑑 < 0 

means that the cell is outside the computational domain and therefore becomes inactive. In the computer 

program, we adopt the condition of 𝑑 < 𝜀  (𝜀  is a small positive value) instead of 𝑑 < 0 . Special 

attention is paid to the cell 𝐴, where the marker locates. We can set Cell A to be a potential active cell if 

the center of Cell A is far enough away from the marker, e.g. the distance l is larger than a quarter of the 

cell size (see Fig. 13-(a)). Even we directly set Cell A to be inactive (see Fig. 13-(b)). Based on our 

experiences, the latter improves the stability of the numerical solver in the time-domain simulations. 

 



 

(a) 

 

(b) 

 

Fig. 13. Identifying inactive cells. The “circle” denotes the marker point, which locates at Cell A. n 

denotes the interior normal of the boundary. The dashed line represents the local approximation of the 

boundary. The green color indicates that these cells are in the interfacial group. “*” coincides with the 

center of the inactive cells. “+” coincides with the center of the possible active cells. In (a), Cell A is set 

to be a potential active cell if l is large enough (e.g., larger than a quarter of the cell size); in (b), Cell A 

is set to be inactive. 

 

Fig. 14 illustrates the distribution of the field points for the domain of the 2 × 2 square, of which a 

unit circle is hollowed out. The square is represented by the Cartesian grid with 10 × 10 cells and the 

boundary of the unit circle is represented by 25 equally-spaced markers. According to Eq. (26), the depth 

of the markers is set to be 2. After the grid refinement procedure, the leaf cells are classified into three 

groups: the interfacial group, close to the markers on the boundary, is indicated by the green color; the 

inner group is indicated by the blue color; the outer group is indicated by the white color. The fields 

points are distributed at the marker points, the centers of the active cells and the face centers of the active 

cells along the boundary of the computational domain. The field points, at the face centers of the active 

cells along the boundary of the computational domain, can be also regarded as marker points. They are 

distinguished from the prescribed marker points and are generated after the grid refinement procedure to 

represent the boundary of the computational domain.  

 



 

 

Fig. 14. Field points and cell group. The fields points are represented by the symbols: “circle” coincides 

with the marker point; “cross” coincides with the center of the active cells; “triangle” coincides with the 

face center of the active cells along the boundary of the computational domain. The green color 

corresponds to the interfacial group, the blue color the inner group, and the white color the outer group.  

 

To discretize the Laplace equation at the field point coinciding with the center of an active cell C, a 

standard HPC can be constructed if all neighboring cells are active cells and the number of the 

neighboring leaves is equal to eight. Otherwise, we construct an irregular cell to discretize the Laplace 

equation. The irregular cell is also used for the discretization of the Neumann boundary condition. To 

guarantee that there are sufficient field points for the harmonic polynomial method, the search of the 

field points is not limited in the neighboring leaves. We can extend the search region from the neighboring 

leaves to the leaf cells with 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑐𝑒𝑙𝑙(∗), 𝑐𝑒𝑙𝑙(𝐶) ≤ 𝑃, where 𝑃 is a prescribed parameter and is 

commonly 2 ∼ 3. 

 

5. Free-surface tracking 

The theories of ocean waves [1] and sea loads [4] often assume that the sea water is incompressible 

and invisicid and the fluid motion is irrotational. A velocity potential 𝜑, satisfying the Laplace equation, 

can be used to describe the fluid velocity vector 𝐮 = ∇𝜑 . The water pressure p follows Bernoulli’s 

equation. The kinematic free-surface condition is that a fluid particle on the free surface always stays on 

the free surface [4]. In the Cartesian coordinates system with the x-axis along the mean free-surface level 

and the y-axis positive upwards, the kinematic free-surface condition can be expressed as  

+ − = 0  on 𝑦 = 𝜁(𝑥, 𝑡) ,                         (28) 

which tracks the free-surface elevation 𝜁(𝑥, 𝑡). The dynamic free-surface condition is simply that the 

water pressure is equal to the constant atmospheric pressure on the free surface 

𝑔𝜁 + + ( ) + ( ) = 0  on 𝑦 = 𝜁(𝑥, 𝑡) .                   (29) 

The free-surface conditions (28) and (29) are nonlinear. In many cases, we are able to simplify the 

problem and still get sufficient information by linearizing the free-surface conditions 

=   on 𝑦 = 0 ,                               (30) 



𝑔𝜁 + = 0 on 𝑦 = 0.                           (31) 

For the fully-nonlinear flow and in condition that the free-surface elevation is single-valued, the free-

surface evolution can be tracked in a semi-Lagrangian manner, i.e., by tracking the wave elevation and 

the corresponding velocity potential through [24]  

= −  ,                                    (32) 

≔ + = − 𝑔𝜁 − ( ) + ( ) .                 (33) 

When the free-surface elevation is multivalued (such as overturning waves), it becomes difficult to 

apply the semi-Lagrangian method for the evolution of the free surface. A practical way is to adopt the 

Lagrangian method, i.e., following the water particles on the free surfaces through Eqs. (2)-(3). Eqs. (2)-

(3), (30)-(31) and (32)-(33) can be solved by Runge-Kutta methods, e.g. the second-order explicit Runge-

Kutta method. It is noted that, the Laplace equation should be solved at each sub step of the Runge-Kutta 

method for the evaluation of the velocities on the free-surface boundary. Then, the normal velocity on 

the boundary, ∂𝜑/ ∂𝑛 , can be evaluated by the method presented in Section 3.2 and the tangential 

velocity, ∂𝜑/ ∂𝑠, can be evaluated by a local polynomial approximation on the boundary, e.g.,  𝜑 =

𝑎 + 𝑏 ∙ 𝑠 + 𝑐 ∙ 𝑠 . Here, 𝑠 is the local arc-length coordinate. For the semi-Lagrangian method, the so 

called ‘saw tooth’ instability may occur on the free-surface boundary. It can be removed by smoothing 

techniques [27, 30]. For the Lagrangian method, the fluid particle on the boundary can become too close 

to each other or too far away from each other, which result in poor results or even numerical instability. 

To avoid this, the boundary should be re-gridded every time step or after a fixed number of steps [30-

33].  

 

6. Numerical examples 
6.1 Sloshing in a rectangular tank 

  The sloshing in a mobile rectangular tank is simulated to examine the robustness and accuracy of the 

present harmonic polynomial method. The mean water depth h and the tank breadth l are chosen as h=833 

mm and l=1000 mm, which correspond to Abrahamsen’s experiment [34]. The tank is forced to oscillate 

in the horizontal direction 

𝜂(𝑡) = ∑ 𝜂 (𝑡).                                   (34) 

Here, 

𝜂 (𝑡) =
𝜂 [cos(𝜎 {𝑡 − 𝑡 }) − 1]       𝑡 ≥ 𝑡
0                                                  𝑡 < 𝑡

,             (35) 

where, 𝜎 = tanh  , 𝑡 = 3.820 𝑠 , 𝑡 = 0.5652 𝑠 , 𝑡 = 0.0 𝑠 , 𝜂 = 0.0202 𝑚 , 𝜂 =

0.00145 𝑚, and 𝜂 = 0.00077 𝑚. The analytical excitation signal was implemented in Abrahamsen’s 

experiment and can be considered as an approximation of the measured tank motion. Fig. 15 shows the 

measured and analytical data of the tank motion.  

 



 

 
Fig. 15. Measured and analytical data of the horizontal displacement and acceleration of the tank.  

 

For convenience, the problem is solved in the tank-fixed coordinate system, with the origin in the mean 

free surface at the center plane of the tank, illustrated in Fig. 16.  

 
Fig. 16. Coordinate system of the partially-filled rectangular tank. 

 

Then, the fully nonlinear free-surface conditions (28)-(29) are modified as (referring to [7], pp 47-49) 

= − ( − 𝑣 )  ,                              (36) 

= −𝑔𝜁 − ( ) + ( ) + 𝑣  .                       (37) 

Here, 𝑣 = �̇�(𝑡)  is the horizontal moving speed of the tank. We can evaluate 𝑣   by taking the 



numerical differentiation of the measured 𝜂(𝑡) and use it for the numerical simulation. Fig. 17 compares 

the numerical free surface with the experimental record, which shows good agreement.  

 

 

 

 

 



 
Fig. 17. Comparison between the numerical free surface and the experimental record. The blue dashed 

lines denote the numerical free surface. 

 

For in-depth comparison, we try to seek the analytical solution of the sloshing problem. The nonlinear 

sloshing can be represented by the multimodal solution [35] 

𝜂(𝑥, 𝑡) = ∑ 𝛽 (𝑡)𝑓 (𝑥) with 𝑓 (𝑥) = cos [ (𝑥 + 𝑙/2)]                   (38) 

𝜑(𝑥, 𝑦) = 𝑣 𝑥 + ∑ 𝑅 (𝑡)𝜑 (𝑥, 𝑦)  with 𝜑 (𝑥, 𝑦) = cos [ (𝑥 + 𝑙/2)]
[ ( )]

[ ]
    (39) 

In practice, we adopt a finite number of modes to approximate the nonlinear sloshing, i.e.,  

𝜂(𝑥, 𝑡) ≈ ∑ 𝛽 (𝑡)𝑓 (𝑥)                               (40) 

𝜑(𝑥, 𝑦) ≈ 𝑣 𝑥 + ∑ 𝑅 (𝑡)𝜑 (𝑥, 𝑦)                      (41) 

Inserting (40)-(41) into Eqs. (36)-(37) and making simplification, we obtain 

= 𝑐   , 𝑗 = 1, 2, … , 𝑁                           (42) 

= 𝐴 𝑏 ,                                 (43) 

Where 𝑐 = ∫ [ − ( − 𝑣 ) ]cos [ (𝑥 + 𝑙/2)]𝑑𝑥
/

/
 , 𝐴(𝑖, 𝑗) = ∫ 𝜑

/

/
cos [ (𝑥 + 𝑙/2)]𝑑𝑥 

and 𝑏(𝑖) = ∫ [−�̇� 𝑥 − |∇𝜑| − 𝑔𝑧 + 𝑣 ]cos [ (𝑥 + 𝑙/2)]𝑑𝑥
/

/
 . Eqs. (42)-(43) can be solved 

numerically, e.g. by Runge-Kutta methods. The results are referred to as semi-analytical solutions. 

Because the measured �̇�   has high-frequency noises, it could be better to adopt the analytical tank 

motion for the comparison between the semi-analytical solution and the numerical solution. In the present 

calculation, the semi-analytical model adopts the modes up to 𝑁 = 10 and the second-order Runge-

Kutta method with the time step size ∆𝑡 = 0.0002 𝑠. The harmonic polynomial model is implemented 

on the Cartesian grid of 60 × 60 square elements, representing the computational domain of 1𝑚 × 1𝑚. 

The free-surface boundary is represented by the markers with a fixed spacing, ∆𝑥, in the x direction. The 

wetted surface of the two vertical walls are also distributed by equally-spaced markers with the spacing 

equal to ∆𝑥. The evolution of the free surface is tracked in the semi-Lagrangian manner by the second-

order Runge-Kutta method. The grid system is re-generated every time step. The third-order harmonic 

polynomials are used to construct the irregular cells. It is found that ∆𝑥 = 1/240 is fine enough in space 

and ∆𝑡 = 0.0002 𝑠 is sufficiently small. Fig. 18 presents the five lowest modes of the wave elevation 



based on the analytical tank motion. It can be seen that the present solution by the harmonic polynomial 

method agrees well with the semi-analytical solution.  

 

  

 

Fig. 18. Comparison of the five lowest modes of the wave elevation between the numerical solution and 

the semi-analytical solution. 

 

6.2 Water entry of wedges 

When a wedge enters the water surface, the water rises up and jets are formed on the wetted body 

surface [36-38]. The jet flow can be thin and long for small deadrise angles. For the deadrise angle less 

than 45°, the pressure on the wetted body surface is characterized by a peak near the root of the jet flow. 

All these result in numerical challenges especially for small deadrise angles. By neglecting the gravity, 

Dobrovol’skaya [36] presented the similarity solutions, which analytically represent wedges entering the 



water surface with constant velocity. The similarity solutions are implicitly given and require solving a 

nonlinear singular integral equation. Zhao & Faltinsen [37] presented good results for deadrise angles 

equal to and less than 30°. More accurate results were given by Wang & Faltinsen [38]. In the present 

study, the proposed harmonic polynomial method is employed to simulate the water entry problem. The 

numerical results are compared to the similarity solutions to verify the robustness and accuracy of the 

present method. Since the flow is symmetrical about the center plane of the wedge, the problem is solved 

only in half of the fluid domain, illustrated in Fig. 19. The truncation boundary SI and the bottom 

boundary SB are introduced to reduce the computational effort. They are far away from the wedge, giving 

negligible influence on the water entry process. The Cartesian grid with local refinement is adopted in 

the numerical calculation. Equally-spaced markers are distributed along the wetted body surface. In the 

region close to the wedge body, the spacing of the markers on the free surface is equal to that of the 

markers on the wedge surface. Far away from the wedge, the larger spacing is adopted. The grid system 

is illustrated in Fig. 20.  

 

Fig. 19. Coordinate system and sketch of a wedge vertically entering into calm water. 

 

(a) Global view 



 

(b) Local view near the wedge body 

Fig. 20. Illustration of the grid system for the water entry of a wedge. The deadrise angle of the wedge is 

30°. The red circles denote the markers on the boundary. 

 
Based on the Bernoulli’s equation, the pressure on the body is expressed as  

𝑝 = −𝜌(𝑔𝑦 + + |∇𝜑| ) .                           (44) 

The 𝜕𝜑 𝜕𝑡⁄  term can be evaluated by solving the boundary value problem for the auxiliary function 

𝜓 = 𝜕𝜑 𝜕𝑡⁄ + 𝐕 ∙ ∇𝜑, which satisfies [39]  

∇ 𝜓 = 0.                                  (45)                                                                                               

The Bernoulli’s equation gives the Dirichlet boundary condition for 𝜓 on the free surface 

𝜓 = 𝐕 ∙ ∇𝜑 − |∇𝜑| − 𝑔𝑦 .                            (46)                                                                        

For constant entry speed, the boundary condition for 𝜓 can be derived as  

= 0.                                   (47) 

Far away from the body, 𝜓 should vanish  

𝜓 = 0.                     (48) 

 

(a) 𝛽 = 30°                    (b) 𝛽 = 20°                 (c) 𝛽 = 10° 

Fig. 21. Comparison of the pressure distribution on the wetted wedge surface for wedges with deadrise 

angles of 10°, 20°and 30°. 𝑣  denotes the water entry speed of the wedge. 



 
(a) 𝛽 = 30° 

 
(b) 𝛽 = 20° 

 
(c) 𝛽 = 10° 

Fig. 22. Comparison of the free surface elevation near the wedge. 𝑣  denotes the water entry speed of 

the wedge. 

 

6.3 Deep-water plunging breakers 

Dommermuth et al. [32] produced a very steep and eventually plunging wave experimentally by 

generating a wave packet with a programmed piston‐type wavemaker. The experiments took place in a 

25 m long, 0.7 m wide, and 0.6 m deep water channel. The tank was fitted with a damping beach starting 

at a distance 19.5 m from the wavemaker. Dommermuth et al. adopted the water depth ℎ as the reference 

length and 𝑔ℎ the reference velocity. They presented the measured time history of the wave maker 

velocity 𝑈(𝑡)  as a non-dimensional Fourier-cosine series, 𝑈(𝑡) = ∑ 𝑈 cos (𝜔 𝑡 − 𝜃 ) , which is 

shown in Fig. 23. 



 

(a) Time-domain representation 

 
(b) Frequency-domain representation 

Fig. 23. The measured wave maker velocity. The time, frequency and velocity are presented in 

dimensionless form. 

 

In the numerical simulation, a 30 m long numerical wave tank is adopted, which is illustrated in Fig. 

24. The fully-Lagrangian method, solving Eqs. (2)-(3), is used to track the evolution of the free surface. 

In the numerical damping zone, the free surface conditions are modified as  

= − 𝛼𝑦, on 𝑆                     (49) 

= |∇𝜑| − 𝑔𝜁 − 𝛼𝜑, on 𝑆                         (50) 

It is reasonable to choose the damping coefficient as follows 

𝛼 =

⎩
⎨

⎧1.4 1 − cos /2, 𝜉 ≤ 2 

1.4 ,   𝜉 > 2

 ,                   (51) 

since the wave has a central frequency of about 1.4 𝑔/ℎ (see Fig. 23 (b)) and the corresponding wave 

length is about 2 m. The harmonic polynomial model is implemented on the Cartesian grid of 310 × 10 

square elements, representing the computational domain of 31𝑚 × 1𝑚. The mean position of the piston 

is set to be 1 m away from the left boundary of the computational domain. The boundary of the water 

domain is represented by markers. Along the wetted piston surface, 81 markers are equally distributed. 

Along the free surface, the spacing of the markers is limited up to ℎ/80; smaller spacing should be 

adopted at the highly-curved region, e.g. the plunging breaker. The spacing of the markers controls the 

local refinement of the Cartesian grid, as detailed in Section 4. The markers are redistributed along the 

boundary every time step. It is the so called ‘re-gridding’ procedure, mentioned in Section 5, to avoid 



numerical instability. On the free surface, we can represent the markers in the functions of the chord-

length parameter 𝑠: 𝑥(𝑠), 𝑦(𝑠) and 𝜑(𝑠). The free surface boundary is regarded to be a line segment in 

a one-dimensional space with the coordinate 𝑠. It is easy to evaluate the curvature of the boundary 𝜅(𝑠). 

The line segment can be represented by a one-dimensional Cartesian grid system with the element size 

approximately equal to ℎ/80. We adopt Eq. (26), where Δℎ is set to be ℎ/80 and 𝑙 = min (ℎ/80,

0.2/𝜅(𝑠)), to specify the depth of the markers. Then the one-dimensional Cartesian grid system can be 

locally refined by the method similar to that presented in Section 4.2. The control parameter 𝑁 is set to 

be 10 for slowly-varying grid size. Finally, we redistribute new markers on the one-dimensional locally-

refined Cartesian grid system, which is illustrated by Fig. 25. The information of the new markers, i.e., 

𝑥, 𝑦 and 𝜑, can be interpolated by the old markers, for instance, by the method presented in [33]. 

 

 

 

Fig. 24. The sketch of the numerical wave tank. 

 

Fig. 25. Distribution of markers on the one-dimensional grid system. The red circles denote the new 

markers. 

Two plunging waves, shown in Fig. 26, are observed in the numerical simulation. Fig. 27 illustrates 

the second plunging wave and the corresponding grid system shortly before re-entering the free surface. 

Dommermuth et al. [32] did not report the first plunging wave. The reason for this could be that their 

grid system (with the grid size of 0.6/25 m) is too coarse to capture the detail of the small overturning 

part. We tried the coarse grid and neither found it. It notes that the first plunging wave will finally re-

enter the free surface, which results in the breakdown of the potential flow solver. To avoid this, the 

markers, with the radius of the curvature less than 0.01 m, on the free surface, are removed every time 

step before 𝑡 < 48.5.  



 

(a) First plunging wave 

 

(b) Second plunging wave 

Fig. 26. Instantaneous free-surface profile of the simulated plunging waves at t=44.46 and t=51.73.  

 

 
Fig. 27. Numerical free-surface profile of the second plunging wave and the corresponding grid system. 

The red circles denote the markers on the free-surface boundary. 

 

Fig. 28 compares the numerical wave elevation to the experimental data at several locations. In general, 

good agreement is obtained expect for a short duration at x=10.83, which is marked in the subplot (e). 

We notice the following facts: x=10.83 is shortly downstream of the first plunging wave; the duration of 

the discrepancy is shortly after the plunger re-entering the free surface; the numerical wave elevation 

overestimates the experimental data. Then the reason for the discrepancy could be that the re-entering of 

the plunger, not interpreted by the present numerical solver, results in the energy dissipation. Fig. 29 

compares the numerical water-particle velocities to measurements, giving good agreement.  

 



 
(a) x=3.17 

 

(b) x=5.00 

 

(c) x=6.67 

 

(d) x=9.17 



 

(e) x=10.83 

 

(f) x=11.83 

Fig. 28. Numerical free-surface elevations compared to wave-probe measurements as a function of time 

at distances from the wavemaker of (a) x=3.17, (b) x=5.00, (c) x=6.67, (d) x=9.17, (e) x=10.83 and (f) 

x=11.83. 

 

 

 

(a) u at (x, y)=(8.33, -0.1) 
 

(b) v at (x, y)=(8.33, -0.1) 



 

(c) u at (x, y)=(8.33, 0.1) 
 

(d) v at (x, y)=(8.33, 0.1) 

 

(e) u at (x, y)=(5.00, -0.25) 
 

(f) v at (x, y)=(5.00, -0.25) 

 

Fig. 29. Numerical water-particle velocities compared to measurements as a function of time. u is the 

horizontal velocity and v the vertical velocity; the red lines denote the numerical results and the black 

lines the measurements. 

 

7. Summary 
This work developed a high-order harmonic polynomial method for solving the Laplace equation with 

complex boundaries. The irregular cell was proposed for the accurate discretization of the Laplace 

equation at the field point, where it is difficult to adopt a high-quality harmonic polynomial cell. For a 

given field point, the irregular cell is constructed by the neighboring field points. It adopts complete 

harmonic polynomials up to order 𝑘. The choice of 𝑘 is somewhat arbitrary. The stability may benefit 

from small k and the accuracy from large 𝑘 . The authors prefer to use 𝑘 = 3 , which balances the 

accuracy and the stability, for the fully-nonlinear free-surface flows. It notes that the number of the 

neighboring field points used for the construction of the irregular cell should be sufficiently larger than 

2𝑘 + 1 to avoid singularity. Based on the irregular cell, a new high-order scheme has been developed 

for discretizing the normal derivative of the potential functions on boundaries. The irregular cell and the 

proposed scheme for the evaluation of the normal derivative deal with the complex boundaries in a simple 

and accurate manner. They avoid the time-consuming searching procedure for an optimized harmonic 

polynomial cell [23], the complex procedure of the immersed boundary method and the possible spurious 

force oscillation [24, 25, 29], and the possible cumbersome procedure for the generation of high-quality 

boundary-fitted grids. These advantages make the present method competitive in the accurate, efficient 

and stable modeling of the highly-nonlinear free-surface flows with and without moving bodies. In the 



comparative studies between the harmonic polynomial cell and the irregular cell, we have shown that the 

standard harmonic polynomial cell is very good. To utilize the advantages of the standard harmonic 

polynomial cells, it is natural to adopt the Cartesian grid. To increase the resolution of the grid system in 

the interesting region, the local refinement procedure is adopted, resulting in the locally-refined Cartesian 

grid system. The boundaries are represented by markers, which can be independent of the grid system 

and where the boundary conditions are satisfied. The depth of markers controls the refinement procedure 

of the Cartesian grid. Virtual markers can be introduced in the region where the grid is to be refined. The 

computational cost of the generation of the grid system is negligible compared to building up and solving 

the matrix system, which is confirmed by our experience of using the adaptive grid (the grid system is 

re-generated at each time step) to simulate highly-nonlinear free-surface potential flows. It is an 

advantage compared to boundary-fitted grids, because the generation of high-quality boundary-fitted 

grids can be a cumbersome and time-consuming task especially for the three-dimensional cases with 

complex boundaries. With the semi-Lagrangian or fully-Lagrangian free-surface tracking methods, the 

harmonic polynomial method has been successfully applied to the accurate and stable modelling of the 

highly-nonlinear free-surface potential flows with and without moving bodies. In the next paper, the 

proposed method will be generalized to the three-dimensional space. The procedure is not necessarily 

straightforward, for example, using complete harmonic polynomials up to the order higher than two can 

be infeasible [26] and an efficient algorithm is required to select the harmonic polynomial basis.   
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