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A B S T R A C T   

Vessel and wave hydrodynamics are fundamental for vessel motion prediction. Improving hydrodynamic model 
accuracy without compromising computational efficiency has always been of high interest for safe and cost- 
effective marine operations. With continuous development of sensor technology and computational capacity, 
an improved digital twin concept for vessel motion prediction can be realized based on an onboard online 
adaptive hydrodynamic model. This article proposes and demonstrates a practical approach for tuning of 
important vessel hydrodynamic model parameters based on simulated onboard sensor data of vessel motion 
response. The algorithm relies fundamentally on spectral analysis, probabilistic modelling and the discrete 
Bayesian updating formula. All case studies show promising and reasonable tuning results. Sensitivities of the 
approach with respect to its key parameters were also studied. Sensor noise has been considered. The algorithm 
is found to be computationally efficient, robust and stable when tuning the values of hydrodynamic parameters 
and updating their uncertainties, within reasonable sensor noise levels.   

1. Introduction 

The energy sector is experiencing rapid change with a fast growth in 
offshore wind and solar farms, an increased number of subsea in-
stallations to provide tie-backs to existing oil and gas facilities as well as 
a continuous drive towards exploration of natural resources in deeper 
and colder ocean areas. These trends lead to more challenging marine 
operations, facing heavier offshore lifts, more complex operation sys-
tems, and severe operational environments. Hence, the economic in-
centives for obtaining broader operational weather windows by 
reducing the inherent uncertainties of marine operations increase. As of 
today, engineering practice considers uncertainties conservatively and 
marine operations are designed and simulated according to rules (e.g., 
DNVGL-ST-N001 (2016)) before they are executed. Uncertainty reduc-
tion in vessel seakeeping analysis has been focused on by both industry 
and research institutions for decades. Knowledge on modelling of wave 
and vessel hydrodynamics has been rather well developed, with respect 
to engineering practice (Faltinsen, 1990; DNVGL-RP-C205, 2017). In 
principle one can design the marine operation by application of the most 
computational demanding and accurate hydrodynamic models, e.g., by 
including nonlinear wave kinematics (Yue et al., 2008; Nouguier et al., 

2014) and vessel hydrodynamics (Cao et al., 2010; Larsen et al., 2019; 
Himeno, 1981; Faltinsen, 2015), and even by applying computational 
fluid dynamics (CFD) (Kim, 2011). 

However, the on-site uncertainties related to wave and vessel con-
dition may reduce the value of engineering efforts during the design 
phase. Instead of applying very high fidelity models in the operation 
design phase to increase the accuracy (e.g., by using nonlinear or CFD 
programs), a lot of efforts have been made on increasing the knowledge 
of the on-site wave forecast and real-time vessel operational condition. 
With the development in sensor technology and computational process 
capacity during the last two decades, many research-oriented onboard 
decision support systems (ODSS) for marine and offshore activities have 
been developed aiming at improving vessel motion predictions. Exam-
ples are: 1) SeaSense system (Nielsen et al., 2006); 2) CASH system 
(Clauss et al., 2012); 3) OWME project (Onboard Wave and Motion 
Estimator) applying non-coherent WaMoS II radar (Dannenberg et al., 
2010; Naaijen et al., 2016, 2018); 4) ESMF project (Environment and 
Ship Motion Forecasting) applying coherent wave radar systems (Con-
nell et al., 2015; Kusters et al., 2016; Alford et al., 2015). On-site full--
scale tests have been performed for validation of the different proposed 
methods (Naaijen et al., 2016, 2018; Connell et al., 2015; Alford et al., 
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2015). Challenges on roll motion prediction based on the vessel being 
modelled as a linear transfer function, known as response amplitude 
operator (RAO), have been reported in all the relevant tests. 

A successful wave-induced vessel motion prediction requires two 
sources, i.e., a sufficiently accurate wave forecast and a numerical vessel 
model which describes the relationship between wave and vessel motion 
for the current operational condition. Most developed ODSS’s focus on 
improving wave prediction, either by wave radar systems, or by the 
“ship as a wave buoy” analogy. Those approaches are all influenced by 
the vessel motion. The wave radar approaches could possibly predict the 
encounter waves a few minutes ahead based on a linear wave propa-
gation model, and hence a vessel response envelope can be well esti-
mated. However, the predicted time series of the encounter waves at the 
vessel position will not be accurate enough. On the other hand, 
nonlinear wave propagation models could better forecast the encounter 
waves at the vessel position, but the computational time is a challenge 
for real-time application (Alford et al., 2015; Grilli et al., 2011). The 
“ship as a wave buoy” analogy, estimating waves in the form of wave 
spectrum, requires good prior knowledge on vessel conditions (Nielsen, 
2006; Brodtkorb et al., 2018a; Nielsen et al., 2019; Ren et al., 2021). 
Nielsen (2007) and Tannuri et al. (2003) demonstrated the influence of 

vessel condition uncertainty on the sea state estimation. Most sea state 
estimation approaches presume stationary environmental and vessel 
conditions. Iseki (2009) and (Brodtkorb et al., 2018b) investigated the 
influence of using non-stationary ship motion data on sea state estima-
tion. In addition, with developed information technology, numerical 
weather prediction (NWP) can be improved with increased spatial and 
temporal resolution. Instead of only reporting the wave forecast in terms 
of significant wave height (Hs), peak period (Tp), and direction (βW), a 
full 2D wave spectral description now can be provided by several 
weather forecasters (e.g., Galvin (2014)). This may also help reducing 
uncertainties of vessel motion prediction. 

Simplifications in vessel seakeeping models have to be made in order 
to design the ODSS’s for real-time purposes. Most ODSS’s use linear 
transfer functions (i.e., RAOs) between wave and vessel response. 
Application of vessel motion RAOs has proven to be reliable, computa-
tionally cheap and practically accurate for moderate seas. Some 
advanced programs use retardation functions based on the hydrody-
namic coefficient database to predict real-time motion in the time 
domain, e.g., Milewski et al. (2015). The interest of using machine 
learning for vessel motion analysis has increased in recent years, e.g., 
Cheng et al. (2019); De Masi et al. (2011); Nielsen et al. (2018). Pure 

Fig. 1. Process of tuning vessel hydrodynamic model parameters, based on vessel response sensor signal.  
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data driven and so-called physical based data-driven machine learning 
methods are hot research topics within several disciplines related to 
digitalization. The Artificial intelligence (AI) models trained by avail-
able data, are however very sensitive to the provided historical data. For 
nonlinear systems, the AI models may therefore fail if the training data 
set is insufficient with respect to describing the nonlinearity. For vessels 
with frequently changing loading conditions, it may be challenging to 
obtain sufficient training data and to generalize. AI approaches have 
also faced difficulties of being accepted by energy and maritime in-
dustries due to lack of physics reasoning and documented reliability. 

Traditionally, hydrodynamic coefficients are calibrated to scale ex-
periments (van Daalen et al., 2014), for predefined vessel loading con-
ditions where the uncertainties from vessel inertia distribution and 
viscous roll damping could be significant. The situation onboard may be 
different from the designed or simulated conditions, e.g. due to the 
vessel having a different load condition than that originally assumed. 
Consequently, the presumed RAOs may not be appropriate to apply for 
onboard vessel motion prediction. However, improving the accuracy of 
RAOs based on vessel motion and wave information (e.g., Hs, Tp, βW, and 
directional spreading) is practically very challenging. Normally vessel 
motion (e.g., heave motion η33) can be estimated (Faltinsen, 1990) by 

η33(ω)=
∑

βW

ζ(ω, βW)⋅H33(ω, βW) (1)  

where η33(ω) is the heave motion at frequency ω, ζ(ω, βW) is the wave 
elevation at frequency ω along the direction βW, and H33(ω, βW) is the 
corresponding heave motion RAO. Calculating the RAO H33(ω, βW)

represents the inverted problem of vessel motion estimation. There is 
typically no unique solution for such inversion problems, because 
H33(ω, βW) is direction dependent, while η33(ω) carries no such infor-
mation. Alford et al. (2014) tried to solve the inversion problem using 
singular value decomposition (SVD) technique to solve the 
ill-conditioned equation Hyx(ω) =

Syx(ω)
Sxx(ω). As a consequence, the direc-

tional dependency characteristics of the true transfer function will be 
sacrificed, making it questionable whether the calculated transfer 
function can be applied to a new sea state. 

Instead, this paper tries to improve the RAO accuracy by modifying 
the important parameters in vessel seakeeping model based on wave 
information and vessel motion measurements. Based upon an updated 
hydrodynamic model, the RAO can be recalculated and possibly applied 
to other sea states, potentially increasing the accuracy of seakeeping 
prediction and the safety of marine operations. However, there are some 
challenges: 1) It is a multi-dimensional problem. There could be hun-
dreds of parameters subject to uncertainty. 2) It is a multi-modal prob-
lem. Many combinations of parameters can possibly fit perfectly with 
the measurement data, e.g. in terms of response power spectrum, but 
those combinations may be far away from each other. 3) It is a nonlinear 
problem with respect to the relationship between hydrodynamic pa-
rameters and the resulting vessel motion RAO. In this paper, a proba-
bilistic approach of vessel hydrodynamic parameter tuning based on 
onboard motion measurements is proposed, where the adaptive model 
will both update the parameter values and their confidence, quantita-
tively. This is an important step towards reliability-based marine oper-
ations and reducing inherent conservatism. The adaptive model can be 
continuously applied throughout the whole lifetime of the vessel, 
assisting in monitoring, inspection, management, life extension, etc., in 
accordance with the digital twin concept. 

The paper is organized as follows. Section 2 details the proposed 
model tuning algorithm. Then the algorithm is demonstrated by case 
studies of a selected vessel model. The inputs and basis of the case studies 
are described in Section 3. Results of two studied cases are described in 
Section 4. Results of sensitivity analyses for key parameters in the pro-
posed method are reported in Section 5. The proposed tuning method-
ology is validated by extensively simulated tuning analyses in Section 6. 
Conclusions and future work are then summarized in Section 7. 

2. Model tuning procedure 

Assume that there are M uncertain vessel parameters (Φ1,Φ2,…,ΦM)

and there are J sensors measuring interesting vessel motions (e.g., 
displacement, velocity, and acceleration of heave and roll at different 
locations onboard). Based on the prior knowledge on the uncertain 
vessel parameters and available vessel sensors j = 1, 2, …, J, a RAO 
database covering all possible vessel conditions for all sensors should be 
available for the tuning process. The procedure for tuning of vessel pa-
rameters (Φ1,Φ2,…,ΦM) based on measurements from onboard sensors 
at a specific sea state can be divided into the following steps as illus-
trated in Fig. 1:  

1. Initialize the discrete joint probability distribution P(0)(Φ1,Φ2,…,

ΦM) based on prior knowledge on the vessel condition.  
2. Process the sensor measurements (e.g., signal xj(t) from sensor j), 

including signal filtering and calculation of the filtered signal stan-
dard deviation σ̂ j.  

3. Calculate the standard deviations of the possible responses σ∗
r,j, based 

on the candidate RAOs from the RAO database. r ∈ {1,2,…,R}
represents the rth combination of variables in the RAO database, i.e., 
(Φi1,Φi2, …, Φim,…,ΦiM), where Φim the imth discrete value for the 
vessel parameter Φm and m ∈ {1,2,…,M}. R is the total number of 
possible combinations of uncertain vessel parameters.  

4. Screen out less significant sensors.  
5. Calculate the weight matrix Wj for the considered whole range of 

uncertain vessel parameters, if sensor j passes the above screening 
phase.  

6. Normalize Wj, and interpolate the weight matrix Wj from the size 
I1 × I2 × ⋯ × IM (variable resolution in the RAO database) to the 
size K1 × K2 × ⋯ × KM (variable resolution in the discrete proba-
bility distribution model).  

7. Update the joint probability distribution P(1)(Φ1,Φ2,…,ΦM).  
8. Repeat the previous steps, and continuously update the variable 

distribution, P(2)(Φ1,…,ΦM), …, P(n)(Φ1,…,ΦM), …. 

All steps are explained in the following subsections. The detailed 
parameter explanations can be found in Nomenclature. 

2.1. Initialization of joint probability distribution 

The probabilistic model of the M uncertain vessel parameters can be 
initialized as independent Gaussian distributions with presumed mean 
μm and variance σ2

m for each variable, based on prior knowledge on the 
vessel. 

Φm ∼ Gaussian
(
μm, σ2

m

)
(2) 

The variance of each variable depends on vessel geometry, loading 
condition, engineering judgement and etc. It is further assumed that the 
possible values of the variable Φm are within the range of μm ± 3σm. In 
the joint probability distribution model, each variable was discretized 
into Km number of values. A multivariate probabilistic model with M 
uncertain variables can be expressed by a discrete joint probability 
distribution P(Φ1, Φ2, …, ΦM). The probability density function of one 
possible combination of (Φ1,Φ2,…,ΦM) is expressed by PDF(Φk1,Φk2,…,

ΦkM), which is established by 

PDF(Φk1,Φk2,…,ΦkM)=
∏M

m=1
PDF(Φkm) (3) 

The probability for this combination can then be calculated by 

P(Φk1,Φk2,…,ΦkM)=PDF(Φk1,Φk2,…,ΦkM)⋅
∏M

m=1
ΔΦm (4) 
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where ΔΦm means the interval of values for the variable Φm. Unrealistic 
values such as negative values for damping were removed in the 
initialization step for probabilistic modelling. In addition, normalization 
of the probability distribution was done through every tuning step. This 
was to ensure that the cumulative probability sums to 1.0. 

2.2. Signal processing 

Sensitivity analysis with respect to signal lowpass filtering demon-
strated that it is essential to filter out noise before the probability 
updating process. The fast Fourier transform (FFT) lowpass filtering 
approach was applied with 1.0 Hz as the cutoff frequency (flp) for the 
base case in the case studies. The filtered signal for sensor j is denoted as 
x̂j(t). After filtering, the signal standard deviation can be calculated by 
means of the unbiased sample standard deviation: 

σ̂ j =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑Nt

t=1

(

x̂j(t) − xj

)2

(Nt − 1)

√
√
√
√
√

(5a)  

xj =

∑Nt
t=1 x̂j(t)
Nt

(5b)  

where x̂j(t) is the filtered vessel response time series from sensor j for the 
time step t and Nt is the number of time steps. The original noisy sensor 
signal xj(t) (in time domain) or Xj(ω) (in frequency domain) can be 
measurement of the vessel displacement, velocity, or acceleration for 
any degree of freedom (DOF). 

2.3. Calculation of possible response spectra based on candidate RAOs 

For a certain sensor numbered as j, within the known ranges of the 
uncertain vessel hydrodynamic parameters, the corresponding possible 
response spectra can be calculated by 

S+
r,XjXj

(ω)=

⃒
⃒
⃒Hr,Xjζ(ω, βW)|

2⋅S+
ζζ(ω, βW) (6)  

where S+ means single sided power spectrum, Hr,Xjζ(ω, βW) represents 
the linear transfer function (i.e., RAO) between the interesting vessel 
response Xj(ω) at the sensor j and wave elevation ζ(ω, βW), for the rth 

combination of variables in the RAO database, r ∈ {1,2,…,R} and 

R=
∏M

m=1
Im (7)  

where Im is the number of discrete values for variable Φm in the RAO 
database. Then the possible response standard deviation for the rth 

combination can be calculated by 

σ∗
r,j =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

∑Nω

n=1
S+

r,XjXj
(ωn)⋅Δω

√
√
√
√ (8)  

where Nω is the total number of discretized frequencies for the response 
spectrum. 

2.4. Screening of sensors 

If the variation of the considered parameters influences the sensor j 
measurements very little, all calculated σ∗

r,j values will be very close. 
Then this sensor should be considered as valueless, based on the 
following arguments: 

1. The other uncertainties from e.g., simplification of vessel hydrody-
namics, measurement noise, discretization of signals and power 
spectra, and wave hindcast, will be much more significant than the 

present parameter variations. Under such condition, updating pa-
rameters becomes unreasonable.  

2. For the weight calculation to be described in Section 2.5, if 
⃒
⃒
⃒
⃒σ∗

r,j −

σ̂ j

⃒
⃒
⃒
⃒→0, the weight wr,j could be very large. A small amount of noise 

or other uncertainties may result in a significantly biased weight 
matrix. 

Therefore, it is important to identify and ignore valueless sensors for 
each sea state before updating the joint probability distribution of the 
uncertain vessel parameters. Consequently, a new parameter αj is 
introduced, named SSR (sensor screening ratio) which is defined by 

αj =
σσ∗r,j

σ̂ j
(9a)  

σσ∗r,j =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑R

r=1

(
σ∗

r,j − σ∗
j

)2

R − 1

√
√
√
√

(9b)  

σ∗
j =

∑R
r=1σ∗

r,j

R
(9c)  

where σσ∗
r,j 

is the standard deviation of σ∗
r,j , r = 1, 2,…,R. The base case 

studies used a screening criterion of αj = 0.05. For a certain sensor j, if 
αj < 0.05, then the sensor j will be excluded when updating the pa-
rameters. Selection of the αj value may depend on the quantity and 
location of the sensor, the sea state, and the selected vessel parameters to 
be modified. 

2.5. Weight calculation 

The distance between σ∗
r,j and σ̂ j represents how much the rth com-

bination of the parameters can be believed in based on the received 
measurements at sensor j. The weight factor can be calculated by inverse 
distance weighting introduced by Shepard (1968). Normalization is 
applied to the weight matrix before updating the joint probability dis-
tribution of parameters. 

wr,j =

⃦
⃦
⃦
⃦
⃦
⃦

1
⃒
⃒σ∗

r,j − σ̂ j
⃒
⃒p

⃦
⃦
⃦
⃦
⃦
⃦

(10)  

where p ∈ (0,∞) is called the power parameter and ‖ ⋅ ‖ is a normali-
zation operator. 

2.6. Discrete Bayesian updating 

Classical discrete Bayes’ theorem may be simply expressed as 

P(U|V)=
P(U)⋅P(V|U)

P(V)
(11)  

where U and V are events. P(U|V) is the likelihood of event U occurring 
given that V is true while P(V|U) is the likelihood of event V occurring 
given that U is true. For the tuning of vessel hydrodynamic parameters, 
U can be considered as those uncertain parameters, while V corresponds 
to the received sensor signals. However, the Bayesian inference may not 
seem so simple as shown in Equation (11), due to the practical diffi-
culties of estimating P(V|U) and P(V). Inspired by Labbe (2018), the 
Bayesian updating applied for model tuning could also be understood as: 

posterior =
prior⋅likelihood
normalization

(12)  

where likelihood means the possibility of getting such measurement (e.g., 
sensor j) result for the particular combination (e.g., r) of uncertain vessel 
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parameters, which can be reasonably represented by the weight factor 
wr,j. This is the key to updating our belief to the prior knowledge after 
receiving the sensor data. With Equation (10), wr,j is calculated based on 
the discrete vessel parameter values used in the RAO database. For one 
sensor j, the size of the calculated weight matrix Wj for M variables by 
Equation (10) is I1× I2× ⋯× IM. However, the joint probability dis-
tribution of variables uses much more discrete values than was used to 
build RAO database. In order to update the joint distribution of vari-
ables, the weight matrix needs to be interpolated to the size of K1×

K2× ⋯× KM. Multi-dimensional linear interpolation was performed by 
means of the Python xarray package (Hoyer and Hamman, 2017). 

Discrete Bayesian updating could easily apply to nonlinear systems 
such as the described hydrodynamic parameter tuning challenge. Due to 
the nonlinearity, the updated probability distribution will have no 
closed-form mathematical description after the first update, and the 
updated probability distribution will no longer be Gaussian. The nth 

updating for the rth combination of uncertain vessel parameters based on 
the valuable sensor j data can then be formulated as: 

PDF(n)(Φk1,…,ΦkM)=PDF(n− 1)(Φk1,…,ΦkM)⋅wr,j (13)  

3. Case study basis 

3.1. Numerical vessel model 

The case study was based on an offshore supply vessel (OSV) hy-
drodynamic seakeeping model. The primary vessel dimensions are 
summarized in Table 1. The coordinates refer to the reference coordi-
nate system moving steadily at the vessel forward speed, as illustrated in 
Fig. 2. The positive x-axis points from stern to bow (x = 0 aft), the z-axis 
is pointing vertically upward from keel (z = 0 at keel) and the y-axis is 
normal to the x − z plane where y = 0 is at the longitudinal symmetric 
plane. The wave direction βW follows the same coordinate system, i.e. 

waves at 0∘ heading propagates along the positive x-axis. Table 2 sum-
marizes the location and ID of the virtual sensors considered in the 
paper. The sensor locations are illustrated in Fig. 2. Practically, the 
vessel heave response could dominate the operation limit, and hence it is 
usually of interest to monitor the heave response. Earlier parametric 
sensitivity study (Han et al., 2020) suggests that measuring different 
quantities of vessel response (i.e., displacement, velocity, and acceler-
ation) at different locations onboard can help identifying the right un-
certain parameter to tune. Therefore, the RAO database contains the 
heave response (displacement, velocity and acceleration), at three 
different locations, see Fig. 2. Rigid body motion transformation was 
assumed in the study. 

3.2. RAO database 

A RAO database was established based on the ballast condition as the 
base case. Wasim (DNV GL, 2018) was used for hydrodynamic analysis 
to create the RAO database. Being a computer program in the DNV GL 
Sesam family, Wasim is a 3D time-domain hydrodynamic analysis soft-
ware based on the Rankine panel method (Kring, 1994). Wasim analyses 
were run through all wave periods for each combination of the studied 
parameters in the time domain. The outputs were transferred to the 
frequency domain so as to build the frequency dependent database of 
hydrodynamic coefficients and thereafter calculate the vessel RAOs by 

Table 1 
Vessel information, base case.  

Parameters Description Value Unit 

LPP  Length between perpendiculars ̃120  m 
B Breadth ̃27  m 
D (Ballast) Draft ̃5.1  m  

Fig. 2. Illustration of vessel coordinate system and locations of considered interesting points.  

Table 2 
Description of sensor measurements.  

Sensor ID Location Coordinate (x,y,z) [m] Signal/measurements 

Disp_A A (60.0, 0.0, 10.0) η33(t) at location A  
Disp_B B (60.0, 13.0, 10.0) η33(t) at location B  
Disp_C C (0.0, 10.0, 14.0) η33(t) at location C  
Vel_A A (60.0, 0.0, 10.0) η̇33(t) at location A  
Vel_B B (60.0, 13.0, 10.0) η̇33(t) at location B  
Vel_C C (0.0, 10.0, 14.0) η̇33(t) at location C  
Acc_A A (60.0, 0.0, 10.0) η̈33(t) at location A  
Acc_B B (60.0, 13.0, 10.0) η̈33(t) at location B  
Acc_C C (0.0, 10.0, 14.0) η̈33(t) at location C  

η33(t): time series of heave displacement; η̇33(t): time series of heave velocity; 
η̈33(t): time series of heave acceleration. 
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RAO(ω, u|βW)=
F→(ω, u|βW)

− ω2
e

(

A(ωe) + M0

)

+ iωeβ(ωe) + C
(14)  

where ω is the wave frequency, u is the vessel advancing speed, and βW is 
the wave heading as illustrated in Fig. 2. F→(ω, u|βW) is the complex- 
valued wave-induced excitation force, and ωe is the encounter fre-
quency. A, M0, β and C are the added mass matrix, inertia matrix, 
damping matrix and restoring stiffness matrix of the vessel, respectively. 

Only heave RAOs corresponding to the sensors described in Table 2 
were included in the RAO database. As summarized in Table 3, variation 
of 5 parameters were considered for the RAO database, with the 
described number of discrete values for each parameter. Selection of 
parameters was based on sensitivity studies of hydrodynamic parame-
ters that influence the vessel motions of interest. Some key findings on 
the parametric sensitivity study (Han et al., 2020) are: 1) GMT and 
additional roll damping (β44) both have a strong influence on the roll 
motion response; 2) Parameters related to the inertia distribution such 
as XCG, YCG, ZCG, mass and r55 have a strong influence on the vessel 
heave motion at different locations onboard, among which XCG and r55 
are the most important parameters; 3) YCG only has significant influ-
ence on the vessel roll motion and its coupled motions. The ranges 
represent prior knowledge and the corresponding uncertainties for the 
parameters. Zero vessel speed was considered in order to avoid dealing 
with the 3-to-1 mapping problem between wave frequency and 
encounter frequency for following waves (Nielsen, 2017). In total, 13 
wave headings between 0◦ and 180◦ with 15◦ interval were included. 
Therefore, each sensor in Table 2 has hundreds of thousands heave RAOs 
prepared. 

3.3. Wave spectrum 

Ocean waves are usually short-crested in reality. In addition, a sea 
state may contain both wind sea and swells coming from totally different 
main directions with significantly distinct peak periods. Precise knowl-
edge on the wave condition was assumed for the studied cases, i.e. un-
certainties from wave hindcast/forecast were not considered. For 
simplicity, the long-crested Pierson-Moskowitz (PM) spectrum SPM(ω)

was used (DNVGL-RP-C205, 2017). 

SPM(ω)= 5
/

16⋅H2
s ω2

pω− 5exp
(

− 5
/

4
(

ω
ωp

)− 4)

(15)  

where Hs is the significant wave height, and ωp is the sea state peak 
frequency. 

3.4. Sensor signal simulation 

Virtual sensor signals were numerically simulated for the case 
studies. For each of the 9 virtual sensors described in Table 2, the signals 
were generated, according to the procedure illustrated in Fig. 3. Firstly, 
with known wave spectrum S+

ζζ(ω, βW) and the true RAO values for 

sensor j, the response spectrum can be calculated by 

S+
XjXj

(ω)=
⃒
⃒
⃒HXjζ(ω, βW)|

2⋅S+
ζζ(ω, βW) (16)  

where HXjζ(ω, βW) represents the true RAO for vessel response Xj(ω). 
Then the signal of 3-hour response time series with time step of 0.1s was 
generated by 

xj(t) =
∑Nω

n=1
NωCn(ωn)cos(ωnt+ϕn) (17a)  

Cn(ωn)=
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2S+

XjXj
(ωn)⋅Δω

√
(17b)  

where ϕn ∈ [0, 2π) is a random phase angle which is continuous and 
uniformly distributed, Δω is the width of the radial frequency interval of 
ωn, and Nω is the total number of the discrete frequencies for the 
response spectrum. Deterministic amplitudes were applied according to 
Equation (17b). This means that theoretically all possible realizations 
will return exactly the same response power spectrum when Δω→0. 

Sensor signal noises were included. Gaussian distributed white noise 
was assumed with mean value μN = 0 and a specified covariance σ2

N. The 
noise was added to each time step of the time series independently, 
according to the specified signal-to-noise Ratio (SNR), defined by 

SNR=
σ2

X

σ2
N

(18)  

where, σ2
X is the variance of the true response time series. 

However, note that in reality, the sensor noise may be biased and 
non-Gaussian distributed (Labbe, 2018). Practically, the velocity can be 
calculated by integration of acceleration time series, while the 
displacement can be calculated by another integration over the velocity 
time series. The noise associated with displacement, velocity and ac-
celeration signals are therefore correlated. However, this correlation is 
currently not considered. The noises of acceleration, velocity and 
displacement time series were added independently. 

4. Case study results 

Case studies were conducted to test the proposed methodology. For 
illustration purposes, each case only includes two parameters to tune. 
The sea states in Table 4 were applied. The key parameters used in the 
tuning process are summarized in Table 5. 

Table 3 
Parametric range for the considered variables.  

Parameters Variation range Number of values 

Mass [-6%, +6%] 7 
XCG [-4 m, +4 m] 5 
r55  [-9%, +9%] 7 
GMTa [0, 1 m] 6 
β44  [2%, 14%] 7  

a Here “GMT” represents the free surface correction to the transverse meta-
centric height. GMT = 0.5m here means that the transverse metacentric height 
is corrected with − 0.5m due to free surface effects. It is not the value of the 
transverse metacentric height. 

Fig. 3. Process of generating virtual sensor signal xj(t) for sensor j.  
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4.1. GMT and β44 

The first case study considered GMT and β44 as the uncertain vessel 
hydrodynamic parameters. The other three parameters (i.e., XCG, mass 
and r55) were set as deterministic. The prior knowledge and the true 
values of GMT and β44 are summarized in Table 6. 

The calculated weight matrix illustrated in Fig. 4, indicates that the 
considered parameters GMT and β44 are sensitive to the Disp_B sensor 
for the SS1 sea state. It is obvious that GMT and β44 influence the roll 
motion very much, and SS1 is a beam sea condition with the peak period 
approximately near the heave RAO peak amplitude period for the 
location B. On the other hand, Fig. 5 illustrates a confusing weight 
matrix. The weight factor is spreading over a large variable range, 
because the sea state SS4 is with Tz = 4.0 s (Tp = 5.6 s). There was barely 
no significant vessel response around that small response period due to 
the lowpass filtering nature of the vessel. This means that GMT and β44 
do not have significant influence on the RAOs and vessel motion for the 

given sea state SS4. The variance of GMT and β44 were increased after 
tuning based on SS4, as shown in Table 7, meaning that the tuning 
system got confused by the sensor data for SS4. Both parameters do not 
influence the heave motion at the COG and therefore, the measurements 
at the location A near the COG were screened out for all tuning steps. 

Fig. 6 illustrates the tuning results based on response measurements 
from each sea state. SS1 and SS5 played important roles with respect to 
the successful tuning, while SS4 attempted to degrade the tuning results. 
It is noted that sensor data from SS1 over-tuned the probability distri-
bution of GMT, due to signal noises. This problem is discussed in detail 
in Section 5.4 and Section 5.5. 

4.2. XCG and mass 

The same sea states defined in Table 4 were applied for tuning the 
XCG and the mass, however, with a different vessel condition. The prior 
knowledge and the true values of XCG and mass are summarized in 
Table 8. 

The results in Fig. 7 and Table 10 show that SS3 and SS4 significantly 
contributed to the tuning of XCG in the correct direction. Both sea states 
are oblique waves with small wave periods, where the hydrodynamic 
parametric sensitivity studies (Han et al., 2020) showed that the vessel 
heave motion are sensitive to XCG. As illustrated in Fig. 7, the joint 
probability distribution was not updated from SS5, meaning that all 
sensor measurements from SS5 were screened out. In other words, XCG 
and mass have negligible effects to the considered vessel response at 
SS5. The weight matrix examples shown in Fig. 8 indicate the system 
"confusion". All the 4 sensor measurements successfully gave high 
weight to the correct XCG value, but failed with respect to tuning vessel 
mass. The measurements from sensor Acc_B gave approximately the 
same weight factor through the whole range of mass values. 

Table 4 
Sea states for the case studies.  

Sea state ID Hs[m]  Tz[s]  βW [◦]  Seed number 

SS1 2.0 6.0 90 11 
SS2 4.0 10.0 30 27 
SS3 3.0 7.0 45 52 
SS4 1.5 4.0 60 19 
SS5 2.5 8.5 105 43  

Table 5 
Key parameters of tuning approach in the base case studies.  

Parameters Value Unit 

SNR (Equation (18)) 100 – 
αj (Equation (9a))  0.05 – 
p (Equation (10)) 0.3 –  

Table 6 
Prior information and true values of GMT and β44.  

Parameter Mean σ2  ±3σ  True value 

GMT [m] 0.5 0.015 [0.13, 0.87] 0.40 
β44 [-]  0.07 4.00E-04 [0.01, 0.13] 0.04  

Fig. 4. Example of weight matrix, based on Disp_B sensor measurement 
for SS1. 

Fig. 5. Example of weight matrix, based on Vel_B sensor measurement for SS4.  

Table 7 
Intermediate tuning results - GMT [m] and β44.  

Sea state μGMT  σ2
GMT  μβ44  σ2

β44  
Number of valuable sensors 

Initial 0.5 0.0145a 0.07 3.86E- 
04a 

N/A 

SS1 0.34 0.0145 0.042 4.61E-05 6 
SS2 0.31 0.0112 0.041 1.97E-05 2 
SS3 0.33 0.0125 0.041 1.08E-05 3 
SS4 0.38 0.0180 0.041 1.17E-05 2 
SS5 0.35 0.0128 0.041 5.85E-06 6  

a It is different from the initial variance summarized in Table 6, due to a 
normalization procedure during initialization described in Section 2.1. 
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Measurements from Disp_C and Vel_B sensors gave almost the opposite 
weighting distribution along mass values. The parametric sensitivity 
study (Han et al., 2020) showed that vessel mass influences the heave 
velocity mostly at small response periods for head and following sea 
conditions. At the given uncertainty ranges, the mass variation is less 
important with respect to the vessel response compared with XCG. 
Therefore, it is not very surprising that the measurements from the 
selected sea states failed to tune the vessel mass, due to 1) its less 
sensitivity for the considered sea states; 2) the nonlinear nature of the 
vessel response to the hydrodynamic parameters; 3) the measurement 
noise and uncertainties by e.g., seed variation. Therefore, measurements 

from one more sea state (SS6 in Table 9) were provided. SS6 was ex-
pected to be relatively sensitive with respect to the mass coefficient. 
Fig. 9 shows a dramatic shift of the peak of the joint distribution to a 
lower mass value. 

5. Parametric sensitivity study 

The case study of tuning GMT and β44 presented in Section 4.1 was 
chosen as the base case for the sensitivity study of some key parameters 
in the tuning algorithm. 

5.1. Power parameter p 

p = 0.1,0.5 and 1.0 were chosen as the sensitivity study cases. The 
tuning results are summarized in Table 11. As shown in Fig. 10, large p 
leads to very large weight factor, which could be risky especially when 
⃒
⃒
⃒
⃒σ∗

r,j − σ̂ j

⃒
⃒
⃒
⃒→0. Therefore large p may lead to quick and abrupt change of 

Fig. 6. Intermediate tuning results of the joint probability distribution of GMT and β44 from measurements for each sea state.  

Table 8 
Prior information and true values of XCG and Mass.  

Parameter Mean σ2  ±3σ  True value 

XCG [m] 59.4 1.21 [56.23, 62.56] 57.4 
Mass [t] 12,166.5 59,000 [11,467, 12,865] 11,680  
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the joint probability distribution of parameters, as illustrated in Fig. 11. 
Larger p value leads to less "memory" of the tuning results from the 
previous sea states. This may not be practically reasonable, especially for 
a stationary vessel situation, due to the existing uncertainties. The vessel 
loading condition could be considered as stationary for a relatively long 
time, e.g., in terms of days. If the focus is only to tune the sea state 
dependent parameters, e.g., β44, larger p value might be preferable. But 
cautions are required to use large p for tuning multiple parameters at the 
same time. 

5.2. SNR 

It is interesting to test the performance of the proposed tuning 
approach with respect to the signal noise level. The sensitivity analysis 

Fig. 7. Intermediate tuning results of the joint probability distribution of XCG and mass from measurements for each sea state.  

Table 9 
Additional sea state for model tuning of mass coefficient.  

Sea state ID Hs [m]  Tz [s]  βW [◦]  Seed number 

SS6 1.5 5.5 15 8  

Table 10 
Intermediate tuning results - XCG [m] and mass [t].  

Sea state μXCG  σ2
XCG  μmass  σ2

mass  Number of valuable sensors 

Initial 59.4 1.17a 12,166 56,969a N/A 
SS1 59.1 1.2 12,153 54,231 1 
SS2 58.9 1.01 12,154 56,177 2 
SS3 58.4 0.77 12,150 57,587 3 
SS4 57.8 0.33 12,145 58,806 6 
SS5 57.8 0.33 12,145 58,806 0 
SS6 57.6 0.18 11,910 11,4640 7  

a It is different from the initial variance summarized in Table 8, due to the 
normalization procedure described in Section 2.1. 
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on SNR therefore also serves a purpose of validating the methodology. 
The lowpass filter method does not require to know the noise level 
explicitly. Results in Table 12 show that the methodology is quite stable 
with respect to dealing with signal noises. The tuning results in terms of 
mean and variance of the parameters are close for all SNR values varying 

from 10 to 10,000. 

5.3. Seed variation 

The seeds for generating vessel response sensor signals had been 
selected for all previous studies, ensuring exactly the same signals for 
tuning result comparison. The importance of seed variation with respect 
to the tuned results was investigated. Seeds were randomly generated 
for the same 5 sea states. In total, 10 sets of randomly generated seeds 
were used for the 5 sea states, corresponding to 10 tuning results, named 
as from Case1 to Case10. As shown in Fig. 12, the tuning results of β44 
were very stable, in terms of its expected value and variance. This is due 
to very sensitive and monotonic influences from β44 to vessel response (i. 
e., RAO). The additional roll damping only influences the RAO ampli-
tude, but not the RAO peak period. Fig. 12 shows that seed variation 
could significantly influence the tuning results for the parameters which 

Fig. 8. Examples of weight matrix for tuning of XCG and mass from measurements for SS4.  

Fig. 9. Tuning results of probability distribution of XCG and mass due to measurements from SS6.  

Table 11 
Sensitivity with respect to power parameter.  

p  μGMT  σ2
GMT  GMT P90 intervala μβ44  σ2

β44  

0.1 0.46 0.0150 [0.26, 0.66] 0.044 8.95E-05 
0.3 0.35 0.0128 [0.17, 0.54] 0.041 5.85E-06 
0.5 0.28 0.0057 [0.16, 0.41] 0.040 3.48E-06 
1 0.26 0.0020 [0.19, 0.33] 0.040 2.70E-06  

a 5− and 95− percentile values. 
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are not very sensitive to the vessel response at those sea states (e.g., 
GMT) as variation in tuned GMT was observed. This is because 1) vessel 
response RAO is less sensitive to GMT; 2) the correlation between GMT 
and vessel RAO is complex. GMT shifts the RAO amplitude peak period, 
and changes the amplitude magnitude, as GMT determines the restoring 
stiffness for roll response. It is also noted that the variance of GMT did 
not reduce significantly through tuning based on measurements from 
the selected sea states. 

5.4. Lowpass filtering cutoff frequency 

Considering noise, the signal variance is equal to: 

σ2
signal = σ2

X + σ2
N (19)  

where σ2
X and σ2

N are the variance of the true response time series and the 
signal noise, respectively. Theoretically without processing signal noise, 
the variance of the signal will always be larger than the true response 
variance, potentially leading to biased tuning results. Therefore, the 
noise should be removed as much as possible. The noise power cannot be 
known exactly by nature. Section 5.2 demonstrated the robustness of 
applying a lowpass filter to deal with noise. A sensitivity study with 
respect to the cutoff frequency was carried out. The results are sum-
marized in Table 13 for tuning GMT and β44, and Table 14 for tuning 
XCG and mass. 

Both Tables 13 and 14 show that flp = 0.2 Hz almost always gave the 
best tuned results in terms of being closer to the true values and with less 
variance. Exceptions were observed for the variance of the tuned vessel 
mass in Table 14. The mass variance σ2

mass after tuning was larger than 
the initiated variance for all seed variations, indicating the system 
“confusion” mentioned in Section 4.2 due to the less sensitivity of mass 
on the vessel response for the considered sea states. Deep investigation 
of intermediate results indicated that the noise variance filtered out was 
actually always less than the true noise variance for the base case (i.e., 
flp = 1.0 Hz). Consequently, the variances of the filtered signal time 
series were all biased to a higher value than the true response. This led to 
biased tuning results. 

Fig. 10. Influence of power parameter on weight factor along 
⃒
⃒
⃒
⃒σ∗

r,j − σ̂ j

⃒
⃒
⃒
⃒.  

Fig. 11. Parameter tuning results from sea states in Table 4 for different power parameters.  

Table 12 
Sensitivity with respect to SNR.  

SNR  μGMT  σ2
GMT  GMT P90 intervala μβ44  σ2

β44  

10 0.41 0.0182 [0.18, 0.63] 0.041 9.33E-06 
100 0.35 0.0128 [0.17, 0.54] 0.041 5.85E-06 
1000 0.39 0.0110 [0.22, 0.56] 0.041 5.91E-06 
10,000 0.39 0.0108 [0.22, 0.56] 0.041 5.89E-06  

a 5− and 95− percentile values. 
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5.5. Sensor screening ratio - α 

The selection of α depends on the uncertainty ranges of the consid-
ered parameters, and the uncertainties from input such as waves and 
response measurements. For a given uncertainty range of parameters, 
larger α leads to model tuning with less valuable sensor data, which may 
slow down the convergence speed. Smaller α helps to tune the model 
with more sensor data, but on the other hand, may lead to wrong results 
because the noise cannot be always perfectly treated. 

Table 15 shows how the tuned results vary with α. It is clear that 

when α is reduced, more sensors which are less influenced by the 
considered uncertain vessel hydrodynamic parameters are included. 
Due to noise, the filtered signal variance deviates from the true response 
variance. If the noise was not appropriately filtered, those less important 
sensors generally would accelerate the tuning to a deviated value. 
Therefore, it is important to ensure a good selection of flp value, or ac-
quire some additional knowledge on the noise and uncertainties. Based 
on Section 5.4, flp = 0.2 Hz suits better for the case study. Therefore, a 
sensitivity of α with respect to the lowpass filter cutoff frequency of 0.2 
Hz was also studied, as shown in Table 16. With better handling of noise, 
more sensors were used with smaller α, generally leading to better model 
tuning results. Therefore, a trade-off between α and flp should be 
considered for practical purposes, due to the existence of uncertainties 
and limitations of noise filtering. 

6. Validation and robustness 

So far, only two 2-dimensional model tuning cases have been stud-
ied, for 5 sea states. In order to validate the proposed tuning approach, 
more extensive hydrodynamic model tuning analyses were carried out. 
For one selected true vessel condition, sensor signals were simulated for 
6 sea states. The duration for each sea state was 1 hour. Parameters 
defining the sea states (i.e., Hs, Tz, βW and seed) were randomly selected 
within the range described in Table 17. GMT, r55, XCG and β44 were 
selected for model tuning. The reason to exclude mass coefficient was 
because the results from Section 4.2 indicate that the vessel mass does 
not have a significant influence within its considered uncertainty range. 
The validation analyses included 120 tuning results. All 4 parameters 
were tuned simultaneously. 

Tuning 4 parameters at the same time became slower compared with 
the previous cases of tuning 2 parameters. Therefore, the power 

Fig. 12. Variation of tuned GMT and β44 due to seed variation, error bars indicate ±1σ.  

Table 13 
Sensitivity with respect to flp - tuning GMT [m] and β44 [-].  

f lp [Hz]  μGMT  σ2
GMT  μβ44  σ2

β44  

0.2 0.411 0.004 0.0406 4.73E-06 
0.33 0.386 0.0113 0.0407 5.92E-06 
0.5 0.384 0.0118 0.0407 5.97E-06 
1.0 (Base case) 0.353 0.0128 0.0407 5.85E-06 
1.5 0.368 0.0150 0.0407 6.00E-06 
2.0 0.318 0.0117 0.0406 5.86E-06  

Table 14 
Sensitivity with respect to flp - tuning XCG [m] and mass [t].  

f lp [Hz]  μXCG  σ2
XCG  μmass  σ2

mass  

0.20 57.70 0.248 12099 62368 
0.33 57.81 0.314 12131 62498 
0.5 57.82 0.322 12137 60358 
1.0 (Base case) 57.84 0.334 12145 58806 
1.5 57.86 0.346 12149 58758 
2.0 57.87 0.356 12155 57998  

Table 15 
Sensitivity with respect to SSR α with flp = 1.0 Hz - tuning GMT [m] and β44 [-].  

α  μGMT  σ2
GMT  μβ44  σ2

β44  
Nout

a  

0.01 0.294 0.0091 0.0408 4.98E-06 19 
0.02 0.317 0.0106 0.0407 5.06E-06 22 
0.05 (base case) 0.353 0.0128 0.0407 5.85E-06 26 
0.1 0.339 0.0103 0.0408 7.53E-06 31 
0.2 0.358 0.0108 0.0413 1.65E-05 36  

a Number of sensors screened out. For each study, there were 45 sensor data (5 
sea states × 9 sensors). 

Table 16 
Sensitivity with respect to SSR α with flp = 0.2 Hz - tuning GMT [m] and β44 [-].  

α  μGMT  σ2
GMT  μβ44  σ2

β44  
Nout

a  

0.01 0.401 0.0026 0.0405 3.76E-06 19 
0.02 0.4 0.0032 0.0406 4.08E-06 21 
0.05 (base case) 0.411 0.004 0.0406 4.73E-06 25 
0.1 0.426 0.0046 0.0407 6.77E-06 31 
0.2 0.418 0.0042 0.0411 1.33E-05 36  

a Number of sensors screened out. For each study, there were 45 sensor data (5 
sea states × 9 sensors). 
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parameter p was increased to 0.4. The joint probability distribution of 
the parameters was initiated as shown in Table 18. The key parameters 
needed for sensor signal generation and the tuning methodology are 
summarized in Table 17. 

Due to limited computational processing capacity of the available 
laptop (CPU Intel(R) TM i7-8650U @ 1.90 GHz, 32 GB memory), a 
limited number of discretized values had to be applied for each 
parameter. To tune 4 parameters, the acceptable total number of 
discrete combinations was below 1.3E+07. This might be due to the 
large memory demands from Python Numpy operations during 4-dimen-
sional interpolation of the calculated weight matrices described in 
Section 2.6. The computational capacity can be increased by optimizing 
the codes, changing the data structure, or simply increase the computer 
memory capacity. Table 18 describes the applied number of discrete 

parameter values for the joint probability distribution. The resolution 
for the uncertain parameters is considered sufficient with respect to the 
studied parameter ranges. For tuning a 4-dimensional model, with the 
considered uncertain range and resolution, the computational time for 
each sea state was about 90 s. For the 2-dimensional tuning model with 
100 × 100 resolution for the probability distribution, the computational 
time for each sea state was about 10 s. 

From Figs. 13 and 14, it is clear that the proposed tuning procedure 
succeeds to tune β44 and XCG in most cases. However, a large variation 
of tuning results for GMT and r55 were also experienced. This is 
consistent with the findings from the earlier hydrodynamic parametric 
sensitivity studies (Han et al., 2020), showing that the vessel RAO is 
much less sensitive to GMT and r55 compared to β44 and XCG. For 
illustration purposes, each figure only contains information on 2 
parameters. 

Similar to all other experiment or test calibration methodologies (e. 
g., machine learning algorithms, hydrodynamic coefficients fitted based 

Table 17 
Applied parameters related to the model tuning process for method validation.  

Parameter Value 

Hs  Uniformly distributed in [1.0, 3.0] m 
Tz  Uniformly distributed in [4.0, 15.0] s 
βW  Randomly selected among 13 discrete values βW ∈ {0∘,15∘,…,180∘}

Seed Randomly generated 
Duration 3600 s 
SNR 50 
flp  0.2 Hz 
α 0.05 
p 0.4  

Table 18 
Prior information and true values of the considered vessel parameters.  

Parameter Mean σ2  ±3σ  True value Nprob
a  NRAO

b  

GMT [m] 0.5 0.015 [0.13, 0.87] 0.4 40 6 
β44  0.07 4.0E-04 [1%, 13%] 0.04 50 7 
r55 [⋅m]  32.5 1.0 [29.5, 35.5] 30.55 30 7 
XCG [m] 59.4 1.21 [56.1,62.7] 61.4 30 5  

a Number of discrete variable values for the joint probability model. 
b Number of discrete parameter values used in the RAO database. 

Fig. 13. Tuning results for validation analyses, expected values of GMT and β44.  

Fig. 14. Tuning results for validation analyses, expected values of r55 and XCG.  

X. Han et al.                                                                                                                                                                                                                                     



Ocean Engineering 220 (2021) 108407

14

on laboratory tests), relevant and valuable cases (sea states) are required 
in order to tune the parameters. But different from the complex AI al-
gorithms like neural networks, the physics-based model tuning is better 
at extrapolation from the available data and does not require a huge 
amount of data samples. This is particularly important for nonlinear 
problems. Extrapolation here means good vessel response predictions 
for outlier sea states. The process for tuning hydrodynamic parameters 
still requires that the available RAO database covers the entire range of 
hydrodynamic parameter uncertainties. The validation analyses were 
limited to only 6 sea states for each tuning. Therefore, failure of model 
tuning is, by nature, possible. For example, one out of the 120 tuning 
simulations failed to report good enough additional roll damping, 
highlighted in Fig. 13. A deep investigation showed that all the gener-
ated sensor signals were basically from head and following sea states 
where β44 played a negligible role, and none of the sea states were near 
the roll resonance period. 

Figs. 15 and 16 illustrate how the variance changes after tuning. 
Analyses show that the variable variance significantly reduces after 

tuning especially for the important parameters (i.e., β44 and XCG), as 
expected. Note that the y-axis of Fig. 15 is log-scaled. 

The expected mean and variance of the parameters are summarized 
in Table 19. The tuning methodology succeeds to modify the parameters 
such that they approach the true values with significantly increased 
confidence. Therefore, the validation analyses demonstrated the 
robustness and stability of the proposed tuning methodology. 

7. Conclusions and future work 

A procedure with great potential for practical implementation with 
respect to tuning of vessel hydrodynamic seakeeping model parameters 
based on onboard vessel motion measurements has been proposed. 
Similar to model calibration based on laboratory tests, hydrodynamic 
coefficients can be modified based on available data by the tuning 
approach. Therefore, the improved vessel motion prediction is sup-
ported by physics and common engineering practice. But different from 
model calibration by laboratory tests, more uncertainties are in reality 
observed onboard. Therefore, it is more natural to present the important 
hydrodynamic parameters and RAOs in a probabilistic way. The pro-
posed tuning approach combines engineering practice with the random 
nature, quantitatively improving the knowledge on the vessel conditions 
and response. Hence, the reliability of the vessel motion RAO and mo-
tion prediction can be documented quantitatively as well. Therefore, 
some of the safety factors in engineering practice related to marine 
operation design (e.g., DNVGL-ST-N001, 2016) may be reduced, and 
reliability-based marine operations may be possible. Consequently, the 
approach could potentially help to reduce the operational cost and 

Fig. 15. Tuning results for validation analyses, variance of GMT and β44.  

Fig. 16. Tuning results for validation analyses, variance of r55 and XCG.  

Table 19 
Summary of validation analyses results.  

Parameter Mean Variance 

Initial Tuned True Initial Tuned 

GMT [m] 0.5 0.43 0.4 0.015 6.11E-03 
β44[-]  0.07 0.041 0.04 4.00E-04 1.26E-05 
r55 [⋅ m]  32.5 31.13 30.55 1.0 0.437 
XCG [m] 59.4 61.2 61.4 1.21 0.141  
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increase safety. The tuning process is fast and suitable for onboard 
application which could improve the quality of digital twins and assist 
within the context of onboard decision support. 

Analyses demonstrate that the tuning approach is robust, and stable 
to deal with noise. Better tuning results were observed for the parame-
ters which have stronger influence on the measured vessel response. The 
tuning algorithm also showed reasonable behaviour when updating the 
hydrodynamic parameters for cases where the sea states or the mea-
surements were not very relevant for those uncertain parameters. Key 
parameters of the tuning methodology were also studied by sensitivity 
analyses. Relatively large values of the power parameter p led to higher 
belief in sensor data, and hence less memory to the prior knowledge. It 
was found important to select the cutoff frequency flp of the lowpass 
filter in a proper way for an unbiased tuning result. Practically, a trade- 
off between α and flp should be considered to optimally use the available 
measurement data. Inspired by Godhaven (1998), the lowpass filter 
cutoff frequency flp could be preferably modelled as sea state dependent, 
automatically selected based on measurements and environment infor-
mation. The tuning methodology was also validated by using virtual 
sensor signals from randomly selected sea states by tuning 4 parameters 
simultaneously. 

Even though a considerable amount of analyses were carried out for 
validation, more work is still required for methodology verification. 
Only one vessel condition was studied in Section 6. More vessel condi-
tions and broader ranges of hydrodynamic parameters should be stud-
ied. More importantly, scaled experimental data and on-site full scale 
data should be used to verify the tuning methodology. The presented 
case studies of tuning vessel parameters (Fig. 1) and virtual sensor signal 
simulation (Fig. 3) apply the RAOs from the same RAO database which 
are generated based on seakeeping analyses by Wasim software. How-
ever, the real on-site vessel motion measurements will fully reflect the 
reality while the established RAO database to be used for vessel model 
tuning will be potentially subject to bias introduced by the simplifica-
tions made in the applied seakeeping software and the vessel numerical 
model. This software introduced bias should also be investigated in the 
future research work. 

Practically, if the RAO database can be extended to various vessel 
advancing speeds with sufficient speed resolution, much more on-site 
measurements can be used to tune the important vessel parameters. 
Consequently, the cutoff frequency will therefore depend on vessel 
speed. 

So far, the additional roll damping β44 was considered only opera-

tional condition dependent, which assumes a constant value throughout 
all sea states for the current vessel loading condition. Some parameters 
are sea state dependent (e.g., roll damping), some other parameters are 
operational condition dependent (such as inertia distribution), while 
others could be permanent (e.g., vessel geometry). Each parameter 
should be categorized accordingly and different model tuning strategy 
might be considered for each category. 

So far, only uncertainties from sensor noise were considered. In re-
ality, the uncertainties from wave information are significant, such as 
directional spreading, wave spectral shape, and uncertainties from wave 
forecast and hindcast modelling. Other environmental loads have not 
been considered, such as wind and current, leaving the procedure with a 
considerable gap towards on-site practice. Practically, these challenges 
can be solved by modifying the signal filter and by also including a 
highpass filter. 

In addition, rigid body motion was assumed when calculating heave 
RAO functions at different locations. In reality for large slender vessels, 
more advanced models might therefore be required due to the increasing 
importance of hydroelastic effects. 
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Nomenclature 

(Φi1,…,ΦiM) The combination of variable values from the i1th value of Φ1,i2th value of Φ2, …, and the iMth value of ΦM. im ∈ [1,Im], Im is the number 
of discrete values for Φm in the RAO database, m ∈ [1,M]

(Φk1,…,ΦkM) The combination of variable values from the k1th value of Φ1, k2th value of Φ2, …, and the kMth value of ΦM. km ∈ [1,Km], Km is the 
number of discrete values for Φm in the joint distribution model, m ∈ [1,M]

αj Sensor screening ratio (SSR) for sensor j 
β44 Ratio between the additional roll damping and the critical roll damping. The additional damping can be expressed as β44⋅ βcr,44 = β44⋅ 

2
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(A(ωe) + M0)⋅C
√

βW Wave direction with respect to. vessel coordinate system 
η33, ˙η33, ¨η33 Heave displacement, velocity, acceleration 
σ̂ j Standard deviation of the filtered signal from sensor j 
x̂j(t) Filtered signal from sensor j 
μ Variable mean value 
ω Wave frequency 
ωe Encounter frequency 
ωp Spectral peak frequency, ωP = 2π/Tp 

β Vessel damping matrix 
A Vessel added mass matrix 
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C Vessel restoring stiffness matrix 
M0 Vessel inertia matrix 
Wj Weight matrix based on measurement from sensor j 
Φ Random variable 
σ2

N Variance of noise 
σ2

X Variance of response 
σ∗

r,j The predicted standard deviation by using RAOr,j 

σσ∗
r,j 

The standard deviation of σ∗
r,j over r ∈ {1,2,…,R}

ϕ Phase angle 
ζ Wave elevation 
B Vessel breadth 
C(ω) The amplitude of the sinusoidal response at frequency of ω 
D Vessel draft 
flp Lowpass filter cutoff frequency in Hz 
H33(ω,βW) Heave motion RAO 
Hr,Xjζ(ω,βW) Linear transfer function between wave and vessel response at sensor j based on rth combination of uncertain vessel parameters 
Hs Significant wave height 
r55 Radius of gyration for pitchn 
Im The total number of discrete values for Φm in the RAO database 
im The imth value of the variable in the RAO database for Φm 
J The number of sensors 
j Sensor ID, the jth sensor, representing different quantities (displacement, velocity, acceleration) and locations 
Km The number of discrete values for Φm in the joint probability distribution 
km The kmth value of the discretized variable in the probability distribution model for Φm 
LPP Length between perpendiculars 
M The number of considered variables for tuning 
Nω The number of discretized frequencies 
Nt The number of discretized time steps 
p Power parameter 
P(n)(Φ1,…,ΦM) The updated discrete joint probability distribution after the nth updating step 
R The total number of possible combinations of uncertain vessel parameters in the RAO database 
RAOr,j The RAO based on the variable combination r, corresponding to the response sensor j (location and quantity) 
S+

ζζ(ω,βW) Single-sided power spectral density of waves 
S+

r,XjXj
(ω) Calculated single-sided power spectral density of vessel response at sensor j based on RAO candidate RAOr,j 

S+
XjXj

(ω) Single-sided power spectral density of vessel response at sensor j 
Tp Spectral peak period, Tp = 1.4049Tz for PM spectrum (DNVGL-RP-C205, 2017) 
Tz Zero-upcrossing wave period 
u Vessel speed 
wr,j Weight factor for the rth variable combination based on measurement from sensor j 
xj(t) Signal from sensor j 

F→(ω,u|βW) Excitation force from waves including Froude-Krylov and diffraction forces 
AI Artificial intelligence 
CFD Computational fluid dynamics 
COG Center of gravity 
DOF Degree of freedom 
FFT Fast Fourier transform 
GMT Free surface correction to the transverse metacentric height 
ODSS Onboard decision support system 
OSV Offshore supply vessel 
PDF Probability density function 
PM Pierson-Moskowitz spectrum 
RAO Response amplitude operator 
SNR Signal-to-noise ratio 
SS Sea state 
SSR Sensor screening ratio 
XCG Longitudinal coordinate of vessel COG 
YCG Transverse coordinate of vessel COG 
ZCG Vertical coordinate of vessel COG 
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