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ABSTRACT
As offshore wind turbines increase in size and output, the

support structures are also growing. More sophisticated assess-
ment of the hydrodynamic loads is needed, particularly for the
ultimate limit state design. For higher-order phenomena related
to rare steep wave events such as ringing, a better understanding
of the stochastic loads is needed. As an innovative step forward
to reduce the cost of extensive model tests with irregular waves,
a larger number of investigations can be carried out using high-
performance high-fidelity numerical simulations after an initial
stochastic validation with model test data.

In this paper, the open-source hydrodynamic model
REEF3D::FNPF (Fully Nonlinear Potential Flow) is used to
carry out three-hour long simulations with the JONSWAP spec-
trum in intermediate water depth conditions. Statistical proper-
ties of the free surface elevation in the numerical wave tank are
validated using the available data from model tests carried out
at SINTEF Ocean/NTNU. The spectral shape, significant wave
height, peak period, skewness, kurtosis, and wave crest height
statistics are compared. The results are analyzed and it is found

∗Address all correspondence to this author.

that the numerical model provides reasonably good agreement
with the model test data.

INTRODUCTION
In an earlier publication [1], measured regular waves were

numerically reproduced by several numerical wave tanks. None
of the tested numerical models gave acceptable free surface ele-
vations when the measured free surface elevation or the measured
wave maker motion was used for wave generation in the numer-
ical model. Instead, analytical regular wave solutions were used
to generate the waves numerically, by fitting the wave periods
and the wave height to the experimentally recorded free surface
elevation. There are several reasons for these discrepancies be-
tween numerical simulations and experimental results.

The mechanical generation of water waves in conventional
experimental facilities can be hampered by the intrinsic bound-
ary conditions of the laboratory. Wave reflection [2], spurious
waves [3–5] and eigenmodes [6] are typical issues researchers
must deal with when assessing model responses during test
campaigns. However, in such facilities, the complex nonlinear
physics of wave propagation is simply enforced by the laws of
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nature.

Numerical wave tanks (NWTs) face the opposite problem:
boundary conditions can be flexible, but assumptions must be
made, and shortcuts must be taken to be able to solve the propa-
gation equations numerically in a reasonable amount of time. It
is therefore important to check the quality of the waves generated
by NWTs in terms of realistic physical properties.

In the present work, a new model test is chosen for valida-
tion. This model test was performed in June-July 2018 in the
small wave tank at SINTEF Ocean [7, 8] as part of the research
project WAS-XL [9]. The purpose of the test was documenta-
tion of wave kinematics and measurement of wave loads on rigid
models. Compared to the SINTEF Ocean Basin, this facility is
smaller and has a rigid flat bottom.

The REEF3D::CFD module has already been used as nu-
merical wave tank (NWT) [10, 11]. The module solves the
Navier-Stokes equations with a two-phase fluid model which
makes the software able to simulate breaking waves [12–14].

The new numerical wave model FNPF of REEF3D solves
the Laplace equation for the flow potential and the nonlinear
kinematic and dynamics free surface boundary conditions [15].
Very promising results in the reproduction of experimental reg-
ular and bi-chromatics wave with constant water depth as well
as with complex bottom topology have been presented with the
open-source hydrodynamic model REEF3D::FNPF in [16] and
[17]. This approach requires reduced computational resources
compared to CFD based NWTs. The REEF3D::FNPF module
can use the already implemented functionality of REEF3D [18],
where solid boundaries are incorporated through a ghost cell im-
mersed boundary method. Therefore it is capable of simulat-
ing wave-structure interaction such as complex sea bottom to-
pography by solving the non-linear potential theory problem.
The Laplace equation together with the enclosure of the bound-
ary conditions are solved with a finite difference method on a
stretched σ -coordinate system similar to OceanWave3D [19].

With a potential flow model, it is possible to simulate three-
hours sea state without reducing the order of the waves which
can be modeled and without the very long computational time of
a two-phase Navier-Stokes solver [20, 21].

In this paper, the open-source hydrodynamic model
REEF3D::FNPF is used to carry out three-hour long simulations
with the JONSWAP spectrum in intermediate water depth con-
ditions. Statistical properties of the free surface elevation in the
numerical wave tank are validated using the available data from
model tests carried out at SINTEF Ocean/NTNU. The spectral
shape, significant wave height, peak period, skewness, kurtosis,
and wave crest height statistics are compared. These comparison
serves to check the quality of the waves generated by the NWT
in term of realistic physical properties.

IMPLEMENTATION
The governing equation for the fully nonlinear potential flow

model in REEF3D::FNPF is the Laplace equation:

∂ 2Φ

∂x2 +
∂

2
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2
Φ

∂ z2 = 0. (1)

Boundary conditions are required in order to solve for the
velocity potential Φ from this elliptic equation, especially at the
free surface and at the seabed. These are the kinematic and dy-
namic boundary conditions which must be fulfilled at all times
and are prescribed as follows:
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where η is the free surface elevation, Φ̃ = Φ(x,η , t) is the veloc-
ity potential at the free surface, x = (x,y) represents the location
at the horizontal plane and w̃ is the vertical velocity at the free
surface.

The bottom boundary condition represents an impervious
solid boundary:

∂Φ

∂ z
+

∂h
∂x

∂Φ

∂x
+

∂h
∂y

∂Φ

∂y
= 0, z =−h. (4)

where h = h(x) is the water depth measured from the still water
level to the seabed.

The Laplace equation with the boundary conditions is solved
with a finite difference method on a σ -coordinate system. A
σ -coordinate system deforms with the free surface and is also
flexible in the handling of irregular boundaries. The relationship
between a Cartesian grid and a σ -coordinate is as follows:

σ =
z+h(x)

η(x, t)+h(x)
. (5)

Several methods are implemented in REEF3D for grid stretching
in horizontal and vertical direction. One of them uses the sinh
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FIGURE 1: Small towing tank

function as the stretching function:

σ̃ = 1− sinh(δ (σ −1))
sinh(−δ )

(6)

where σ is the uniform σ -coordinates, δ is the stretching factor
and σ̃ is the new σ -coordinates. A larger value of δ defines a
grid where the grid points are stretched close to the free surface
and smaller value gives more uniform distribution of the vertical
grid points. σ̃ will be referred as σ further in this paper. This
stretching method is used in the simulations with uniform hor-
izontal grid spacing. The grid is generated by REEF3D at the
start of the simulation.

Once the velocity potential Φ is obtained in the σ -domain,
the velocities can be calculated as follows:

u(x,z) =
∂Φ(x,z)

∂x
=

∂Φ(x,σ)

∂x
+

∂σ

∂x
∂Φ(x,σ)

∂σ
, (7)

v(x,z) =
∂Φ(x,z)

∂y
=

∂Φ(x,σ)

∂y
+

∂σ

∂y
∂Φ(x,σ)

∂σ
, (8)

w(x,z) =
∂Φ(x,z)

∂ z
=

∂σ

∂ z
∂Φ(x,σ)

∂σ
. (9)

The Laplace equation is discretized using a second-order
central difference scheme and is solved using a parallelized geo-
metric multigrid pre-conditioned conjugated gradient solver pro-
vided by Hypre [23].

The convection terms at the free-surface are discretized
with the fifth-order Hamilton-Jacobi weighted essentially non-
oscillatory (WENO) scheme [24]. A WENO discretization sten-
cil is based on smoothness of three local ENO-stencils. The lo-
cal stencil with the highest smoothness is assigned the highest

weight and contributes the most significantly to the solution. The
scheme is therefore capable of handling large gradients without
instability.

For the time treatment, a third-order accurate TVD Runge-
Kutta scheme [25] is used with a constant time step.

The model is fully parallelized following the domain decom-
position strategy. Ghost cells are used to exchange information
between adjacent domains and are updated with the values from
the neighboring processors using the Message Passing Interface
(MPI).

Wave generation in the numerical wave tank is handled using
a Neumann boundary condition. Here, the spatial derivatives of
the velocity potential are prescribed according to the wavemaker
kinematics with help of ghost cells. This non+homogeneous
Neumann boundary condition is defined by the difference
scheme as follows:

ϕi−ϕi−1

4x
= u(x,z, t) (10)

where u(x,z, t) is the horizontal velocity of the wave maker, ϕi−1
is the velocity potential at the ghost cells behind the inlet bound-
ary, ϕi is the potential at the neighboring fluid cells, 4x is the
horizontal grid spacing and the index i defines the column num-
ber of the grid. The wave maker motion is defined through a
time series of the piston locations. In this paper, the measured
piston motion is used to generate the waves. An active absorp-
tion method is used to mitigate wave reflection presented in [22].

The breaking model presented in [20] is used in the simula-
tion with a reduced viscosity damping value. The influence of the
parameters used in this breaking model on the waves is studied
in [26].
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TABLE 1: Main parameters of the sea state

Hs [m] Tp [s] γ

8.0 10.0 5.0

EXPERIMENTAL DATA
The model tests for the documentation of wave kinematics

and for the measurement of wave loads on rigid models were car-
ried out at Froude scale of 1:50 [7, 8]. The tank is equipped with
a wave maker and a towing carriage. Two types of wave mak-
ers are available: a single flap hinged wave maker and a piston
type wave maker. In this study, the piston type wave maker was
used based on considerations related to efficiency and parasitic
waves. At the other end of the tank is a beach, with an adjustable
height depending on the water depth. The main dimensions of
the towing tank are: length 28 m, breadth 2.5 m, water depth
between 0 and 1.0 m (model scale). The coordinate system is
a right handed coordinate system, centred on the seabed at the
mean position of the wave maker at the bottom of the tank. The
positive x-axis points in the direction of wave propagation and
the positive z-axis points upwards. The model setup is shown in
Figure 1.

For the wave kinematics, the wave elevation was measured
at 11 different locations for different regular and irregular waves,
with two water depths of 27m and 33m. The 11th locations is not
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FIGURE 2: Measured time series of the first three-hours realiza-
tion of the sea state at different locations and their power spectra

TABLE 2: Main wave components

Shortest wave Peak period wave Longest wave

T [s] 0.675 1.42 4.00

f [Hz] 1.482 0.70 0.25

L [m] 0.71 2.68 9.00

Cph [m/s] 1.05 1.89 2.25

labeled in Figure 1 only its location is shown. This is the location
of the mono-pile model. Wave elevation was measured using
resistive wave probes. The tank is shown with the wave probes in
Figure 1. The wave, flap position, temperature, and load signals
were sampled at 200Hz (model scale) with Butterworth filter at
20Hz (model scale).

This paper focuses on the the validation of one of the ir-
regular sea states for 27m water depth. The main parameters of
the sea state is presented in Table 1. This sea state was realized
with 20 seed variations. Three hour realizations were used, based
on the JONSWAP wave spectrum. The significant wave height
Hs and peak wave period Tp were chosen from the 50 year con-
tour line for a selected location from the MARINA Platform FP7
project [27] (site 15, North Sea Centre).

As shown in Figure 1, the wave height is measured at several
locations at the same distance from the wave maker. In this way,
the homogeneity of the wave field in the tank can be evaluated.
The degree of difference in the homogeneity at different loca-
tions can be observed as shown in Figure 2. The comparison of
the power spectrum indicates a transverse oscillation in the tank
but is not significant. The location of the wave probes does not
aid in the estimation of the wave reflection from the beach but it
is estimated to be about 10% based on the observations from the
regular wave tests.

VALIDATION
The simulations are set up in model scale but the result are

presented in full scale.

SETUP As previously shown [28], the vertical grid stretch-
ing has significant effect on the wave dispersion property in the
numerical simulation. A method of identifying the optimum
stretching for a given wave period, which yields the correct wave
propagation velocity, is also presented by Pakozdi et al. [28].
This method can be extended for irregular wave simulations.
Three periods are identified defining the grid size and the time
step:

- the shortest wave with the lowest phase velocity
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FIGURE 3: Representation of the main parameter for the numer-
ical setup and the vertical grid spacing (model scale)

- the peak period wave with highest energy in the power spec-
trum

- the longest wave with the largest phase velocity

The length of the shortest wave defines the horizontal grid
size: dx = λ/35 = 0.02 m. The phase velocity of the longest
wave defines the time step: dt = dx/Cph = 0.0089 s, based on
the values presented in Table 2. The location of these periods
related to the wave power spectrum is shown in Figure 3a. The
wave period of the shortest wave corresponds to the limit of the
wave maker. During the investigation six difference sea states
with several seed numbers are simulated. The same shortest and
longest wave periods are used to define the grid for all sea states.
The period of longest wave is defined at the period where the
energy of the JONSWAP spectrum is about 1% of the maximum
energy level. However, the longest wave period is not defined
from the spectrum which is presented in this paper.

The vertical grid spacing is chosen to be close to the optimal
distribution of all three waves. The optimal vertical grid distri-
bution for all three wave periods, labeled as ’Tshort’, ’Tpeak’
and ’Tlong’ as well as the applied vertical distribution, labeled
as ’Sinh’ is presented in Figure 3b. As mentioned earlier the
sinh function is used to stretch the grid points vertically. The
distribution and the number of the vertical grid points of the ap-
plied vertical grid points are close to the optimal grid stretching
of the shortest wave. The dimension of the numerical wave tank
is given in Figure 4. The numerical wave tank is used in the
simulations has the same depth as the physical tank. The length
of the NWT is larger than the physical tank. Different lengths
of numerical beach were tested before choosing the active wave
absorption method. In order to test the long numerical beach,
the length of the NWT was significantly increased relative to the
physical tank. After applying the active absorption outlet con-
dition the length of the NWT is not changed because the best
results are observed with this configuration.

COMPARISON OF ONE REALIZATION As mentioned
earlier, the measured piston motions are used in the simulations.

This gives the possibility to make a deterministic, direct compari-
son between the model test and the numerical simulation. In this
section the first seed number numerical realization is matched
with its model test.

During the parameter study1 of different numerical setups it
was observed that the active absorption method to mitigate wave
reflection, which is described by [10], gives significantly better
agreement between measured time series than a relaxation zone
based wave damping. Two reasons were found which might ex-
plain the better agreement between the measurement and the nu-
merical simulation with the active absorption outlet condition.

The comparison of the time history of the mean water levels
shown in Figure 5 demonstrate that a low frequency motion of
the free surface is triggered during the simulation which only the
active wave absorption is able to damp. The exciting modes do
not correspond any eigenmodes of the tank (L = 56 m). The
lower diagram of this figure shows the estimated volume flux at
the inlet due to the piston motion. The magnitude of the volume
change is significantly lower than the change of the mean water
level. One can conclude that the mean water level changes less
with active absorption than with the relaxation zone. This might
be the reason for the better agreement between model test and
numerical results.

The second reason for the better agreement is the similar
wave reflection behavior between the model test and the numer-
ical simulation with active absorption. Because the location of
the free surface elevation is known for each time step at all lo-
cations, it is possible to split the free surface elevation into in-
coming and reflected wave by use of two-dimensional Fourier-
transformation from space-time representation to wave number
and wave frequency representation [29]. Estimation of the re-
flected wave time series at wave gauge location 4 shows (Figure
6) that the significant wave height of the reflected wave time se-
ries is about 11% of the incident wave time series, i.e. 11% of the
waves are reflected by the outlet in the numerical simulation.
A direct comparison of the measured time series and the simula-
tion is presented for a short time window in Figure 7. One can
observe a very good agreement regarding the phase between the
time series. There are two more trends which are observed in this
diagram, which is also present in all the numerical simulations:

1Due to the lack of space only the final numerical results are presented.

Numerical Beachh

L
LB

Wave maker

x

z

FIGURE 4: Numerical wave tank with numerical beach wave
absorption L = 56.0m, LB = 5.9m, h = 0.54m (model scale)
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FIGURE 5: The mean position of the free surface elevation and
the volume flux at the inlet boundary in the numerical model with
different methods to mitigate wave reflection

- The crest height of the larger, steeper waves are taller in the
simulations but it is the opposite for the smaller waves

- The wave trough for most of the smaller waves is deeper in
the simulation but it is the opposite for the larger, steeper
waves.

This indicates that the set-down effect is larger in the numerical
simulation.

The most interesting location for further investigation is the
position of the mono-pile, which is placed at xp = 764.05 m from
the wave maker. The comparison of the spectrum of the mea-
sured and simulated three hours time series shows fair agreement
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FIGURE 6: The free surface elevation at xp = 764.05 m in the
numerical model, split into incoming and reflected waves
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FIGURE 7: Comparison of the free surface elevation at x =
764.05 m

between the spectrum in Figure 8. A very good agreement is seen
both in the low frequency range and the high frequency range.
This indicates that the applied numerical setup is able to resolve
the small waves and correctly simulates the nonlinear wave-wave
interaction, not only in the low frequency but also in the high fre-
quency range. Around the peak period the waves have less en-
ergy in the numerical simulation. The shoulders of the measured
spectrum at f = 0.08Hz and at f = 1.05Hz are missing or not so
strongly shaped in the numerical simulation. However the sig-
nificant wave height of the numerical spectrum is slightly larger
(Hs = 7.725 m versus Hs = 7.60 m) but the peak periods are the
same Tp = 10.41s.

The result of the zero-up crossing analysis is presented as the
Weibull plot of the cumulative probabilities of the whole three
hours time series in Figure 9. The above mentioned trends re-
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FIGURE 8: Power Spectrum of the free surface elevation at x =
764.05m (location of the mono-pile)
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FIGURE 9: Weibull plot of cumulative probability of the wave crest, trough and height at xp = 764.05m (location of the mono-pile)

garding the set-down can be clearly observed in the Weibull plot
of the cumulative probabilities of the three hours time series in
Figure 9. Waves are smaller in the simulations than in experi-
ment if the crest heights are less than 6 m, but if the crest heights
are larger than 6 m the numerical waves are larger. (Figure 9a).
The opposite can be see with the trough statistics in Figure 9c.
The effect of the combination of these two trends is a very good
agreement between the measurement and the numerical simula-
tion regarding to the wave heights. The larger crest height at the
steep large wave in the simulation can be explained by the wave
breaking model in the REEF3D::FNPF not damping the waves
which might break in the experiment. Therefore, the skewness of
the numerical time series is slightly larger than the measured one,
0.365 versus 0.332. The good agreement between the measured
and simulated steep and large waves, the very good phase be-
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FIGURE 10: Comparison of the significant wave height at all
locations

tween the time series, and less good agreement between smaller
waves can be observed in the other 19 realizations (not shown
here).

COMPARISON OF TWENTY REALIZATIONS In the
stochastic validation of the numerical simulation, the records of
twenty experimental realizations of the same sea state will be
used for comparison with twenty numerical realizations where
the experimental piston motions are used to generate the waves
for each corresponding sea state. As exemplified by the first seed
in the previous paragraphs, the deterministic comparison shows
a good agreement between model test data and numeric.

The significant wave height represents the potential energy
of the free surface elevation. The local variations of the sig-
nificant wave height average as well as the extreme values and
standard deviation is shown as error bar diagram in Figure 10.
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FIGURE 11: Comparison of the peak period at all locations
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FIGURE 12: Comparison of the skewness at all locations

The black line represents the mean value of Hs, the end points
of black beams show the highest and the lowest value and the
size of the red beams represents the standard deviations. The
largest mean value is recorded at xp = 764.05 m in the experi-
ment, which indicates the location of the highest waves. How-
ever, the mean value of Hs almost does not change in the nu-
merical simulation, which suggests a constant energy level of
the waves along the numerical domain. The variation of the Hs
values is the about the same (similar standard deviation of Hs).
The extreme values are symmetrically located around the mean
values in the experimental records. The numerical simulations
shows an asymmetry in the location of the extreme values with
regard to the position of the mean values, the largest value is fur-
ther from the mean value than the lowest value.

The peak period of a spectrum shows the wave period in
which the most energy is concentrated. Comparison of the peak
periods shows (Figure 11) the same trend in the model test and
in the numerical records, with a slight increase of the mean value
at longer distances from the wave maker. The standard deviation
of the Tp as well as the extreme values symmetry are similar.

The skewness and kurtosis parameters characterizes the non-
linearity of the surface elevation.

The skewness of the time series measures the symmetry of
a signal, zeros value means that the crest height and the trough
have the same size, positive values indicate a larger crest than
trough. The numerical simulations show the largest skewness
in the mean value closest to the wave maker (Figure 12). This
is about 0.38 which corresponds to the value estimated from a
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FIGURE 13: Comparison of the kurtosis at all locations

second-order approximation from [30]:

skewness =
34.4Hs

gT 2
p

+2.14×10−4

(
gT 2

p

h

)3

=
34.47.54
g10.12 +2.14×10−6

(
g10.12

27.0

)3

= 0.37 .

(11)

The skewness becomes lesser at larger distances from the
wave maker and stabilizes around a value of 0.27 at the last
three locations. The skewness of the measured time series varies
without any spatial pattern. Its largest value equals 0.33 at
xp = 864.05m. The variation of the skewness values at the same
location is slightly less in the experiment than in the numerically
estimated time series. The extreme values are located symmetri-
cally around the mean value in the experimental data. This sym-
metry is not observed in the numerical records, there is much
larger deviation of the extreme values from the mean value.

The kurtosis diagram show the same spatial trends as ob-
served for the skewness in Figure 13. The largest value of the
mean value of the kurtosis estimated from the numerical simu-
lations can be observed closest to the wave maker. It is slightly
lower with a value of 3.1 compared to the value of 3.14 approxi-
mated using the following formula ( [30]):

kurtosis = 3+3× skewness2 = 3+3×0.372 = 3.14 . (12)

One can observe a stabilization of the kurtosis value around
3.0 at the last three locations. The averaged kurtosis values of
the experiments are slightly lower than the numerical simulation
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FIGURE 14: Comparison of the averaged spectrum at three locations
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FIGURE 15: Distributions of the crest height, ensemble of all wave events
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FIGURE 16: Distribution of the maximum elevation rise velocity ∂η/∂ t, ensemble of all wave events

around 3.0 and also varies less spatially. The extreme values are
located symmetrically around the mean value here as well, which
is not the case with the numerical simulations.

The similar values of the significant wave height and peak
period are not sufficient criteria to judge the similarity between
two time series. The shape of the spectrum is also an important
criteria for the validation. The average of the twenty spectra are
compared in Figure 14 at three different locations. Because of the
smoothing effect of the averaging, the shape of these spectra are

very smooth and they are very similar to each other. The largest
differences are at the peak period at all three locations similar to
the trend observed in the deterministic validation.

The wave crest heights and the free surface rise velocity
∂η/∂ t are used to characterize the kinematics at the free surface.
The wave slope ∂η/∂x can be checked through the elevation rise
velocity ∂η/∂ t at a point in space since the nonlinear kinematic
free surface conditions in (2) contains the wave slope.

The ensemble distribution of the crest heights is usually
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FIGURE 17: Comparison of all spectrum at xp = 764.05m (loca-
tion of the mono-pile)

compared with the second-order Forristall distribution which is
presented as a blue line in the diagrams of Figure 15. Huang &
Zhang [31] give a formula defining the mean, the upper 99th and
lower 99th percentiles of the wave crest heights. These formulae
are based on a regression analysis of nonlinear numerical simu-
lations with the JONSWAP spectrum with peak enchantment pa-
rameters γ between 1 and 4. These values are presented in green
in the diagrams. The investigated sea state has a γ = 5.0 which
explains the higher crest height values of the curves. The crest
height distribution of the measured wave events of all twenty re-
alizations is coincident with the Forristall distribution or slightly
over this curve for waves with up to 6-7 m crest height at all
distances from the wave maker. Over this value, the distribution
of the measured crest heights lie under the line, which can in-
dicate wave breaking in the experiments and the dissipation of
energy due to breaking. The same trend can be observed here
which is already mentioned in the comparison of one realization.
The waves with crest heights higher than 6 m are overestimated
in the numerical model, which closely follows the Forristall dis-
tribution. This can yield a more conservative estimation of the
extreme values than the experimental data predicts. Due to the
smaller waves being underestimated by the simulations, the nu-
merical simulations can predict lower hydrodynamic loads for
fatigue analysis than the experimental data.

When all wave events of the twenty realizations are included
in the ensemble, the most probable value for a three-hours real-
ization for an exceedence of 10−3 is obtained. This value is over-
estimated by the numerical simulations at all locations. However
this overshoot decreases with increasing distance from the wave
maker.

The free surface rise velocity ∂η/∂ t is calculated by second
order central finite differential scheme without any additional fil-
tering. This can yield higher extreme values but the choice of
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FIGURE 18: Comparison of all three-hours ensembles of the
crest heights at xp = 764.05 (location of the mono-pile)

filtering parameters can also have a significant influence on the
high values. The comparison of all events in Figure 16 shows that
the steepness of the largest numerical waves at locations Figure
16a and 16c is remarkably larger than the measured waves rise
velocity over a value of 6 m/s. The most probable value for a
three-hours realization for an exceedence of 10−3 is also larger.
Both distributions, from the experiments and from the numerical
simulations are very much similar in Figure 16a. The numerical
simulations slightly under predict the wave steepness except the
steepest wave, where a significant difference can be observed at
the tail. Here, at this location the most probable value for a three-
hours realization is almost the same for the experimental and the
numerical results.
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FIGURE 19: Comparison of all three-hours ensembles of the
maximum elevation rise velocity ∂η/∂ t at xp = 764.05m (lo-
cation of the mono-pile)
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The above presented results give a global overview of all
twenty realizations. The presentation of the three-hours simula-
tion in addition to the other diagrams can give a better insight
into the statistical differences between the individual realization.
As in the deterministic validation, only the results at the location
of the mono-pile xp = 764.05 m are presented in this paper.

Overlaying the spectra shows that the variation of the spec-
trum shape is similar for the experiment and the numerical simu-
lations but not entirely identical in Figure 17. The largest differ-
ences are seen mostly around the peak period. The highest peak
of the experimental spectrum is not captured by the numerical
simulation (yellow lines).

The overlaid diagram of the wave crest height distributions
shows that except for one numerical realization (red line) with
overestimated extreme values in Figure 18, the distributions are
similar.

The overlaid diagrams of the maximum free surface rise ve-
locity indicates a similar trend in Figure 19, the distribution of
the three-hours extreme is similar to each other except for one
experimental realization with a very high value (red line) in the
experiment.

CONCLUSION

In this paper, the open-source hydrodynamic model
REEF3D::FNPF is used to carry out three-hour long simulations
with the JONSWAP spectrum in intermediate water depth condi-
tions. Statistical properties of the free surface elevation in the nu-
merical wave tank at several locations are validated using avail-
able data from model tests carried out at SINTEF Ocean/NTNU.
The spectral shape, significant wave height, peak period, skew-
ness, kurtosis, wave crest height as well as the maximum free
surface rise velocity statistics are compared. The results are an-
alyzed and it is found that the numerical model provides reason-
ably good agreement with the model test data. Based on the re-
sult of the statistical comparison we can conclude that the waves
generated by NWT have realistic physical properties.

Using a coupling to simulate the largest wave events us-
ing two-phase CFD simulations can yield a better agreement be-
tween the experiment and numerical simulations as the breaking
wave can be more appropriately handled. This is planned for the
next phase of the project. After the validation of the free surface
properties, the further step is to use the wave kinematics pro-
posed by the numerical simulations to define the hydrodynamic
load for structural analysis similar to that presented by Pakozdi
et al. [1]. The stochastic comparison of the resulting structure
response against the measured response forces can give the final
answer about the physical realism of the numerical simulation.
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