

Doctoral theses at NTNU, 2020:255
Arnau Sala Cadellans
Exchange-only, nuclear spinfree qubits in semiconductor quantum dots

## Arnau Sala Cadellans

# Exchange-only, nuclear spin-free qubits in semiconductor quantum dots 

Thesis for the Degree of Philosophiae Doctor
Trondheim, September 2020
Norwegian University of Science and Technology
Faculty of Natural Sciences
Department of Physics

## - NTNU

Norwegian University of
Science and Technology

## NTNU

Norwegian University of Science and Technology
Thesis for the Degree of Philosophiae Doctor
Faculty of Natural Sciences
Department of Physics
© Arnau Sala Cadellans

ISBN 978-82-326-4858-0 (printed ver.)
ISBN 978-82-326-4859-7 (electronic ver.)
ISSN 1503-8181
Doctoral theses at NTNU, 2020:255
Printed by NTNU Grafisk senter

## Abstract

There are many successful proposals for using electron spins in quantum dots as qubits: From the original single-spin qubit proposed by Loss and DiVincenzo to multi-electron qubits. However, despite the considerable progress in the past two decades, a semiconductor quantum dot-based qubit that is scalable, reliable and robust enough for actual quantum information applications has not been realized yet. Common problems in semiconductor quantum dot-based spin qubits are ( $i$ ) the manipulation and coupling of spin states in a scalable way and (ii) the extension of the coherence time of the qubit to allow for enough qubit operations before the quantum state decoheres.

The first problem has been overcome with the so-called exchange-only qubit. In this qubit the spin state of few coupled electrons in neighboring quantum dots can be fully controlled using electric fields only, and these electric fields can be easily localized on the scale of single dots. The second problem, however, is still hindering the progress towards largescale quantum computation using quantum dot-based spin qubits.

In this regard, we propose a feasible and scalable exchange-only spin qubit composed of four quantum dots that is, to leading order, intrinsically insensitive to randomly fluctuating magnetic noise, while still offering a full electric control [1]. Motivated by our findings, we then analyze in full detail the main relaxation mechanisms in exchange-only spin qubits composed of three and four dots, and find the regimes where the coherence time of the qubit can be extended by several orders of magnitude [2]. We then explore the possibility of implementing our proposal from Ref. [1] in a device composed of three quantum dots-which would offer an unprecedented degree of tunability [3]-and in an already existing device with five quantum dots, proving that the straightforward implementation of our proposal is feasible.

We conclude this project with a thorough analysis of a common electric dipole spin resonance (EDSR) experiment in a system composed of two quantum dots with intrinsic spin-mixing mechanisms. EDSR is a broadly used tool for spectroscopy of quantum dots, yet a detailed theoretical analysis of the physics of an electrically driven system of quantum dots at resonance is still lacking. We thus investigate this system with the aim to find an explanation to many of the features observed in an EDSR experiment that are, up to date, unexplained.
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## 1

## Introduction


#### Abstract

This chapter is only an appetizer. We will not go into details here, but we will introduce some concepts that we use in the rest of this thesis.


### 1.1 Quantum computation

It seems that with a computer we can calculate anything: We just need enough memory and enough time. Yet every time we write a code to run some calculations we have to think how to optimize it because we never have enough memory or time. A quantum computer is not much different. We will not be able to solve any problem instantaneously with a quantum laptop (if such a thing ever exists), but if we are smart enough we can use the extra toolbox that quantum mechanics provide to solve some problems very efficiently.

Take for example Shor's algorithm. Everyone has studied (or heard about) this algorithm in undergraduate courses. If you want to factorize a large number $N$ in your laptop you can take the naive approach and try dividing it by all prime numbers between 2 and $\sqrt{N}$, but that can take some time. There are more efficient algorithms to do that, but in the best case the computational time that takes to solve this problem scales exponentially with the number of digits of $N$ and becomes intractable for


Figure 1.1: A quantum state $|\psi\rangle$ is represented as a point in the surface of the Bloch sphere. The angle theta contains information about the overlap between the state $|\psi\rangle$ and the basis states $|0\rangle$ and $|1\rangle$, whereas the angle $\varphi$ describes a phase.
large enough $N[4]$. Shor's algorithm [4-6] may look inefficient too because it requires calculating Fourier transforms, which are typically slow (and also require a large amount of memory). But there is a twist: In a quantum computer we can calculate Fourier transforms in a polynomial time rather than exponential, as is the case in classic computers. Shor's algorithm can thus be implemented in a quantum computer to solve the problem of factorization of large numbers efficiently in a polynomial time.

We will not go into details about quantum computation and quantum algorithms. This is just an example of the powerful capabilities of a quantum computer, but it is not in the scope of this thesis to convince anyone why we need quantum computers and what can they do for us. A quick Google search will already mention some of its applications in Internet security, research, etc. We will instead focus on the most essential part of quantum computers: the qubit. A qubit is a quantum bit. It is the analog of a bit in a classic computer but it is not limited to be either in the state 0 or 1 . A qubit can be in any quantum superposition of the states $|0\rangle$ and $|1\rangle$. Qubits are often represented as points in the surface of a sphere: the Bloch sphere. Indeed, any qubit can be expressed as

$$
\begin{equation*}
|\psi(\theta, \varphi)\rangle=\cos \frac{\theta}{2}|0\rangle+e^{i \varphi} \sin \frac{\theta}{2}|1\rangle, \tag{1.1}
\end{equation*}
$$



Figure 1.2: A 2DEG is formed e.g., close to the interface between a GaAs/AlGaAs heterojunction [9]. It consists of a thin layer ( $\sim 10 \mathrm{~nm}$ ) where electrons can have a high mobility. Top gates $\left(G_{1}\right.$ and $\left.G_{2}\right)$, lithographically grown, can create a depletion zone in the 2DEG (dark areas), isolating a small region where we can trap one or a few excess electrons (the region enclosed by the dashed red curve). This is a quantum dot.
up to an overall phase, where $\theta$ and $\varphi$ are the polar and azimuthal angles in the Bloch sphere of Fig. 1.1. The states $|0\rangle$ and $|1\rangle$ denote the north and south poles, respectively, of the sphere.

A qubit is thus a quantum mechanical two-level system, and we need to find a physical implementation of this two-level system if we want to create a quantum computer. When one thinks about two-level quantum systems the first thing that comes to mind is probably the spin of an electron. That is text-book physics. And that is (maybe) what Daniel Loss and David DiVincenzo thought when they wrote their seminal paper on quantum computation using quantum dots [7].

The idea is very simple: If we can localize one electron and manipulate its spin, we can use the spin states $|\uparrow\rangle$ and $|\downarrow\rangle$ as the qubit states. We also need a mechanism to initialize the qubit into any desired quantum state, read out the output state after running a quantum algorithm and we must also be able to couple this qubit to, at least, another qubit to perform two-qubit gates [4, 8]. In Ref. [7] the authors address all these issues and propose to localize the electrons in quantum dots.

### 1.2 Quantum dots

A quantum dot is a potential well that can trap one or a few electrons (or holes). They are typically fabricated in semiconductors, in a twodimensional electron gas (2DEG). We can think of a 2DEG as a surface in a semiconductor where electrons occupy the conduction band and, thus, can move relatively freely. A 2DEG can be created in Si MOSFETs, in


Figure 1.3: Negative voltages applied to the metallic gates $G_{1}, G_{2}, G_{3}$ and $G_{4}$ create a depletion zone in the 2DEG (blue surface). This results in two small isolated islands, the quantum dots, where electrons can be trapped (red circles). The electrochemical potential in the dots can be controlled by the gates $V_{1}$ and $V_{2}$.
$\mathrm{Si} / \mathrm{Ge}$ heterostructures, in $\mathrm{GaAs} / \mathrm{AlGaAs}$, etc, and in all cases the electrons are confined in a triangular potential along the $z$ direction only, but are unbounded in the $x-y$ plane $[9,10]$.

On top of the heterostructure we can put metallic gates. These can be used to apply a localized electric field and create a depletion zone in the 2DEG (see Fig. 1.2). These depletion zones can be engineered to create a whole closed area in the 2DEG where we can trap one or a few electrons. This artificial potential well is a quantum dot.

Once we have a quantum dot we can couple it to a reservoir (by letting electrons tunnel in and out of the quantum dot) and trap one electron. Then we can use the spin of this localized electron for quantum computation.

### 1.3 Making a spin qubit (using quantum dots)

To understand how a quantum dot-based spin qubit works it is better to see a top view of the device. Fig. 1.3 shows a schematic illustration of a system composed of two quantum dots.

The blue surface represents the 2DEG. On top of the device several metallic gates can be individually addressed to create and manipulate the quantum dots: By applying a negative potential on the gates $G_{i}$, the resulting electric field creates a depletion zone on the 2DEG where electrons are not allowed and a small island where the electrons can be trapped. In Fig. 1.3 we show two of such islands, indicated by red dashed circles. These are the quantum dots. We can control the coupling between the two dots by detuning of the gate $G_{2}$. The gates $G_{1}$ and $G_{3}$ can be
used to allow electrons in and out of the quantum dots, while the gates $V_{1}$ and $V_{2}$ control the electrochemical potential in the dots.

If we now trap one electron in each of the dots we can control its spin with magnetic fields. In fact, with such a simple device, composed of only two quantum dots, it is possible to implement a quantum algorithm [11].

But in this thesis we are not interested in single-spin qubits. The goal of our project is to study decoherence mechanisms in exchange-only spin qubits and mitigate their effects.

## Spin qubits in quantum dots


#### Abstract

This chapter serves as an introduction to the concepts presented in the following chapters and in the papers. Here we also introduce most of the theoretical framework that we need to understand the physics of quantum dot-based, exchange-only spin qubits.


While a two-level system such as the spin of the electron confined in a quantum dot seems the ideal implementation for a qubit, there are many practical issues that make it unfeasible. The two most dramatic obstacles are ( $i$ ) the problem of manipulating a single spin and (ii) the limited coherence of the quantum state $[9,10,12]$.

Since Loss and DiVincenzo's proposal for a spin qubit based on quantum dots, the field has advanced significantly. Major obstacles that would made quantum dot-based spin qubits impractical have been overcome. The first problem mentioned above is not an issue anymore if we use exchange-only (XO) spin qubits. These are quantum dot-based spin qubits that can be fully manipulated solely by electrostatic gates built on the top surface of the nanostructure [13, 14].

The second problem, on the other hand, is still hindering the progress in the field of semiconductor spin qubits and constitutes the motivation of this thesis. Quantum coherence can be lost if the spin couples to randomly fluctuating magnetic fields, such as those produced by the ensemble of


Figure 2.1: Diagram of the electric potential in a system of two quantum dots along the $x$ direction, within the 2DEG. (a) The system is initialized in a configuration where each quantum dot (gray areas) is occupied by one electron (red dots). (b) Electrons can tunnel to neighboring quantum dots when the tunnel barrier is low enough.
nuclear spins in the spin-full atoms of the material that host the quantum dot. These atoms are typically Ga and As, or even natural silicon, and in all cases nuclear spins have a dramatic effect on the coherence time of the qubits. On top of that, electric noise and electron-phonon coupling, together with other spin-mixing mechanisms such as spin-orbit interaction, also contribute substantially to decoherence [15-18].

### 2.1 The singlet-triplet qubit

We already mentioned that manipulating a single spin is challenging, although not impossible. It can be achieved by using localized magnetic fields on the quantum dot that contains the single electron [19] or via an on-chip microwave antenna [20], but the complexity of the resulting system would make scalability virtually impossible, since a full control of the qubit requires a control over two perpendicular directions of the fields. Lots of research has therefore been devoted to achieve an electric control of the qubit, and very soon some devices capable of a partial electric control were built and tested. One of them is the singlet-triplet (S-T) qubit [21-23]. This device is composed of two quantum dots with one excess electron on each of the dots. The two quantum dots are tunnel coupled. This means that the potential barrier between the two quantum dots, schematically represented in Fig. 2.1, is low enough so that one of the electrons can jump from one quantum dot into the other.

When the two electrons are confined in different quantum dots, the spin of the system can be in four possible states: the spins can either form a singlet or a triplet with different spin projections,

$$
\begin{align*}
|S\rangle & =\frac{1}{\sqrt{2}}(|\uparrow \downarrow\rangle-|\downarrow \uparrow\rangle)  \tag{2.1}\\
\left|T^{(0)}\right\rangle & =\frac{1}{\sqrt{2}}(|\uparrow \downarrow\rangle+|\downarrow \uparrow\rangle)  \tag{2.2}\\
\left|T^{(+)}\right\rangle & =|\uparrow \uparrow\rangle  \tag{2.3}\\
\left|T^{(-)}\right\rangle & =|\downarrow \downarrow\rangle \tag{2.4}
\end{align*}
$$

The system can then be tuned in the spin blockade regime (or Pauli spin blockade regime) [9]. In this regime two electrons can occupy the same quantum dot only if they form a singlet state, but doubly occupancy is forbidden if they form a triplet.

We model the quantum dots as a parabolic potential in the $x$ and $y$ directions but we assume a very strong potential on the $z$ direction. If we consider only one electron, integrating out the $z$ component leaves us with the single-particle Hamiltonian

$$
\begin{equation*}
H=\frac{1}{2 m^{*}}(\mathbf{p}+e \mathbf{A}(\mathbf{r}))^{2}+\frac{1}{2} m^{*} \omega_{0}^{2} \mathbf{r}^{2} \tag{2.5}
\end{equation*}
$$

where $\mathbf{p}$ is the momentum of the electron, $\mathbf{r}$ is its coordinates vector, $\mathbf{A}$ is the vector potential, $\omega_{0}$ sets the effective radius of the dot $\sigma_{0}=$ $\sqrt{\hbar /\left(m^{*} \omega_{0}\right)}$ and $m^{*}$ is the effective mass of the electron. The solutions of the Schrödinger equation for an electron confined in such a potential are the Fock-Darwin states [24], with eigenenergies equally spaced by $E_{\text {orb }}=\hbar^{2} /\left(m^{*} \sigma_{0}^{2}\right)$. Let us consider a quantum dot with size $\sigma_{0}$ and with one electron, as we show in the diagram in Fig. 2.2(a). If we add a second electron and they form a singlet state, then the electrons can occupy the same orbital state and the only cost in energy will be given by an electrochemical potential $V_{g}$ and a Coulomb potential $U$ [Fig. 2.2(b)]; but if the two electrons from a triplet state instead, Pauli's exclusion principle states that the electrons must occupy different orbital states and, therefore, the energy cost will be further incremented by $E_{\text {orb }}$ [Fig. 2.2(c)]. If $\sigma_{0}$ is small enough, doubly occupancy of the dot by a pair of electrons in a triplet state will be, in practice, forbidden. This is the Pauli spin blockade regime, and it has some implications: In a double dot with a finite tunnel barrier between the dots and with one electron on each quantum dot, as in Fig. 2.1, if the electrons form a singlet state then one of the electrons can
(a)

(b)

(c)


Figure 2.2: Schematic representation of the orbital states in a quantum dot in the Pauli spin blockade regime. (a) The system contains one electron that occupies the lowest state. (b) If two electrons are added into the dot and they both occupy the lowest orbital state, the energy of the system is increased by an electrochemical potential $V_{g}$ and a Coulomb potential $U$. This is only possible if the two electrons form a singlet state. (c) If the two electrons form a triplet state, the energy will be further increased by $E_{\text {orb }}$, an energy that is typically orders of magnitude larger than any other energy scale in the system.
tunnel into the neighboring dot, but if they form a triplet state they cannot. The S-T spin qubit takes advantage of this spin-selective tunneling.

A typical energy spectrum for a S-T qubit is shown in Fig. 2.3 [9]. In the presence of an external magnetic field the polarized triplet states $\left(\left|T^{(+)}\right\rangle\right.$and $\left.\left|T^{(-)}\right\rangle\right)$split out, while the singlet and the unpolarized triplet $\left(|S\rangle\right.$ and $\left.\left|T^{(0)}\right\rangle\right)$ remain degenerate. If the tunnel barrier between the two dots is low enough then the singlet state hybridizes with the state $\left|S_{02}\right\rangle$ this is the state with zero electrons in one dot and two electrons forming a singlet state in the other dot. This results in an exchange energy splitting $J$ between the singlet and triplet states. One can then use these two states as the qubit states: we can define $|0\rangle \equiv|S\rangle$ and $|1\rangle \equiv\left|T^{(0)}\right\rangle$. The effective Hamiltonian for such a qubit, with a fixed tunnel barrier, is given by ${ }^{1}$

$$
\begin{equation*}
H_{\mathrm{eff}}=\frac{1}{2} J \sigma^{z}+\frac{1}{2} g \mu_{\mathrm{B}} \Delta B_{z} \sigma^{x}, \tag{2.6}
\end{equation*}
$$

[^0]

Figure 2.3: Typical energy spectrum of a S-T qubit as a function of the gate-induced offset $V_{g}$ in one of the dots, keeping the electrochemical potential in the other dot fixed. Red lines show singlet states and blue lines triplet states. When the tunnel barrier is small enough, the states $|S\rangle$ and $\left|S_{02}\right\rangle$ hybridize and an emerging exchange energy $J$ splits out the singlet and triplet states. The vertical gray line indicates a possible operating point of the qubit.
with a qubit splitting $J$ that depends on the gate offset potential $V_{g}$ that we apply to one of the quantum dots. This potential can thus be used to achieve an electric control of the $z$ axis in the Bloch sphere, while for the detuning along a perpendicular axis (for qubit rotations) we still need localized magnetic fields in the form of a magnetic field gradient $\Delta B_{z}$ between the two dots. The remaining two parameters, $g$ and $\mu_{\mathrm{B}}$, are the $g$-factor and the Bohr magneton.

The S-T spin qubit thus limits the need for localized magnetic fields to only gradients of fields in one direction, and opens the path to a full electric control of spin qubits. Indeed, the work of the authors in Ref. [21] indicate that a full electric control can be achieved if the origin of all the detuning axis is an exchange interaction.

### 2.2 The exchange-only qubit

As in the S-T qubit, the exchange-only (XO) qubit also uses multi-spin states as qubit states. In this chapter we focus on the triple quantum dot XO spin qubit. This qubit is composed of three quantum dots with one electron each. The dots are placed in a linear array and are tunnel coupled to each other, as we show in Fig. 2.4. The system is tuned into the spin blockade regime, allowing each dot $i$ to contain $N_{i} \in\{0,1,2\}$ excess


Figure 2.4: We consider three quantum dots in a linear array. The dots are tunnel coupled to the nearest neighbor only, and the strength of this tunneling interaction can be controlled by gate electrodes on the semiconductor. The electrochemical potential on each quantum dot can be controlled by the gate-induced offsets $V_{1}, V_{2}$ and $V_{3}$.
electrons. We model the system with a Hubbard-like Hamiltonian [25-28]:

$$
\begin{equation*}
H_{\text {Hubb }}=\sum_{i}\left[\frac{U}{2} n_{i}\left(n_{i}-1\right)-V_{i} n_{i}\right]+\sum_{\langle i, j\rangle} U_{c} n_{i} n_{j}+\sum_{\langle i, j\rangle, \alpha} \frac{t_{i j}}{\sqrt{2}} c_{i, \alpha}^{\dagger} c_{j, \alpha} \tag{2.7}
\end{equation*}
$$

In this expression the operator $n_{i}=\sum_{\alpha} c_{i, \alpha}^{\dagger} c_{i, \alpha}$ is the particle number operator for the $\operatorname{dot} i$, with $c_{i, \alpha}^{\dagger}$ the creation operator for an electron with $\operatorname{spin} \alpha$ in the orbital ground state of dot $i$. The first two terms describe the electrostatic energy of the system. The energy $U$ is the responsible for the Coulomb interaction between two electrons in the same quantum dot. When only one electron (or none) is present in the quantum dot this term vanishes. The next term, with $V_{i}$, accounts for the electrochemical potential on each quantum dot when it contains at least one excess electron. This is controlled by electric fields coming from the electrostatic gates that are lithographically placed on top of the device. Lastly, the term with $U_{c}$ accounts for the Coulomb repulsion between two electrons in neighboring quantum dots. This energy $U_{c}$ is typically smaller than the on-site Coulomb repulsion $U$. We will assume throughout (unless otherwise specified) that the orbital level splitting on the dots, $E_{\text {orb }}$, is the largest energy scale in the system (larger than $U$ ), so we will only include states involving double occupation $\left(N_{i}=2\right)$ if the two electrons are in a singlet state.

With three electrons, each in one different quantum dot, there are eight possible spin states-four doublets and four quadruplets-, all degenerate:

$$
\begin{equation*}
\left|0_{-1 / 2}\right\rangle=\frac{1}{\sqrt{6}}(|\downarrow \downarrow \uparrow\rangle+|\uparrow \downarrow \downarrow\rangle-2|\downarrow \uparrow \downarrow\rangle), \tag{2.8}
\end{equation*}
$$

$$
\begin{align*}
\left|1_{-1 / 2}\right\rangle & =\frac{1}{\sqrt{2}}(|\downarrow \downarrow \uparrow\rangle-|\uparrow \downarrow \downarrow\rangle)  \tag{2.9}\\
\left|Q_{-1 / 2}\right\rangle & =\frac{1}{\sqrt{3}}(|\downarrow \downarrow \uparrow\rangle+|\uparrow \downarrow \downarrow\rangle+|\downarrow \uparrow \downarrow\rangle)  \tag{2.10}\\
\left|Q_{-3 / 2}\right\rangle & =|\downarrow \downarrow \downarrow\rangle  \tag{2.11}\\
\left|0_{+1 / 2}\right\rangle & =\frac{1}{\sqrt{6}}(|\uparrow \uparrow \downarrow\rangle+|\downarrow \uparrow \uparrow\rangle-2|\uparrow \downarrow \uparrow\rangle)  \tag{2.12}\\
\left|1_{+1 / 2}\right\rangle & =\frac{1}{\sqrt{2}}(|\uparrow \uparrow \downarrow\rangle-|\downarrow \uparrow \uparrow\rangle)  \tag{2.13}\\
\left|Q_{+1 / 2}\right\rangle & =\frac{1}{\sqrt{3}}(|\uparrow \uparrow \downarrow\rangle+|\downarrow \uparrow \uparrow\rangle+|\uparrow \downarrow \uparrow\rangle)  \tag{2.14}\\
\left|Q_{+3 / 2}\right\rangle & =|\uparrow \uparrow \uparrow\rangle \tag{2.15}
\end{align*}
$$

The states $\left|0_{-1 / 2}\right\rangle,\left|1_{-1 / 2}\right\rangle$ and $\left|Q_{-1 / 2}\right\rangle$ have a spin projection $S_{z}^{\text {tot }}=-\frac{1}{2}$, whereas the states $\left|0_{+1 / 2}\right\rangle,\left|1_{+1 / 2}\right\rangle$ and $\left|Q_{+1 / 2}\right\rangle$ have a spin projection $S_{z}^{\text {tot }}=\frac{1}{2}$. The states $\left|Q_{-3 / 2}\right\rangle$ and $\left|Q_{+3 / 2}\right\rangle$ have a spin projection $S_{z}^{\text {tot }}=-\frac{3}{2}$ and $S_{z}^{\text {tot }}=\frac{3}{2}$, respectively. A magnetic field along the $z$ direction will thus split out some states, adding an energy $E_{Z}$ between them. However, some degeneracies will remain.

The last term in the Hamiltonian (2.7) describes the tunneling interaction between quantum dots. Electrons can tunnel from one dot to the other via a process that preserves the spin of the tunneling electron. This interaction lifts the remaining degeneracies. Let us focus on the subspace formed by the doublet states $\left|0_{-1 / 2}\right\rangle,\left|1_{-1 / 2}\right\rangle$ and the spin- $\frac{1}{2}$ quadruplet $\left|Q_{-1 / 2}\right\rangle$ : because of the magnetic field, the other states will be further apart in the spectrum. These states can also be written as:

$$
\begin{align*}
|0\rangle & \equiv\left|0_{-1 / 2}\right\rangle
\end{aligned}=\frac{1}{\sqrt{3}}\left(\left|S_{12}\right\rangle\left|\downarrow_{3}\right\rangle-\left|S_{23}\right\rangle\left|\downarrow_{1}\right\rangle\right), ~ \begin{aligned}
&|1\rangle \equiv\left|1_{-1 / 2}\right\rangle  \tag{2.16}\\
&\left|Q_{1}\right\rangle \equiv\left|Q_{-1 / 2}\right\rangle  \tag{2.17}\\
&=\frac{1}{2 \sqrt{3}}\left(\left|T_{12}^{(0)}\right\rangle\left|\downarrow_{3}\right\rangle+\left|T_{13}^{(0)}\right\rangle\left|\downarrow_{2}\right\rangle+\left|T_{23}^{(0)}\right\rangle\left|\downarrow_{1}\right\rangle\right) \tag{2.18}
\end{align*}
$$

Where $\left|S_{i j}\right\rangle$ indicates a singlet pairing between electrons in dots $i$ and $j$ and $\left|\downarrow_{i}\right\rangle$ indicates a spin-down electron in dot $i$. Similarly, $\left|T_{i j}^{(0)}\right\rangle$ indicates an unpolarized triplet pairing between electrons in dots $i$ and $j$.

The qubit will be manipulated by a modulation of the potentials $V_{i}$, but since an equal shift of all three potentials only adds an offset to the Hamiltonian we only need to consider two independent detuning parameters [28]. For these we choose $\epsilon=\left(V_{3}-V_{1}\right) / 2$ and $V_{m}=\left(V_{1}+V_{3}\right) / 2-V_{2}$.


Figure 2.5: (a) Charge stability diagram as a function of the detuning parameters $\epsilon$ and $V_{m}$. We show the position of the sweet spot, at the center of the $(1,1,1)$ region, and the RX regimes. (b) Schematic representation of the lowest part of the energy spectrum of an XO qubit within the RX regime as a function of $\epsilon$ (in arbitrary units), with $t_{12}=t_{23}$. For completeness we have included the state $\left|Q_{2}\right\rangle=\left|Q_{-3 / 2}\right\rangle$ in the spectrum. In both panels we have used $U_{c}=0.3 U$ and $V_{2}=2 U_{c}-V_{1}-V_{3}$.

Recall that the system is tuned into the spin blockade regime. Since the state $\left|Q_{1}\right\rangle$ is formed by triplet pairings only, the electrons in this state cannot tunnel from one quantum dot to another. For the other two states, tunneling is possible. The three electrons can then be in different charge states. We have started this discussion with the electrons in the charge state $(1,1,1)$, where $\left(N_{1}, N_{2}, N_{3}\right)$ indicates the number of electrons in each quantum dot. Because of the finite tunneling interaction, other states are possible. We can, in fact, use the electrostatic part of the Hamiltonian in Eq. (2.7) to find out which charge states are relevant. For that we evaluate the energy of different charge states and construct a diagram that shows the lowest energetic charge state for different values of the detuning parameters $\epsilon$ and $V_{m}$. The result is the charge stability diagram (CSD) in Fig. 2.5(a).

In the following we will consider the charge states $(2,0,1),(1,0,2)$, $(1,2,0)$ and $(0,2,1)^{2}$. Given that doubly-occupied quantum dots can only host singlet states, all the spin states that we need after including these extra charge states take the form $\left|S_{11}\right\rangle \otimes\left|\uparrow_{3}\right\rangle,\left|S_{11}\right\rangle \otimes|\downarrow 3\rangle$, etc. That is,

[^1]two spin states per charge state.
Let us summarize what we have so far: We have a list of eight states in the $(1,1,1)$ charge region, but we also have a strong magnetic field that splits the states, so we can focus on the subspace formed by the states with $S_{z}=-\frac{1}{2}$; There are other charge states that are coupled to the states in $(1,1,1)$, and these need also to be considered. For simplicity we will consider an XO qubit operated at the resonant-exchange (RX) regime - top of the $(1,1,1)$ charge region in Fig. 2.5. To study a system in this regime we only need three charge states: the states $(1,1,1),(2,0,1)$ and $(1,0,2)$, with the spin states $|0\rangle,|1\rangle,\left|Q_{1}\right\rangle,\left|D_{201}\right\rangle \equiv\left|S_{11}\right\rangle \otimes\left|\downarrow_{3}\right\rangle$ and $\left|D_{102}\right\rangle \equiv$ $\left|S_{33}\right\rangle \otimes\left|\downarrow_{1}\right\rangle$. We subsequently use the basis $\left\{|0\rangle,|1\rangle,\left|Q_{1}\right\rangle,\left|D_{201}\right\rangle,\left|D_{102}\right\rangle\right\}$. Using this basis the Hamiltonian in Eq. (2.7) takes the form:
\[

H_{Hubb}=\left($$
\begin{array}{ccccc}
0 & 0 & 0 & \frac{\sqrt{3}}{2} t_{12} & -\frac{\sqrt{3}}{2} t_{23}  \tag{2.19}\\
0 & 0 & 0 & -\frac{1}{2} t_{12} & -\frac{1}{2} t_{23} \\
0 & 0 & 0 & 0 & 0 \\
\frac{\sqrt{3}}{2} t_{12} & -\frac{1}{2} t_{12} & 0 & U-2 U_{c}+\epsilon-V_{m} & 0 \\
-\frac{\sqrt{3}}{2} t_{23} & -\frac{1}{2} t_{23} & 0 & 0 & U-2 U_{c}-\epsilon-V_{m}
\end{array}
$$\right)
\]

In order to arrive to this expression we have subtracted an energy offset $E_{\text {off }}=2 U_{c}-V_{1}-V_{2}-V_{3}-\frac{1}{2} E_{\mathrm{z}}$. Note the block structure of the Hamiltonian. We can identify a first $3 \times 3$ block, where all the matrix elements are zero; a second $2 \times 2$ block, with non-zero elements in the diagonal; and the tunnel elements coupling the two blocks. By writing the Hamiltonian in this way we can see that the states in the $(1,1,1)$ region will hybridize with the states in the other charge regions. This hybridization provides an additional exchange energy that lifts the degeneracy of the states in the $(1,1,1)$ region. For a small enough tunneling $t_{i j} \ll\left(U-2 U_{c} \pm \epsilon-V_{m}\right)$, this exchange energy can be evaluated perturbatively. We chose to apply a Schrieffer-Wolff (SW) transformation to the Hamiltonian (2.19) to separate the two blocks. A SW transformation is a very useful method to do a perturbation expansion of a Hamiltonian when some of the states are degenerate, as the first block of the Hamiltonian above ${ }^{3}$.

After the transformation, the first block contains a shift in the energies due to the exchange interaction between the quantum dots. The SW transformation also results in an effective coupling, whose origin is also the exchange interaction, that couples the two qubit states. The quadruplet

[^2]state remains unmodified and decoupled from the other states because there are no tunnel coupling elements between this state and any other state in a different charge region. To simplify the notation further we define $\Delta \equiv U-2 U_{c}-V m$, and write the transformed Hamiltonian into the $(1,1,1)$ subspace:
\[

H_{\mathrm{SW}}=\left($$
\begin{array}{ccc}
-\frac{3}{4}\left(\frac{t_{12}^{2}}{\Delta+\epsilon}+\frac{t_{23}^{2}}{\Delta-\epsilon}\right) & \frac{\sqrt{3}}{4}\left(\frac{t_{12}^{2}}{\Delta+\epsilon}-\frac{t_{23}^{2}}{\Delta-\epsilon}\right) & 0  \tag{2.20}\\
\frac{\sqrt{3}}{4}\left(\frac{t_{12}^{2}}{\Delta+\epsilon}-\frac{t_{23}^{2}}{\Delta-\epsilon}\right) & -\frac{1}{4}\left(\frac{t_{12}^{2}}{\Delta+\epsilon}+\frac{t_{23}^{2}}{\Delta-\epsilon}\right) & 0 \\
0 & 0 & 0
\end{array}
$$\right)
\]

If we now project this Hamiltonian onto the qubit subspace and subtract an energy offset we can write the effective qubit Hamiltonian as

$$
\begin{equation*}
H_{\mathrm{qb}}=\frac{1}{2} J_{z} \sigma^{z}+J_{x} \sigma^{x} \tag{2.21}
\end{equation*}
$$

with the exchange energies $J_{z}$ and $J_{x}$ given by

$$
\begin{equation*}
J_{z}=\frac{1}{2}\left(\frac{t_{12}^{2}}{\Delta+\epsilon}+\frac{t_{23}^{2}}{\Delta-\epsilon}\right), \quad J_{x}=\frac{\sqrt{3}}{4}\left(\frac{t_{12}^{2}}{\Delta+\epsilon}-\frac{t_{23}^{2}}{\Delta-\epsilon}\right) \tag{2.22}
\end{equation*}
$$

and $\sigma^{x}$ and $\sigma^{z}$ the first and third Pauli matrices. This is the Hamiltonian of a triple quantum dot XO qubit in the RX regime. For equal tunneling between quantum dots $\tau \equiv t_{12}=t_{23}$, at zero detuning, defined as $\epsilon=0$, the exchange energies reduce to $J_{z}=\tau^{2} / \Delta$ and $J_{x}=0$. The qubit splitting $J_{z}$ can thus be controlled via the gate potentials by changing $\Delta$, thus providing an electric control over the $z$ axis in the Bloch sphere.

### 2.2.1 Manipulation of the qubit

Let us go back to the Hamiltonian (2.19). The matrix element coupling the state $|0\rangle$ to the state $\left|D_{201}\right\rangle$ is larger than the matrix element coupling the state $|1\rangle$ to the state $\left|D_{201}\right\rangle$ by a factor $\eta_{201}=\sqrt{3}$, but they are both non-zero. There is, therefore, another state $\left|\psi_{201}\right\rangle$ that will couple with a larger matrix element to the state $\left|D_{201}\right\rangle$. If we take the states $|0\rangle$ and $|1\rangle$ as opposite states in the Bloch sphere, the state $\left|\psi_{201}\right\rangle$ that maximally couples to the state $\left|D_{201}\right\rangle$ is at an angle $\theta_{201}=2 \arctan \left(\eta_{201}\right)=2 \pi / 3$ in the Bloch disk (a vertical cut of the Bloch sphere). Similarly, the state $\left|\psi_{102}\right\rangle$ that maximally couples to the state $\left|D_{102}\right\rangle$ is at an angle $\theta_{102}=2 \arctan \left(\eta_{102}\right)=-2 \pi / 3$ in the Bloch disk. We show this in Fig. 2.6.


Figure 2.6: Vertical cut of the Bloch sphere. Here we can see the detuning axes that result from the exchange interaction. At zero detuning, with $J_{x}=0$ and $J_{z}=\tau^{2} / \Delta$, the Bloch field points towards the north pole, but pulsing into the neighboring charge states results in a detuning axis along $\theta_{201}=2 \pi / 3$ and $\theta_{102}=-2 \pi / 3$.

The ratio $J_{x} / J_{z}=-\sqrt{3} \epsilon /(2 \Delta)$ additionally shows that we can achieve any rotation angle continuously from 0 to $2 \pi / 3$. This function is continuous in $\epsilon$ and vanishes at $\epsilon=0$. At this point the Bloch field points towards the North pole, thus $\theta=0$. Increasing theta will make the Block field tilt continuously up to its maximum angle $\theta_{\max }=2 \pi / 3$ when $\epsilon$ is large enough to drive the system into the charge state $(2,0,1)$. We thus have full control of the qubit by detuning of the gate-induced offsets $V_{i}$.

The qubit can also be manipulated via Rabi driving. A small perturbation of $\epsilon$ around zero detuning results in the Hamiltonian

$$
\begin{equation*}
H_{\mathrm{qb}}=\frac{1}{2} \frac{\tau^{2}}{\Delta} \sigma^{z}-\frac{\sqrt{3}}{2} \frac{\tau^{2} \epsilon}{\Delta^{2}} \sigma^{x}+\mathcal{O}\left(\epsilon^{2}\right) \tag{2.23}
\end{equation*}
$$

A small, periodic detuning on $\epsilon$ around $\epsilon=0$ will thus not shift the qubit splitting substantially but it will provide rotation axis along the orthogonal direction that will induce fast periodic oscillations between the qubit states. Let us see this in more detail. Consider the qubit Hamiltonian in Eq. (2.23) but with a periodic detuning $\epsilon=A \cos \omega t$ oscillating around $\epsilon=0$ with an amplitude $A$ and a frequency $\omega$. We can write this Hamiltonian as

$$
\begin{equation*}
H_{\mathrm{qb}}^{\prime}=\frac{1}{2} \hbar \omega_{z} \sigma^{z}+\tilde{A} \cos (\omega t) \sigma^{x}, \tag{2.24}
\end{equation*}
$$

with $\tilde{A}=\sqrt{3} \tau^{2} A /\left(2 \Delta^{2}\right)$ and the qubit splitting $\hbar \omega_{z}=\tau^{2} /(2 \Delta)$. We then move into a rotating frame via a unitary transformation

$$
\begin{equation*}
H_{\mathrm{rf}}=e^{i \omega_{z} t \sigma^{z}} H_{\mathrm{qb}}^{\prime} e^{-i \omega_{z} t \sigma^{z}} \tag{2.25}
\end{equation*}
$$

Since we are interested in driving the system at resonance, with $\omega=\omega_{z}$, we use a rotating wave approximation to remove the fast oscillating terms (terms that oscillate with $\omega+\omega_{z}$ ) and keep only the terms that oscillate with $\omega-\omega_{z}$. At resonance, this Hamiltonian simplifies to

$$
\begin{equation*}
H_{\mathrm{rf}}^{\prime}=\frac{1}{2} \tilde{A} \sigma^{x} \tag{2.26}
\end{equation*}
$$

Now we can solve the Schrödinger equation with this Hamiltonian and find the time evolution of an initial qubit state. Suppose that we prepare the system into the state $|0\rangle$ and after some time $t$ we want to measure the probability of finding the system in the state $|1\rangle$. This probability is given by

$$
\begin{equation*}
P_{1}(t)=|\langle 1 \mid 0(t)\rangle|^{2}=\sin ^{2}\left(\frac{\tilde{A} t}{2 \hbar}\right) \tag{2.27}
\end{equation*}
$$

Via a detuning of the offset potentials $V_{i}$, we thus expect to see $\underset{\sim}{\text { Rabi }}$ oscillations from one qubit state to the other with a frequency $\Omega=\tilde{A} / \hbar$.

### 2.3 Electron-phonon coupling

In quantum dot-based spin qubits where both qubit states have the same spin structure - doublets in the case of triple dot XO qubits or singlets in the case of the XO singlet-only spin qubit of Paper I, see Chapter 3-one of the main mechanisms of qubit relaxation is the coupling of phonons with the electrons in the quantum dots [27, 28]. This electron-phonon coupling is also responsible for the dissipation of energy during other relaxation processes $[16-18,29,30]$ : An electron in an excited state $|\uparrow\rangle$ with energy $E_{\mathrm{Z}} / 2$ under the presence of a Zeeman field and random magnetic noise $g \mu_{\mathrm{B}} \boldsymbol{\delta} \mathbf{B} \cdot \boldsymbol{\sigma}$, can relax into the lower energy state $|\downarrow\rangle$, with energy $-E_{\mathrm{Z}} / 2$, with the consequent dissipation of energy $\delta_{\text {dis }}=E_{\mathrm{Z}}$ by a phonon. It is thus utterly necessary to account for the effects of the electron-phonon coupling when studying the coherence time of a semiconductor spin qubit.

We estimate the coherence time by evaluating the relaxation rate from one initial state $|i\rangle$ to another state $|f\rangle$ using Fermi's golden rule and considering the electron-phonon interaction perturbatively. The relaxation
rate to lowest order in perturbation is

$$
\begin{equation*}
\left.\Gamma_{i \rightarrow f}=\frac{2 \pi}{\hbar}\left|\langle f| H^{\prime}\right| i\right\rangle\left.\right|^{2} \delta\left(E_{f}-E_{i}\right) \tag{2.28}
\end{equation*}
$$

with $|i\rangle$ and $|f\rangle$ two eigenstates of the unperturbed Hamiltonian, with energies $E_{i}$ and $E_{f}$, respectively; $H^{\prime}$ would be the Hamiltonian that describes the electron-phonon interaction. We model this interaction as

$$
\begin{equation*}
H_{\mathrm{e}-\mathrm{ph}}=\sum_{\mathbf{k}, p} \lambda_{\mathbf{k}, p} \rho_{\mathbf{k}}\left(a_{\mathbf{k}, p}+a_{-\mathbf{k}, p}^{\dagger}\right) \tag{2.29}
\end{equation*}
$$

where $\lambda_{\mathbf{k}, p}$ are the matrix elements of the electron-phonon coupling, $\rho_{\mathbf{k}}$ is the Fourier transform of the electronic density operator and $a_{\mathbf{k}, p}^{\dagger}$ is a ladder operator that creates a phonon with momentum $\mathbf{k}$ and polarization $p$. In a system with $n$ quantum dots, the Fourier transform of the density operator in second quantization formalism, is

$$
\begin{equation*}
\rho_{\mathbf{k}, \alpha}=\sum_{i, j=1}^{n} \int_{-\infty}^{\infty} d \mathbf{r} e^{-i \mathbf{k} \cdot \mathbf{r}} \psi_{i}^{*}(\mathbf{r}) \psi_{j}(\mathbf{r}) c_{i, \alpha}^{\dagger} c_{j, \alpha} \tag{2.30}
\end{equation*}
$$

with the electron wave function $\psi_{i}(\mathbf{r})$ (now accounting for spin as well, indicated by the index $\alpha$ ). For circular quantum dots defined by the parabolic potential from Eq. (2.5), these wave function are given by the Fock-Darwin states $[16] \psi_{i}(\mathbf{r})=\exp \left[-\left(\mathbf{r}-\mathbf{d}_{i}\right)^{2} / 4 \sigma_{0}^{2}\right] / \sqrt{\pi \sigma_{0}^{2}}$, where $\mathbf{d}_{i}$ labels the position of the dot $i$. For simplicity we will assume that the wave functions of two electrons in different quantum dots do not overlap, such that $\int d \mathbf{r} e^{-i \mathbf{k} \cdot \mathbf{r}} \psi_{i}^{*}(\mathbf{r}) \psi_{j}(\mathbf{r})=0$ if $i \neq j$, and we instead include this overlap in the Hubbard Hamiltonian only as a phenomenological parameter ${ }^{4}$ : the tunneling elements $t_{i j}$. We impose a strong confinement along the $z$ direction (perpendicular to the plane of the 2DEG) and set the origin of coordinates to one of the quantum dots (i.e., $\mathbf{d}_{1}=0$ ). The matrix elements of the electronic density operator will then be

$$
\begin{equation*}
\int_{-\infty}^{\infty} d \mathbf{r} e^{-i \mathbf{k} \cdot \mathbf{r}} \psi_{i}^{*}(\mathbf{r}) \psi_{i}(\mathbf{r})=e^{-i \mathbf{k} \cdot \mathbf{d}_{i}} F_{\mathbf{k}} \tag{2.31}
\end{equation*}
$$

with $F_{\mathbf{k}}=\exp \left[-k_{\|}^{2} \sigma_{0}^{2} / 4\right]$, where $k_{\|}$is the projection of the vector $\mathbf{k}$ into the plane of the quantum dots, $\sigma_{0}$ is the size of the quantum dot.

[^3]There is one remaining element in Eq. (2.29) that we have not talked about: the matrix elements of the electron-phonon coupling. These matrix elements are given by

$$
\begin{equation*}
\lambda_{\mathbf{k}, p}=\left(M_{\mathrm{pe}}^{(p)}+M_{\mathrm{def}}^{(p)}\right) \sqrt{\frac{\hbar}{2 \rho \mathcal{V} v_{p} k}} \tag{2.32}
\end{equation*}
$$

$M_{\mathrm{pe}}^{(p)}$ and $M_{\mathrm{def}}^{(p)}$ describe the coupling to piezoelectric and deformation phonons, respectively, $\rho$ is the mass density of the semiconductor, $\mathcal{V}$ is a normalization volume and $v_{p}$ is the sound velocity for the phonons with polarization $p$. In the rest of the text we will consider quantum dots in GaAs and Si only. We will therefore describe these couplings for the two materials. For GaAs, we have both piezoelectric and deformation phonons, and the couplings $M_{\mathrm{pe}}^{(p)}$ and $M_{\mathrm{def}}^{(p)}$ are given by

$$
\begin{equation*}
M_{\mathrm{pe}}^{(p)}=i e h_{14} A_{\mathbf{k}, p}, \quad M_{\mathrm{def}}^{(p)}=\Xi k \delta_{p l} \tag{2.33}
\end{equation*}
$$

where $e$ is the elementary electric charge, $h_{14}$ is the piezoelectric constant, $\Xi$ is the deformation potential and $A_{\mathbf{k}, p}$ are the anisotropy factors, which depend only on the phonon polarization $p=\left\{l, t_{1}, t_{2}\right\}$ and the direction of the vector $\mathbf{k}$. For GaAs they read [16]:

$$
\begin{align*}
\left(A_{\mathbf{k}, l}\right)^{2} & =9 \cos ^{2}(\theta) \sin ^{4}(\theta) \sin ^{2}(2 \phi)  \tag{2.34}\\
\left(A_{\mathbf{k}, t 1}\right)^{2} & =\frac{1}{4}[1+3 \cos (2 \theta)]^{2} \sin ^{2}(\theta) \sin ^{2}(2 \phi)  \tag{2.35}\\
\left(A_{\mathbf{k}, t 2}\right)^{2} & =\sin ^{2}(2 \theta) \cos ^{2}(2 \phi) \tag{2.36}
\end{align*}
$$

where the polar direction $\theta=0$ is taken to be perpendicular to the plane of the 2DEG and the azimuthal angle $\phi$ is the in-plane angle. We assumed that the direction $\{\theta, \phi\}=\{\pi / 2,0\}$ points along the [100] crystallographic direction. For Si quantum dots these expressions are simpler because there are no piezoelectric phonons in this semiconductor [31]:

$$
\begin{equation*}
M_{\mathrm{def}}^{(l)}=\left(\Xi_{d}+\Xi_{u} \cos ^{2} \theta\right) k, \quad M_{\mathrm{def}}^{\left(t_{1}\right)}=\Xi_{u} \sin \theta \cos \theta k \tag{2.37}
\end{equation*}
$$

and the coupling for one of the transversal polarizations is zero $M_{\text {def }}^{\left(t_{2}\right)}=0$. With these ingredients we can calculate relaxation rates from an initial state $|i ; \mathrm{vac}\rangle \equiv|i\rangle \otimes|\mathrm{vac}\rangle$ to a final state $\left|f ; 1_{\mathbf{k}, p}\right\rangle \equiv|f\rangle \otimes\left|1_{\mathbf{k}, p}\right\rangle$, where $|\mathrm{vac}\rangle$ is the phonon vacuum and $\left|1_{\mathbf{k}, p}\right\rangle$ describes a phonon with momentum $\mathbf{k}$ and polarization $p$. More specifically, we evaluate

$$
\begin{equation*}
\left.\Gamma_{i \rightarrow f}=\sum_{\mathbf{k}, p} \frac{2 \pi}{\hbar}\left|\left\langle f ; 1_{\mathbf{k}, p}\right| H_{\mathrm{e}-\mathrm{ph}}\right| i ; \mathrm{vac}\right\rangle\left.\right|^{2} \delta\left(E_{f}-E_{i}\right) \tag{2.38}
\end{equation*}
$$

where we summed over all possible final states, i.e., all phonon momenta and polarizations. If we want to study other relaxation processes that combine the electron-phonon interaction with another mechanism then we will need to include other terms in the perturbation expansion. We will see that when we study spin-mixing mechanisms of relaxation in the section 2.5 below.

### 2.4 Electric noise and sweet spots

Another important source of decoherence is the electric noise. The coupling strength between the spin of an electron and electric fields produced by random electric noise is not strong enough to be relevant. However, in XO qubits, where we have full control of the quantum states by electric fields only, the system is very susceptible to electric noise in the form of electric field fluctuations in the gate offsets $V_{i}[32-34]$. It is thus necessary to investigate any forms to limit the consequences of this noise. Let us start first by quantifying the effects of electric noise. We have previously seen, in Eq. (2.21), that the effective Hamiltonian of the qubit subspace has the form $H_{\mathrm{qb}}=\frac{1}{2} J_{z} \sigma^{z}+J_{x} \sigma^{x}$, with the exchange energies $J_{z}$ and $J_{x}$ that depend on some or all the gate-induced offsets $V_{i}$. A small fluctuation in the electric field on these $V_{i}$ will result in

$$
\begin{equation*}
H_{\mathrm{qb}}^{(1)}=\frac{1}{2}\left(J_{z}+\delta_{z}\right) \sigma^{z}+\left(J_{x}+\delta_{x}\right) \sigma^{x} \tag{2.39}
\end{equation*}
$$

where $\delta_{z}=\sum\left[d J_{z}\left(V_{i}\right) / d V_{i}\right] \delta V_{i}$ is responsible of dephasing of the qubit and $\delta_{x}=\sum\left[d J_{x}\left(V_{i}\right) / d V_{i}\right] \delta V_{i}$ is responsible of relaxation or mixing between the qubit states. We focus on pure dephasing in this qubit basis, i.e., we investigate how the phase of a quantum state is randomized due to fluctuations in the qubit splitting $\hbar \delta \omega_{z}(t)$, and assume the noise $\delta V_{i}$ to be quasistatic Gaussian noise with zero mean [32]. For simplicity we only consider noise in $J_{z}$, since the effects of noise in $J_{x}$ will be much smaller ${ }^{5}$ and study the dephasing time of the qubit at zero detuning $\left(J_{x}=0\right)$.

We prepare the system in the state $|+\rangle=\frac{1}{\sqrt{2}}(|0\rangle+|1\rangle)$. After some time $t$, we expect the system to have evolved into the state $|\psi(t)\rangle=$

[^4]$\frac{1}{\sqrt{2}}\left(|0\rangle+e^{i \phi(t)}|1\rangle\right)$, where $\phi(t)=\omega_{0} t+\delta \phi(t)$, and the unknown part of the phase being $\delta \phi(t)=\int_{0}^{t} \delta \omega_{z}\left(t^{\prime}\right) d t^{\prime}$. To quantify the dephasing time we have to evaluate $\left\langle e^{i \delta \phi(t)}\right\rangle$. We can do that by evaluating $\log \left\langle e^{i \delta \phi(t)}\right\rangle$ and using
\[

$$
\begin{equation*}
\delta \phi(t)=\frac{t}{\hbar} \sum_{i} \frac{\partial J_{z}}{\partial V_{i}} \delta V_{i}+\mathcal{O}\left(\delta V^{2}\right) \tag{2.40}
\end{equation*}
$$

\]

To leading order, $\delta \phi(t)$ is linear in the fluctuations $\delta V_{i}$, and thus Gaussian. Then we can do a cumulant expansion of the logarithm,

$$
\begin{equation*}
\log \left\langle e^{i \delta \phi(t)}\right\rangle=\sum_{n=1}^{\infty} \kappa_{n} \frac{(i t)^{n}}{n!} \tag{2.41}
\end{equation*}
$$

with $\kappa_{n}$ the $n$-th cumulant of the distribution of $\delta \omega_{z}$, and use that, for Gaussian variables with zero mean, only the second cumulant of the expansion $\kappa_{2}=\sum_{i}\left(\partial J_{z} / \partial V_{i}\right)^{2}\left\langle\delta V_{i}^{2}\right\rangle / \hbar^{2}$ is non-zero. This yields $\log \left\langle e^{i \delta \phi(t)}\right\rangle=$ $-\frac{1}{2} t^{2} \kappa_{2}$, from where we can extract an approximate dephasing time $T_{\varphi}$ by using $\log \left\langle e^{i \phi(t)}\right\rangle=-t^{2} / T_{\varphi}^{2}$ [15]. Once we have an analytical expression for the pure dephasing time $T_{\varphi}$ we can proceed to find a way to minimize it. Note that the on-site potentials $V_{i}$ enter into the expression for $T_{\varphi}$ via Eq. (2.40). If we can find a set of detuning potentials-that is, a point in the charge stability diagram - that makes $\partial J_{z} / \partial V_{i}=0$ for all or some $i$, then the dephasing time would be substantially extended. Such point is called Sweet Spot (SS) and, from Eq. (2.40), we can see that this point maximizes the dephasing time of the qubit $[15,32,34-36]$.

At the SS we cannot use the same procedure to calculate the dephasing time. Here the first derivative of the qubit splitting $J_{z}$ vanish, and we are left with

$$
\begin{equation*}
\delta \phi(t)=\frac{t}{2 \hbar} \sum_{i, j} \frac{\partial^{2} J_{z}}{\partial V_{i} \partial V_{j}} \delta V_{i} \delta V_{j}+\mathcal{O}\left(\delta V^{3}\right) \tag{2.42}
\end{equation*}
$$

The phase $\delta \phi(t)$ is not Gaussian anymore, causing $\log \left\langle e^{i \phi(t)}\right\rangle \neq-\frac{1}{2} t^{2} \kappa_{2}[37]$. In the cumulant expansion we would have to consider more (or all) terms, especially if we want to consider long times, leaving us with expressions that are not possible to evaluate. One can only use that method as long as $\frac{\partial \omega_{z}}{\partial V_{i}} \gg \frac{\partial^{2} \omega_{z}}{\partial V_{i} \partial V_{j}}$, a condition that is not satisfied at the SS. We can instead estimate the dephasing time in a different way: We can calculate the probability that a state initially prepared in $|+\rangle$ remains in the state $|+\rangle$ after a time $t$. That is, evaluate $|\langle+\mid \psi(t)\rangle|^{2}$. And then calculate the average of the probability over the random noise $\left.\left\langle P_{+}(t)\right\rangle=\left.\langle |\langle+\mid \psi(t)\rangle\right|^{2}\right\rangle_{\text {noise }}$. We start by
solving the Schrödinger equation with the Hamiltonian $H_{\mathrm{qb}}^{(1)}=\frac{1}{2}\left(J_{z}+\delta_{z}\right) \sigma^{z}$ in a rotating frame, as we did in Section 2.2.1, from which we obtain $\left|\psi\left(t, \delta V_{i}\right)\right\rangle$. Then we evaluate

$$
\begin{equation*}
\left\langle P_{+}(t)\right\rangle=\int \prod_{i}\left(\frac{d\left(\delta V_{i}\right)}{\sqrt{2 \pi \sigma_{e}^{2}}} \exp \left[-\frac{\delta V_{i}^{2}}{2 \sigma_{e}^{2}}\right]\right)\left|\left\langle+\mid \psi\left(t, \delta V_{i}\right)\right\rangle\right|^{2} \tag{2.43}
\end{equation*}
$$

where $\sigma_{e}$ is the standard deviation of the noise in the offset potentials. We then extract a dephasing time from the resulting expression (we will see this in Chapter 5).

### 2.5 Spin-mixing mechanisms

Besides the electron-phonon interaction and the electric noise-induced dephasing described above, the remaining main sources of decoherence in Xo qubits are spin-mixing mechanisms. The two most common are the spin-orbit (SO) interaction and the hyperfine coupling between the spin of an electron confined in a quantum dot and the nuclear spins of the host material in the semiconductor. These two mechanisms, combined with the electron-phonon coupling as a mechanism to dissipate energy, can lead to relaxation between the qubit states or out of the qubit subspace. One of the goals of this thesis is to mitigate the effects of these decoherence mechanisms and we will thus study them in detail.

### 2.5.1 Hyperfine interaction

High quality III-V semiconductors such as GaAs consist of atoms carrying randomly oscillating, non-zero nuclear spins. These nuclear spins couple to the electrons confined in the quantum dotscausing spin relaxation and decoherence. We model the ensemble of nuclear spins in each quantum dot (estimated to be around $\sim 10^{6}$ spins) as a randomly fluctuating effective magnetic field $\mathbf{K}_{i}$ (the Overhauser field) that acts on the electrons localized in the dot $i[9,12,38]$. The dynamics of the Overhauser field is typically slower than a single qubit operation time of an XO qubit, so we can threat the effective field $\mathbf{K}_{i}$ as quasistatic.

However, like any other magnetic moment, the magnetic moments of the nuclei will also couple to the orbital degrees of freedom of nearby electrons, but this coupling is weak and can be safely neglected [9, 3841]. We thus model the electron-nuclei interaction as a Fermi contact
interaction and describe this hyperfine interaction between nuclear spins and the electron spins with the Hamiltonian

$$
\begin{equation*}
H_{\mathrm{hf}}=\frac{g \mu_{\mathrm{B}}}{2} \sum_{i, \alpha, \beta} c_{i, \alpha}^{\dagger} \mathbf{K}_{i} \cdot \boldsymbol{\sigma}_{\alpha \beta} c_{i, \beta} \tag{2.44}
\end{equation*}
$$

where $\boldsymbol{\sigma}$ is the Pauli matrices vector and $c_{i, \alpha}^{\dagger}$ is the ladder operator that creates an electron with spin $\alpha$ in the quantum dot $i$. The hyperfine interaction can cause relaxation via a spin flip or via dephasing due to random shifts of the qubit splitting. We study this in more detail in the following chapters, where we consider the effects of this interaction on specific devices.

### 2.5.2 Spin-orbit interaction

The spin-orbit interaction couples the motion of an electron in a crystal to its spin. Within a 2DEG in the $x-y$ plane, this coupling is described by the Hamiltonian [29, 30]

$$
\begin{equation*}
H_{\mathrm{SO}}=\alpha\left(-p_{y} \sigma^{x}+p_{x} \sigma^{y}\right)+\beta\left(-p_{x} \sigma^{x}+p_{y} \sigma^{y}\right) \tag{2.45}
\end{equation*}
$$

In quantum dots, where the electrons are localized in a small region of space, the average motion $\langle\mathbf{p}\rangle$ of the electron vanishes. However, a spin flip is still possible via three mechanisms: $(i)$ a virtual tunneling of the electron from one quantum dot to the nearest; (ii) a virtual excitation of a higher orbital state ${ }^{6}$ within the same dot; (iiii) a virtual excitation of a valley state (in Si-based qubits) within the same dot as well.

We can then calculate relaxation rates out of the qubit subspace using a second-order Fermi's golden rule and considering both the electron-phonon and the SO interactions as perturbation:

$$
\begin{equation*}
\Gamma_{i \rightarrow f}=\sum_{\mathbf{k}, p} \frac{2 \pi}{\hbar}\left|\sum_{v} \frac{\left\langle f ; 1_{\mathbf{k}, p}\right| H^{\prime}|v\rangle\langle v| H^{\prime}|i ; \mathrm{vac}\rangle}{E_{v}-E_{i}}\right|^{2} \delta\left(E_{f}-E_{i}\right) \tag{2.46}
\end{equation*}
$$

where $H^{\prime}=H_{\mathrm{SO}}+H_{\mathrm{e}-\mathrm{ph}}$, the initial state $|i\rangle$ is a qubit state combined with the phonon vacuum, the final state $|f\rangle$ is a lower energy state out of the qubit subspace combined with a phonon with momentum $\mathbf{k}$ and polarization $p$, and the sum runs over all possible virtual states $|v\rangle$.

[^5]

Figure 2.7: Reference frame of the system. We use two quantum dots as an example. The quantum dots are located in the (001) crystallographic plane, and the tunneling direction is along the $x$ axis, which forms an angle $\chi$ with the [100] crystallographic direction.

In the XO qubits that we consider in this thesis both quit states have the same spin structure. Qubit relaxation - that is, from the state $|1\rangle$ to the state $|0\rangle$-does therefore not require a spin-mixing mechanism. The SO interaction is only relevant for relaxation (or leakage) out of the qubit subspace. In this section we will focus of leakage processes, since qubit relaxation has been treated in Sec. 2.3 above.

We consider a system of a few quantum dots with the 2DEG in the (001) plane of the crystal, and choose the axis of the tunneling direction to be along the $x$ direction, forming an angle $\chi$ with the [100] direction of the crystal, as we illustrate in Fig. 2.7. Then we model the spin-flip mechanism of the SO coupling (terms with $\sigma^{x}$ only) for each electron as

$$
\begin{equation*}
H_{\mathrm{SO}}=A_{x x} p_{x} \sigma^{x^{\prime}}+A_{x y} p_{y} \sigma^{x^{\prime}} \tag{2.47}
\end{equation*}
$$

where $\mathbf{p}$ is the momentum of the electron, which we consider strongly confined along the $z$ direction. The Pauli matrices $\boldsymbol{\sigma}$ act on the spin states and we consider the $z^{\prime}$ direction to be aligned with the external magnetic field which, in turn, points along the $x$ direction (see Fig. 2.7). The two coupling constants $A_{x x}$ and $A_{x y}$ contain information about the angle $\chi$ and the Rashba and Dresselhaus coupling amplitudes $\alpha$ and $\beta$ :

$$
\begin{equation*}
A_{x x}=\alpha+\beta \sin 2 \chi, \quad A_{x y}=\alpha+\beta \cos 2 \chi \tag{2.48}
\end{equation*}
$$

The derivation of the matrix elements of the SO Hamiltonian and the electron-phonon coupling is quite tedious and is also device-specific: The geometry of the system as well as the material of the host semiconductor play an important role. We will therefore not derive them in this chapter, but we provide below the recipe for obtaining the matrix elements, which
we took mainly from Refs. [16, 18, 36, 42]. The full expressions will be presented in Chapter 5.

In the following we use the basis $\{|n v s\rangle\}$, where $n$ denotes the orbital state (we only consider the ground and first excited states, 0 and 1 ), $v$ is the valley state (either - or + , and only relevant for quantum dots defined in Si ) and $s$ is the spin state ( $\uparrow$ or $\downarrow$ ).

## (i) Charge sates

In order to evaluate the matrix elements of the SO interaction for a spinflip tunneling process we need to find an expression for the momentum operator $\mathbf{p}$. For this we use $\mathbf{p}=\frac{i}{\hbar} m^{*}\left[H_{\mathrm{Hubb}}, \mathbf{r}\right]$, with $H_{\text {Hubb }}$ the Hamiltonian from Eq. (2.7) and $m^{*}$ the effective electron mass [16, 43]. Phonon emission is then governed by the matrix elements that we calculated in Section 2.3. The matrix element that describes the emission of a phonon by an electron in quantum dot $j$ and in the lowest orbital $(n=0)$ and valley $(v="-")$ states reads, for any spin $s$ :

$$
\begin{equation*}
\left\langle 0-s ; 1_{\mathbf{k}, p}\right| H_{\mathrm{e}-\mathrm{ph}}|0-s ; \mathrm{vac}\rangle=\lambda_{\mathbf{k}, p} e^{-i \mathbf{k} \cdot \mathbf{d}_{j}} e^{-\left(k_{x}^{2}+k_{y}^{2}\right) \sigma_{0}^{2} / 4} \tag{2.49}
\end{equation*}
$$

## (ii) Orbital states

So far we have only considered the lowest orbital state in the quantum dots, but the parabolic potential that confines the electrons in the quantum dots [see the Hamiltonian in Eq. (2.5)] results in Fock-Darwin states with energy splitting $E_{\text {orb }}=\hbar^{2} /\left(m^{*} \sigma_{0}^{2}\right)$. And, even though the energy separation $E_{\text {orb }}$ is, by far, the largest energy scale in the system, the first orbital state can, in principle, be virtually excited. The electron can then undergo a spin flip during this virtual excitation. Since the SO interaction couples the orbital ground state to the first excited state with opposite spin [9], we need to evaluate the matrix element

$$
\begin{equation*}
\left\langle 1^{\alpha}-\bar{s}\right| p_{\alpha} \sigma^{x^{\prime}}|0-s\rangle=\frac{i \hbar}{\sqrt{2} \sigma_{0}} \tag{2.50}
\end{equation*}
$$

where $\bar{s}$ is the spin state opposite to $s$ and the superscript $\alpha$ denotes the component of the wave function is in the excited state [43]. The electronphonon Hamiltonian also couples these two orbital states [18], with the matrix elements

$$
\begin{equation*}
\left\langle 1^{\alpha}-s ; 1_{\mathbf{k}, p}\right| H_{\mathrm{e}-\mathrm{ph}}|0-s ; \mathrm{vac}\rangle=-\frac{i}{\sqrt{2}} k_{\alpha} \sigma_{0} \lambda_{\mathbf{k}, p} e^{-i \mathbf{k} \cdot \mathbf{d}_{j}} e^{-\left(k_{x}^{2}+k_{y}^{2}\right) \sigma_{0}^{2} / 4} \tag{2.51}
\end{equation*}
$$

## (iii) Valley states

Silicon-based quantum dots have the advantage that the most abundant isotope of Si is nuclear spin-free, hence reducing the effects of hyperfine noise. On the other hand, the band gap in bulk Si is indirect and the conduction band has six minima. In most Si-based heterostructures strain splits off four of these minima, but we are still left with two of them. Localized electrons in the conduction band thus have an extra "valley" degree of freedom, which we describe by the wave function

$$
\begin{equation*}
\psi^{(v)}=F^{(v)}(\mathbf{r})\left[\alpha_{1}^{(v)} u_{1}(\mathbf{r}) e^{i k_{z} z}+\alpha_{2}^{(v)} u_{2}(\mathbf{r}) e^{-i k_{z} z}\right] \tag{2.52}
\end{equation*}
$$

where $F^{(v)}(\mathbf{r})$ is the envelope wave function corresponding to valley $v$ and $u_{1,2}(\mathbf{r})$ are the periodic Bloch functions at the minima of the conduction band.

Both SO and electron-phonon interaction can couple opposite valley states [18], in a similar they couple orbital states. However, the relevant matrix elements of both the SO and the electron-phonon Hamiltonians depend sensitively on details of the confinement along the $z$ direction, and these are hard to predict. To simplify the calculations and obtain a qualitative expression we use the dipole approximation $e^{-i \mathbf{k} \cdot \mathbf{r}} \approx 1-i \mathbf{k} \cdot \mathbf{r}$ in the electron-phonon Hamiltonian of Eq. (2.29). This approximation is valid if the wave length of the emitted phonon-with momentum $\mathbf{k}$, proportional to the energy difference between the initial and final states, dissipated by the phonon - is much larger than the confinement length $\sigma_{0}$. That is, $\Delta E^{2} \ll\left(\hbar v_{t} / \sigma\right)^{2}$, where $\Delta E$ is the energy difference between the initial and final states. This is indeed the case in typical XO qubits. By employing this approximation we can write

$$
\begin{equation*}
\left\langle 0+s ; 1_{\mathbf{k}, p}\right| H_{\mathrm{e}-\mathrm{ph}}|0-s ; \mathrm{vac}\rangle \approx \lambda_{\mathbf{k}, p} e^{-i \mathbf{k} \cdot \mathbf{d}_{j}}\left(\mathbf{k} \cdot \mathbf{r}_{+-}\right), \tag{2.53}
\end{equation*}
$$

with $\mathbf{r}_{+-}=\langle 0+s| \mathbf{r}|0-s\rangle$ the valley dipole matrix element. If we use again that $\mathbf{p}=\frac{i}{\hbar} m^{*}\left[H_{\text {Hubb }}, \mathbf{r}\right]$, then we can obtain the matrix elements of the SO Hamiltonian in terms of the dipole matrix elements. For simplicity we will use that $\left|z_{+-}\right| \ll\left|x_{+-}\right|,\left|y_{+-}\right|$and assume equal dipole matrix elements along the $x$ and $y$ directions, with $x_{+-}=y_{+-} \equiv r_{d}[44,45]$.

With all these ingredients we can investigate all the major mechanisms of relaxation and decoherence in XO qubits and find mechanisms to minimize their effects, suitable for each implementation of the XO qubit.

## The exchange-only singlet-only spin qubit

We propose a new, exchange-only singlet-only spin qubit of unprecedented quality. The qubit is scalable and offers full electrical control and a large coherence time. We additionally explain how to implement our proposal into already existing devices. Some of the contents of this chapter are included in Paper I.

Exchange-only qubits are easy to manipulate and fabricate, and scalability is indeed one of their main advantages. Nevertheless, the XO qubit that we have introduced in the previous chapter works with qubit states that have non-zero spin. This non-zero spin can couple to magnetic noise and provide a channel for relaxation outside the qubit subspace, thus limiting substantially the coherence time of the qubit [27, 32, 39, 40]. It is especially concerning the magnetic field gradients set up by the ensemble or randomly fluctuating nuclear spins in the materials that host the quantum dots. Especially in III-IV semiconductors such as GaAs, since this is a broadly used material to fabricate state-of-the-art semiconductor-based quantum devices [46-50]. Many approaches have been proposed to overcome this problem, such as devising hyperfine-induced feedback cycles, optimizing complex echo pulsing schemes, etc [51-59]. These approaches
lead indeed to prolonged coherence times, although complicating the manipulation of the qubit. But we will not discuss them here.

Quantum-dot-based spin qubits can also be fabricated in isotopically purified ${ }^{28} \mathrm{Si}$, which can be nearly nuclear-spin-free. The down side of this approach is that the stronger charge noise in silicon-based devices and the extra valley degree of freedom complicate the qubit operation. This will be further analyzed in Chapter 5.

We want a simple XO device that can be easily fabricated in GaAs. But we also want a qubit that does not decohere in the presence of magnetic field gradients of any nature. If we look back at the (short) history of quantum dot-based spin qubits we can get a hint on how to proceed. One electron offers the quantum two-level system that we need, but it is is hard to control and decoheres fast. Two electrons are easier to control since two-electron spin qubits allow for electric control of the qubit along one axis of the Bloch sphere, but still require localized magnetic fields for full control; also the coherence time is smaller. Three electrons offer a promising alternative, and decoherence, although it is still a problem, can be overcome by implementing some of the protocols aforementioned. Four electrons... What about four electrons? With four electrons we can construct a qubit subspace where both qubit states are singlet (spin-less) states. Since singlet states do not couple to each other by any external or intrinsic magnetic fields, the coherence time of the qubit will, in principle, be very large. Indeed, a singlet-only subspace is known to be a "decoherence-free" subspace for spin qubits $[60,61]$.

### 3.1 The singlet-only spin qubit

We propose a system composed of four quantum dots arranged in a T-like geometry, as shown in Fig. 3.1, with one electron on each dot. Our calculations show that a linear array of four quantum dots would also display a similar non-degenerate spectrum, but the arising exchange interaction will only allow for control of axis along one hemisphere of the Bloch sphere. This is in principle enough for a full qubit manipulation if this is done via a pulsing scheme (see Sec. 3.2) but qubit operations via Rabi driving would be challenging. We thus want to design a qubit that has at least the same features as the triple dot XO qubit, and the T-like design offers exactly what we need, as we show below.

With four electrons - independently of the geometry-we have sixteen


Figure 3.1: The XO singlet-only spin qubit is composed of four quantum dots in a T-like geometry. The dots are tunnel coupled to their nearest neighbor only, indicated by red lines and the tunnel coupling energies $t_{i j}$. Gate electrodes control the potentials $V_{i}$ in the dots.
spin states, out of which two are singlets ${ }^{1}$. These two singlet states, that we will conveniently label $|0\rangle$ and $|1\rangle$ are:

$$
\begin{align*}
|0\rangle & =\frac{1}{2 \sqrt{3}}[|\uparrow \uparrow \downarrow \downarrow\rangle+|\downarrow \downarrow \uparrow \uparrow\rangle+|\uparrow \downarrow \uparrow \downarrow\rangle+|\downarrow \uparrow \downarrow \uparrow\rangle-2|\uparrow \downarrow \downarrow \uparrow\rangle-2|\downarrow \uparrow \uparrow \downarrow\rangle]  \tag{3.1}\\
|1\rangle & =\frac{1}{2}[|\uparrow \uparrow \downarrow \downarrow\rangle-|\uparrow \downarrow \uparrow \downarrow\rangle-|\downarrow \uparrow \downarrow \uparrow\rangle+|\downarrow \downarrow \uparrow \uparrow\rangle] . \tag{3.2}
\end{align*}
$$

We use the two singlet states as the qubit states. These can also be expressed in terms of singlet or triplet couplings between pairs of electrons:

$$
\begin{align*}
|0\rangle & =\frac{1}{\sqrt{3}}\left[\left|S_{13} S_{24}\right\rangle+\left|S_{12} S_{34}\right\rangle\right]  \tag{3.3}\\
|1\rangle & =\left|S_{14} S_{23}\right\rangle \tag{3.4}
\end{align*}
$$

but it is even more interesting if we write the state $|0\rangle$ in terms of couplings of the electrons in quantum dots 1 and 4 and the electrons in the quantum dots 2 and 3 , as we do with the state $|1\rangle$ :

$$
\begin{equation*}
|0\rangle=\frac{1}{\sqrt{3}}\left[\left|T_{14}^{(0)} T_{23}^{(0)}\right\rangle-\left|T_{14}^{(+)} T_{23}^{(-)}\right\rangle-\left|T_{14}^{(-)} T_{23}^{(+)}\right\rangle\right] \tag{3.5}
\end{equation*}
$$

[^6]The state $|0\rangle$ is formed by triplet pairings only, even though it has $\mathbf{S}^{2}=0$, whereas the state $|1\rangle$ is composed of singlet pairings only. Since we tune the system into the spin blockade regime we expect to see a different exchange energy associated to each of the two states. The other fourteen states within the $(1,1,1,1)$ charge region are

$$
\begin{align*}
\left|Q^{(+2)}\right\rangle & =|\uparrow \uparrow \uparrow \uparrow\rangle,  \tag{3.6}\\
\left|Q^{(+1)}\right\rangle & =\frac{1}{2}[|\uparrow \uparrow \uparrow \downarrow\rangle+|\uparrow \uparrow \downarrow \uparrow\rangle+|\uparrow \downarrow \uparrow \uparrow\rangle+|\downarrow \uparrow \uparrow \uparrow\rangle],  \tag{3.7}\\
\left|Q^{(0)}\right\rangle & =\frac{1}{2}[|\uparrow \uparrow \downarrow \downarrow\rangle+|\uparrow \downarrow \uparrow \downarrow\rangle+|\downarrow \uparrow \uparrow \downarrow\rangle+|\uparrow \downarrow \downarrow \uparrow\rangle+|\downarrow \uparrow \downarrow \uparrow\rangle+|\downarrow \downarrow \uparrow \uparrow\rangle],  \tag{3.8}\\
\left|Q^{(-1)}\right\rangle & =\frac{1}{\sqrt{6}}[|\downarrow \downarrow \downarrow \uparrow\rangle+|\downarrow \downarrow \uparrow \downarrow\rangle+|\downarrow \uparrow \downarrow \downarrow\rangle+|\uparrow \downarrow \downarrow \downarrow\rangle],  \tag{3.9}\\
\left|Q^{(-2)}\right\rangle & =|\downarrow \downarrow \downarrow\rangle,  \tag{3.10}\\
\left|T_{\alpha}^{(+)}\right\rangle & =\frac{1}{\sqrt{6}}[2|\uparrow \uparrow \downarrow \uparrow\rangle-|\downarrow \uparrow \uparrow \uparrow\rangle-|\uparrow \uparrow \uparrow \downarrow\rangle],  \tag{3.11}\\
\left|T_{\alpha}^{(0)}\right\rangle & =\frac{1}{2 \sqrt{3}}[2|\uparrow \downarrow \downarrow \uparrow\rangle-2|\downarrow \uparrow \uparrow \downarrow\rangle-|\uparrow \downarrow \uparrow \downarrow\rangle+|\downarrow \uparrow \downarrow \uparrow\rangle+|\uparrow \uparrow \downarrow \downarrow\rangle-|\downarrow \downarrow \uparrow \uparrow\rangle],  \tag{3.12}\\
\left|T_{\alpha}^{(-)}\right\rangle & =\frac{1}{\sqrt{6}}[|\downarrow \downarrow \downarrow \uparrow\rangle+|\uparrow \downarrow \downarrow \downarrow\rangle-2|\downarrow \downarrow \uparrow \downarrow\rangle],  \tag{3.13}\\
\left|T_{\beta}^{(+)}\right\rangle & =\frac{1}{\sqrt{2}}[|\uparrow \uparrow \uparrow \downarrow\rangle-|\downarrow \uparrow \uparrow \uparrow\rangle],  \tag{3.14}\\
\left|T_{\beta}^{(0)}\right\rangle & =\frac{1}{2}[|\uparrow \downarrow \uparrow \downarrow\rangle-|\downarrow \uparrow \downarrow \uparrow\rangle+|\uparrow \uparrow \downarrow \downarrow\rangle-|\downarrow \downarrow \uparrow \uparrow\rangle],  \tag{3.15}\\
\left|T_{\beta}^{(-)}\right\rangle & =\frac{1}{\sqrt{2}}[|\uparrow \downarrow \downarrow \downarrow\rangle-|\downarrow \downarrow \downarrow \uparrow\rangle],  \tag{3.16}\\
\left|T_{\gamma}^{(+)}\right\rangle & =\frac{1}{2 \sqrt{3}}[3|\uparrow \downarrow \uparrow \uparrow\rangle-|\downarrow \uparrow \uparrow \uparrow\rangle-|\uparrow \uparrow \downarrow \uparrow\rangle-|\uparrow \uparrow \uparrow \downarrow\rangle],  \tag{3.17}\\
\left|T_{\gamma}^{(0)}\right\rangle & =\frac{1}{\sqrt{6}}[|\uparrow \downarrow \uparrow \downarrow\rangle-|\downarrow \uparrow \downarrow \uparrow\rangle-|\uparrow \uparrow \downarrow \downarrow\rangle+|\downarrow \downarrow \uparrow \uparrow\rangle+|\uparrow \downarrow \uparrow \uparrow\rangle-|\downarrow \uparrow \uparrow \downarrow\rangle],  \tag{3.18}\\
\left|T_{\gamma}^{(-)}\right\rangle & =\frac{1}{2 \sqrt{3}}[|\downarrow \downarrow \downarrow \uparrow\rangle+|\downarrow \downarrow \uparrow \downarrow\rangle+|\uparrow \downarrow \downarrow \downarrow\rangle-3|\downarrow \uparrow \downarrow \downarrow\rangle] . \tag{3.19}
\end{align*}
$$

Besides the two singlet states from above, there are nine triplet states $T$ and five quintuplet states $Q$. Note, though, that the choice of the basis is not random. We have chosen a basis that knows about the total spin, but any other basis that is formed by e.g., a rotation of the qubit states would be an equally valid basis.


Figure 3.2: (a) Three-dimensional CSD. The figure shows the borders of each charge region as a function of $\epsilon_{14}, \epsilon_{23}$ and $\epsilon_{\Lambda}$. (b) We fix $\epsilon_{\Lambda}=0$ and focus on the RX regime, close to the charge regions $(2,0,1,1),(1,0,2,1)$ and $(1,0,1,2)$. The qubit is operated along the read dashed line, with the points $Q$ and $R$ showing the qubit operation point and the readout point.

After introducing a finite, spin-conserving tunneling interaction between quantum dots the system will no longer be in the charge state $(1,1,1,1)$. The wave function of the electrons will extend to neighboring quantum dots and other charge states will then be accessible.

We model the system as we did in section 2.2: with a Hubbard-like Hamiltonian. Recall that the system we study is composed of four quantum dots in a T-like geometry with nearest-neighbor tunneling, on-site gate offset potentials and an external, in-plane and homogeneous magnetic field that produces a Zeeman splitting of the states with non-zero spin. The Hamiltonian is then

$$
\begin{align*}
H_{\text {Hubb }}=\sum_{i}\left[\frac{U}{2} n_{i}\left(n_{i}-1\right)-V_{i} n_{i}\right] & +\sum_{\langle i, j\rangle} U_{c} n_{i} n_{j} \\
& -\sum_{\langle i, j\rangle, \alpha} \frac{t_{i j}}{\sqrt{2}} c_{i, \alpha}^{\dagger} c_{j, \alpha}+\sum_{i, \alpha} \frac{E_{\mathbf{Z}}}{2} c_{i, \alpha}^{\dagger} \sigma_{\alpha \alpha}^{z} c_{i, \alpha}, \tag{3.20}
\end{align*}
$$

The first line of Eq. (3.20) describes the electrostatic energy of the system and the second line contains the spin-conserving tunnel coupling and the Zeeman splitting of the electronic spin states, with $E_{\mathrm{Z}}=g \mu_{\mathrm{B}} B_{z}$.

We can use the electrostatic part of $H$ to find the charge ground state as a function of the gate-induced offsets $V_{i}$ and obtain a charge stability
diagram as a function of $V_{1}$, but for convenience we introduce four different tuning parameters

$$
\begin{align*}
\epsilon_{14} & =\left(V_{4}-V_{1}\right)  \tag{3.21}\\
\epsilon_{23} & =\frac{1}{2}\left(V_{3}-V_{2}\right)  \tag{3.22}\\
\epsilon_{\Lambda} & =\frac{1}{4}\left(-V_{1}+V_{2}+V_{3}-V_{4}\right)  \tag{3.23}\\
\epsilon_{\Sigma} & =\frac{1}{4}\left(V_{1}+V_{2}+V_{3}+V_{4}\right) \tag{3.24}
\end{align*}
$$

and we fix $\epsilon_{\Sigma}=\frac{3}{4} U_{c}$, so that the $(1,1,1,1)$ state $\left|Q^{(0)}\right\rangle$ has zero energy. The CSD is thus three-dimensional [see Fig. 3.2(a)] but in this chapter we restrict ourselves to the plane $\epsilon_{\Lambda}=0$ and focus on the RX regime, close to the charge states $(2,0,1,1),(1,0,2,1)$ and $(1,0,1,2)$, where exchange effects due to the vicinity of these charge regions can be significant. Fig. 3.2(b) shows the relevant part of the charge stability diagram as a function of $\epsilon_{14}$ and $\epsilon_{23}$, with $\epsilon_{\Lambda}=0, U=50 \tau$, and $U_{c}=15 \tau(\tau$ being our unit of energy, of the order of the tunnel coupling energies).

We now introduce the finite tunnel coupling energies $t_{i j}$ and the Zeeman energy $E_{\mathrm{Z}}$, and investigate the spectrum of $H$ in more detail, defining the qubit operation point $Q$ to have the tuning $\epsilon_{14}=\epsilon_{23}=\epsilon_{\Lambda}=0$, corresponding to setting $V_{1}=V_{2}=V_{3}=V_{4}$.

Along the red dashed line in Fig. 3.2(b) $\epsilon_{14}$ parametrizes a "linear tilt" of the potential of the dots 1,2 , and 4 , equivalent to the tripledot detuning parameter $\epsilon$ that we used in Chapter 2 to operate the XO qubit (see Refs. [27, 28, 62]). In Fig. 3.3 we plot the energy spectrum of the six lowest-energy states with $S_{z}=0$ as a function of $\epsilon_{14}$ along the red line. For this plot we set $t_{12}=t_{24}=\frac{4}{3} t_{23}=\tau$ and use a Zeeman energy $E_{\mathrm{Z}}=1.875 \tau$ (corresponding to $E_{\mathrm{Z}}=30 \mu \mathrm{eV}$, for $\tau=16 \mu \mathrm{eV}[27]$ ). We only show the part of the plot that corresponds to the top of the $(1,1,1,1)$ region. Other charge states are higher up in energy and thus not shown, but the exchange effects are nevertheless evident. In the plot we can identify a quintuplet state, labeled $\left|Q^{(0)}\right\rangle$, three triples that we label $\left|T_{1,2,3}\right\rangle$ (blue curves), and the two qubits states (in green and red) that split out by an energy $\hbar \omega_{z}$. The other spin states in the ( $1,1,1,1$ ) region, with $S_{z}= \pm 1, \pm 2$, are split off by multiples of $E_{\mathrm{Z}}$ and not shown.


Figure 3.3: Energy spectrum of the subspace spanned by the states with $S_{z}=0$. We plot the eigenenergies along the red line in Fig. 3.2, with $t_{12}=t_{24}=\frac{4}{3} t_{23}=\tau$.

### 3.1.1 Effective Hamiltonian

Close to the qubit operation point $Q$, in Fig. 3.2, with $\epsilon_{14}=0$, the exchange effects are significant but still small enough to allow us to treat the system perturbatively and derive an effective qubit Hamiltonian. We tune the system such that $\Delta \equiv U-3 U_{c}>0$. In this situation, around the qubit operation point $Q$ lowest-lying excited states are the charge states $(2,0,1,1),(1,0,2,1)$, and $(1,0,1,2)$, all with an excitation energy $\Delta$. We additionally assume that the energy scale of the tunnel coupling $\tau$ is much smaller than this excitation energy, $\tau \ll \Delta$, and proceed as in Section. 2.2, performing a SW transformation of the Hamiltonian. The resulting Hamiltonian has a block structure, with the singlet states being, in the basis $\{|1\rangle,|0\rangle\}$ :

$$
H_{S}=\left(\begin{array}{cc}
-\frac{1}{4}\left(J_{12}+J_{24}+4 J_{23}\right) & \frac{\sqrt{3}}{4}\left(J_{12}-J_{24}\right)  \tag{3.25}\\
\frac{\sqrt{3}}{4}\left(J_{12}-J_{24}\right) & -\frac{3}{4}\left(J_{12}+J_{24}\right) .
\end{array}\right)
$$

In this expression we have used the exchange energies

$$
\begin{align*}
J_{12} & =\frac{t_{12}^{2}}{\Delta+2 \epsilon_{\Lambda}+\epsilon_{14}-\epsilon_{23}}  \tag{3.26}\\
J_{24} & =\frac{t_{24}^{2}}{\Delta+2 \epsilon_{\Lambda}-\epsilon_{14}-\epsilon_{23}}  \tag{3.27}\\
J_{23} & =\frac{t_{23}^{2}}{\Delta-2 \epsilon_{23}} \tag{3.28}
\end{align*}
$$

We find similar expressions for the triplets block, whereas for the quintuplets block we simply have $H_{Q}=0$. Moreover, since the Hamiltonian $H_{\text {Hubb }}$ commutes with the total spin projection operator $S_{\text {tot }}^{z}$, none of the states with $S_{\text {tot }}^{z}=0$ is coupled to any other state with $S_{\text {tot }}^{z} \neq 0$, not only to this order in perturbation, but to all orders in the $t_{i j}$.

For the case where $t_{12}=t_{24}$, the singlet and triplet Hamiltonians, $H_{S}$ and $H_{T^{0}}$, simplify considerably at the point $Q$, resulting in

$$
\begin{gather*}
H_{S}=\left(\begin{array}{ccc}
-\frac{1}{2}\left(J+2 J_{23}\right) & 0 \\
0 & -\frac{3}{2} J
\end{array}\right),  \tag{3.29}\\
H_{T^{0}}=\left(\begin{array}{ccc}
-\frac{1}{6}\left(J+2 J_{23}\right) & 0 & \frac{2}{3 \sqrt{2}}\left(J-J_{23}\right) \\
0 & -\frac{1}{2} J & 0 \\
\frac{2}{3 \sqrt{2}}\left(J-J_{23}\right) & 0 & -\frac{2}{3}\left(2 J+J_{23}\right)
\end{array}\right), \tag{3.30}
\end{gather*}
$$

where for the triplets we used the basis $\left\{\left|T_{\alpha}^{(0)}\right\rangle,\left|T_{\beta}^{(0)}\right\rangle,\left|T_{\gamma}^{(0)}\right\rangle\right\}$. Ignoring corrections to the wave functions of the order $\tau / \Delta$, the states $|1\rangle,|0\rangle$ and $\left|T_{2}\right\rangle \equiv\left|T_{\beta}^{(0)}\right\rangle$ are eigenstates of the Hamiltonians $H_{S}$ and $H_{T^{0}}$, respectively, at the qubit operation point. The two remaining unpolarized triplet eigenstates being

$$
\begin{align*}
\left|T_{1}^{(0)}\right\rangle & =\cos \frac{\theta}{2}\left|T_{\alpha}^{(0)}\right\rangle+\sin \frac{\theta}{2}\left|T_{\gamma}^{(0)}\right\rangle,  \tag{3.31}\\
\left|T_{3}^{(0)}\right\rangle & =\sin \frac{\theta}{2}\left|T_{\alpha}^{(0)}\right\rangle-\cos \frac{\theta}{2}\left|T_{\gamma}^{(0)}\right\rangle, \tag{3.32}
\end{align*}
$$

where we have introduced an angle $\theta$, defined as $\tan \theta=4 \sqrt{2}\left(J-J_{23}\right) /(7 J+$ $2 J_{23}$ ), with $J=\tau^{2} / \Delta$ and $J_{23}=t_{23}^{2} / \Delta$. We again used $t_{12}=t_{24}=\tau$. The first order corrections in $\tau / \Delta$ to these basis states read

$$
\begin{align*}
|1\rangle^{(1)} & =\frac{1}{2} \frac{\tau}{\Delta}\left(\left|S_{11} S_{34}\right\rangle-\left|S_{13} S_{44}\right\rangle\right)-\frac{t_{23}}{\Delta}\left|S_{14} S_{33}\right\rangle,  \tag{3.33}\\
|0\rangle^{(1)} & =-\frac{\sqrt{3}}{2} \frac{\tau}{\Delta}\left(\left|S_{11} S_{34}\right\rangle+\left|S_{13} S_{44}\right\rangle\right),  \tag{3.34}\\
\left|T_{1}\right\rangle^{(1)} & =-\left(\frac{\cos \frac{\theta}{2}}{2 \sqrt{3}}+\frac{2 \sin \frac{\theta}{2}}{\sqrt{6}}\right) \frac{\tau}{\Delta}\left(\left|S_{11} T_{34}^{(0)}\right\rangle-\left|T_{13}^{(0)} S_{44}\right\rangle\right) \\
& -\left(\frac{\cos \frac{\theta}{2}}{\sqrt{3}}-\frac{2 \sin \frac{\theta}{2}}{\sqrt{6}}\right) \frac{t_{23}}{\Delta}\left|T_{14}^{(0)} S_{33}\right\rangle,  \tag{3.35}\\
\left|T_{2}\right\rangle^{(1)} & =-\frac{1}{2} \frac{\tau}{\Delta}\left(\left|S_{11} T_{34}^{(0)}\right\rangle+\left|T_{13}^{(0)} S_{44}\right\rangle\right), \tag{3.36}
\end{align*}
$$

$$
\begin{align*}
\left|T_{3}\right\rangle^{(1)} & =-\left(\frac{\sin \frac{\theta}{2}}{2 \sqrt{3}}-\frac{2 \cos \frac{\theta}{2}}{\sqrt{6}}\right) \frac{\tau}{\Delta}\left(\left|S_{11} T_{34}^{(0)}\right\rangle-\left|T_{13}^{(0)} S_{44}\right\rangle\right) \\
& -\left(\frac{\sin \frac{\theta}{2}}{\sqrt{3}}+\frac{2 \cos \frac{\theta}{2}}{\sqrt{6}}\right) \frac{t_{23}}{\Delta}\left|T_{14}^{(0)} S_{33}\right\rangle \tag{3.37}
\end{align*}
$$

### 3.1.2 The singlet-only qubit subspace

We define the qubit Hamiltonian as the singlet-only Hamiltonian in Eq. (3.25) after subtracting a constant energy offset. This results in

$$
\begin{equation*}
H_{\mathrm{qb}}=\frac{1}{4}\left(J_{12}+J_{24}-2 J_{23}\right) \sigma^{z}+\frac{\sqrt{3}}{4}\left(J_{12}-J_{24}\right) \sigma^{x} \tag{3.38}
\end{equation*}
$$

where $\sigma^{z}$ and $\sigma^{x}$ denote the Pauli matrices, and the two qubit states, to lowest order in $\tau / \Delta$ are

$$
\begin{align*}
& |1\rangle=\left|S_{14} S_{23}\right\rangle+\frac{1}{2} \frac{\tau}{\Delta}\left(\left|S_{11} S_{34}\right\rangle-\left|S_{13} S_{44}\right\rangle\right)-\frac{t_{23}}{\Delta}\left|S_{14} S_{33}\right\rangle  \tag{3.39}\\
& |0\rangle=\frac{1}{\sqrt{3}}\left(\left|S_{13} S_{24}\right\rangle+\left|S_{12} S_{34}\right\rangle\right)-\frac{\sqrt{3}}{2} \frac{\tau}{\Delta}\left(\left|S_{11} S_{34}\right\rangle+\left|S_{13} S_{44}\right\rangle\right) \tag{3.40}
\end{align*}
$$

up to some normalization constant. We observe that: ( $i$ ) All the terms of this qubit Hamiltonian can be controlled by detuning of the (electric only) tuning parameters $\epsilon_{14}, \epsilon_{23}$ and $\epsilon_{\Lambda}$. Therefore, the singlet-only spin qubit that we propose here is indeed an XO qubit. (ii) The structures of both this Hamiltonian and its eigenstates are fully equivalent to that of the triple-dot XO qubit [cf. Eq. (5) in Ref. [28]. See also Eq. (2.20) and Section 2.2.1]. This qubit can, thus, be operated in the same way as the XO qubit: either by static pulsing [62] or via resonant driving [27]. (iiii) At the qubit operation point $Q$, the qubit splitting $\hbar \omega_{z}=\left(t_{12}^{2}+t_{24}^{2}-2 t_{23}^{2}\right) / 2 \Delta$, vanishes if all three tunnel couplings are equal. We therefore choose $t_{12}=$ $t_{24} \neq t_{23}$. We can see this behavior in Fig. 3.4: The qubit state $|0\rangle$ couples the electrons in dots 2 and 3 in a triplet state, but the state $|1\rangle$ couples these electrons in a singlet state. Changing $t_{23}$ thus cannot have any effect on $|0\rangle$, but it must change the energy of the state $|1\rangle$ because of the exchange effects that go as $t_{23}^{2} / \Delta$. In Fig. 3.4(b) we show that indeed the energy of the state $|1\rangle$ changes as a function of $t_{23}$ and for $t_{23}=\tau$ the qubit subspace becomes degenerate.

## Manipulation of the qubit

At the RX regime, close to the nearby charge states, the exchange interaction is significant. This results in two symmetric detuning axis readily


Figure 3.4: (a) We can express the qubit states in terms of couplings between the electrons in dots 1 and 4 and the electrons in dots 2 and 3 . (b) Energy spectrum of the six states with $S_{z}=0$ at the point $Q$ as a function of $t_{23}$, with $t_{12}=t_{24}=\tau$.
available by detuning of $\epsilon_{14}$. Proceeding as in Section 2.2.1, for small detuning, $\left|\epsilon_{14}\right| \ll \Delta$, we can expand the effective qubit Hamiltonian $H_{\mathrm{qb}}$ to linear order in $\epsilon_{14}$, yielding

$$
\begin{equation*}
H_{\mathrm{qb}}=\frac{1}{2} \hbar \omega_{z} \sigma^{z}-\frac{\sqrt{3}}{2} \frac{\tau^{2} \epsilon_{14}}{\Delta^{2}} \sigma^{x}, \tag{3.41}
\end{equation*}
$$

A harmonic modulation of the detuning, of the form $\epsilon_{14}=A \cos (\omega \tau)$, will, as we saw in Section 2.2.1, induce Rabi rotations with a period $T_{\text {Rabi }}=$ $4 \pi \hbar \Delta^{2} /\left(\sqrt{3} \tau^{2} A\right)$. Using $\Delta=5 \tau$, and a small driving amplitude of $A=$ $0.15 \tau$, this would yield a rotation time $T_{\text {Rabi }} \approx 50 \mathrm{~ns}$.

## Decoherence

We mentioned before that the reason for choosing a singlet-only spin qubit was to avoid relaxation and decoherence produced by gradients (fluctuating or static) of magnetic fields across the quantum dots. An example of these being the gradients of magnetic fields arising from the fluctuating bath of nuclear spins in GaAs nanostructures, which couple to the qubit states through the hyperfine interaction [9, 27, 40].

To analyze the effect of the hyperfine interaction on the XO singlet-only qubit, we use the effective Hamiltonian that we introduced in Section 2.5.1

$$
\begin{equation*}
H_{\mathrm{hf}}=\frac{g \mu_{\mathrm{B}}}{2} \sum_{i, \alpha, \beta} c_{i, \alpha}^{\dagger} \mathbf{K}_{i} \cdot \boldsymbol{\sigma}_{\alpha \beta} c_{i, \beta} \tag{3.42}
\end{equation*}
$$

where $\mathbf{K}_{i}$ is the local Overhauser field acting on an electron in dot $i$, and project this Hamiltonian onto the qubit subspace:

$$
\begin{equation*}
\langle 1| H_{\mathrm{hf}}|1\rangle=\langle 0| H_{\mathrm{hf}}|0\rangle=\langle 1| H_{\mathrm{hf}}|0\rangle=0 \tag{3.43}
\end{equation*}
$$

To leading order, the nuclear fields do not affect the qubit subspace and, therefore, do not cause any decoherence. However, this hyperfine Hamiltonian couple both qubit states to the other four-electron triplet states. Transitions to states with $S_{z}= \pm 1$ are strongly suppressed by the large Zeeman energy $E_{\mathrm{Z}}$. We thus focus on the coupling to the triplet states with $S_{z}=0$, via $K_{z, i}$. This component of the nuclear fields thus couple $|0\rangle$ and $|1\rangle$ to the triplets $\left|T_{1}\right\rangle,\left|T_{2}\right\rangle$ and $\left|T_{3}\right\rangle$, and the small energy difference between these states, which is of the order of $J, J_{23}$, favors a hybridization of the singlets and triplets. We see that by evaluating the Hyperfine Hamiltonian in the basis $\left\{|1\rangle,|0\rangle,\left|T_{1}\right\rangle,\left|T_{2}\right\rangle,\left|T_{3}\right\rangle\right\}$ :

$$
H_{\mathrm{hf}}=\frac{g \mu_{\mathrm{B}}}{9}\left(\begin{array}{ccccc}
0 & 0 & \text { h.c. } &  \tag{3.44}\\
0 & 0 & & & \\
3 \sqrt{3} \kappa_{14} u & \kappa_{23} u-6 \sqrt{2} \kappa_{\Lambda} v & 0 & 0 & 0 \\
3 \kappa_{23} & 3 \sqrt{3} \kappa_{14} & 0 & 0 & 0 \\
3 \sqrt{3} \kappa_{14} v & 6 \sqrt{2} \kappa_{\Lambda} u+\kappa_{23} v & 0 & 0 & 0
\end{array}\right)
$$

where "h.c." stands for hermitian conjugate. Here we have introduced the field gradients

$$
\begin{align*}
\kappa_{14} & =g \mu_{\mathrm{B}} \frac{K_{z, 1}-K_{z, 4}}{2}  \tag{3.45}\\
\kappa_{23} & =g \mu_{\mathrm{B}} \frac{K_{z, 2}-K_{z, 3}}{2}  \tag{3.46}\\
\kappa_{\Lambda} & =g \mu_{\mathrm{B}} \frac{K_{z, 1}-K_{z, 2}-K_{z, 3}+K_{z, 4}}{4} \tag{3.47}
\end{align*}
$$

and we used the notation

$$
\begin{align*}
& u=\cos \frac{\theta}{2}-\sqrt{2} \sin \frac{\theta}{2}  \tag{3.48}\\
& v=\sqrt{2} \cos \frac{\theta}{2}+\sin \frac{\theta}{2} \tag{3.49}
\end{align*}
$$

with the angle $\theta$ as defined above. This coupling can cause leakage out of the qubit subspace, as in the triple-dot XO qubit. On the other hand, it does not affect the qubit splitting to linear order in $\mathbf{K}_{i}$. However, this coupling can contribute to qubit decoherence by producing a higher-order shift in the qubit splitting.

A second-order perturbation expansion in the nuclear fields yields an energy shift in the qubit splitting $\delta_{\mathrm{hf}}=\delta E_{1}-\delta E_{0}$

$$
\begin{equation*}
\delta_{\mathrm{hf}}=\frac{\Delta}{\tau^{2}}\left(\frac{89 \kappa_{14}^{2}}{72}-\frac{688 \kappa_{23}^{2}}{2187}-\frac{928 \kappa_{23} \kappa_{\Lambda}}{729}-\frac{112 \kappa_{\Lambda}^{2}}{243}\right) \tag{3.50}
\end{equation*}
$$

This energy shift, of the order of magnitude $\sim K^{2} \Delta / \tau^{2}$, is smaller by a factor $\sim K \Delta / \tau^{2}$ as compared to the shift induced by the hyperfine coupling in other semiconductor-based spin qubits. We estimate the resulting decoherence time of the qubit to be $T_{2}^{*} \sim \hbar J /\left(g \mu_{\mathrm{B}} K\right)^{2}$. This is the coherence time that we would expect from a Ramsey experiment. For typical parameters (that is, for $J=2 \mu \mathrm{eV}$ and $K=1 \mathrm{mT}$ ) this amounts to an improvement of two orders of magnitude over other spin qubits in GaAs, where $T_{2}^{*} \sim \hbar /\left(g \mu_{\mathrm{B}} K\right)$.

Let us now analyze the main effect of the higher-order correction to the qubit splitting set by the random nuclear noise. We proceed as in Section 2.2 .1 but now with a random shift $\delta_{\text {hf }}$ in the qubit splitting, and study the evolution of a qubit state when the system is driven at resonance with an amplitude $\tilde{A}=\sqrt{3} \tau^{2} A /\left(2 \Delta^{2}\right)$. We thus use the effective Hamiltonian:

$$
\begin{equation*}
H_{\mathrm{eff}}=\frac{1}{2}\left(\hbar \omega_{z}+\delta_{\mathrm{hf}}\right) \sigma^{z}+\tilde{A} \cos \left(\omega_{z} t\right) \sigma^{x} \tag{3.51}
\end{equation*}
$$

and using a rotating wave approximation, we write the Hamiltonian in a rotating frame,

$$
\begin{equation*}
H_{\mathrm{rf}}=\frac{1}{2} \delta_{\mathrm{hf}} \sigma^{z}+\frac{1}{2} \tilde{A} \sigma^{x} \tag{3.52}
\end{equation*}
$$

We then prepare the system in the initial state $|0\rangle$ and assume a fixed $\delta_{\mathrm{hf}}$. The Schrödinger equation can then be solved analytically, yielding Rabi oscillations on the probability of finding the system in $|1\rangle$ after a time $t$,

$$
\begin{equation*}
P_{1}\left(t, \delta_{\mathrm{hf}}\right)=|\langle 1 \mid \psi(t)\rangle|^{2}=\frac{1}{2} \frac{\tilde{A}^{2}}{\tilde{A}^{2}+\delta_{\mathrm{hf}}^{2}}\left[1-\cos \left(\frac{t}{\hbar} \sqrt{\tilde{A}^{2}+\delta_{\mathrm{hf}}^{2}}\right)\right] . \tag{3.53}
\end{equation*}
$$

We consider the fluctuations in $K_{z, i}$ to be quasistatic, i.e., constant for each operation cycle, and average over many cycles, with a different configuration of $K_{z, i}$ each time. This leads to a suppression of the Rabi oscillations, described as

$$
\begin{array}{r}
\left\langle P_{1}(t)\right\rangle=\int \frac{d K_{z, 1} d K_{z, 2} d K_{z, 3} d K_{z, 4}}{8 \pi^{2} \sigma_{K_{z}}^{4}} \frac{\tilde{A}^{2}}{\tilde{A}^{2}+\delta_{\mathrm{hf}}^{2}}\left[1-\cos \left(\frac{t}{\hbar} \sqrt{\tilde{A}^{2}+\delta_{\mathrm{hf}}^{2}}\right)\right] \\
+\exp \left(-\frac{K_{z, 1}^{2}+K_{z, 2}^{2}+K_{z, 3}^{2}+K_{z, 4}^{2}}{2 \sigma_{K_{z}}^{2}}\right), \quad(3.5 \tag{3.54}
\end{array}
$$



Figure 3.5: This is time-dependent expectation value of the probability $P_{1}(t)$ (blue curve) after initializing in $|0\rangle$ and driving resonantly with $\epsilon_{14} \propto$ $\cos \left(\omega_{z} t\right)$. We calculated this probability numerically, averaging over 2500 random configurations of the nuclear fields. We also compare the results with an equivalent calculation for a triple-dot XO qubit (red curve), using the same parameters.
where all the nuclear fields $K_{z, i}$ are assumed to be Gaussian-distributed with zero mean and a standard deviation $\sigma_{K_{z}}$ [32]. At large times $t \gg$ $\hbar \tilde{A} / \delta_{\mathrm{hf}}^{2}$, this integral suggests that the hyperfine coupling in the XO singletonly spin qubit leads to a power-law decay in the Rabi oscillations, $\left\langle P_{1}(t)\right\rangle \propto$ $t^{-\alpha}$ with $\alpha \approx 1$.

We also complement the analytical calculations by performing numerical simulations of resonant driving of the qubit. We project the Hamiltonian in Eq. (3.20) to the $S_{z}=0$ subspace of all relevant charge states and diagonalize the resulting Hamiltonian at the point $Q$ (see Fig. 3.2). This yields the eigenstates at $\epsilon_{14}=0$ as well as the qubit splitting $\hbar \omega_{z}$. Then we initialize the system into the singlet state $|0\rangle$ and let it evolve under the Hamiltonian $H_{\text {Hubb }}+H_{\mathrm{hf}}$, with $\epsilon_{14}=A \cos \left(\omega_{z} t\right)$ and four random nuclear fields $\mathbf{K}_{i}$. We repeat these steps many times, with a different set of $\mathbf{K}_{i}$ each time, and calculate the average time-dependent probability $\left\langle P_{1}(t)\right\rangle$. In Fig. 3.5 we show the probability $\left\langle P_{1}(t)\right\rangle$ (blue curve), evaluated with $A=2.5 \mu \mathrm{VV}$ and averaged over 2500 random nuclear field configurations. We considered $\mathbf{K}_{i}$ as Gaussian-distributed noise with $\sigma_{K_{z}}=0.07 \mu \mathrm{eV}$. In the figure we observe several Rabi oscillations in $\sim 500 \mathrm{~ns}$ without any significant decay. At much longer times, nevertheless, we expect to see a suppression in the oscillations.

As a comparison, we also show equivalent simulations of a resonant driving of the triple-dot XO qubit, using the same parameters. The result is plotted with a red curve in Fig. 3.5, together with the Rabi oscillations


Figure 3.6: This is the initialization scheme that we propose. The qubit is prepared in the only singlet state available in $(2,0,0,2)$ and pulsed adiabatically from the point $I$ to the qubit operation point $Q$, without entering in the charge regions $(1,0,1,2)$ and $(2,0,1,1)$ to avoid possible level crossings.
in the XO singlet-only qubit. In this case the probability $\left\langle P_{1}(t)\right\rangle$ decays significantly in the first few Rabi periods. The clear contrast between the two curves shows the improvement, regarding the coherence of the qubit, that offers the XO singlet-only spin qubit that we propose in this chapter.

### 3.1.3 Initialization and readout of the qubit states

One important ingredient of every quantum computation protocol is the ability to reliably initialize a qubit in one of its basis states and read out the output quantum state after running an algorithm.

Readout of the qubit can be performed by spin-to-charge conversion, in a similar way as in the $S-T[21]$ and triple-dot XO [27, 62] qubits. In our setup this can be done by pulsing into the point $R$ in Fig. 3.2 via detuning of $\epsilon_{14}$. Only the singlet state $|0\rangle$, couples adiabatically to the singlet state in this charge region. A protective measurement of the qubit state can be achieved by simply measuring the charge configuration of the system at this point.

Initialization can be carried in a similar way. We prepare the system in a ground state that couples adiabatically to only one of the qubit states. For that we choose the charge state $(2,0,0,2)$, which has a singlet structure because of Pauli's spin blockade. This state couples adiabatically to the


Figure 3.7: This XO singlet-only spin qubit is composed of five quantum dots in a linear array. The dots are tunnel coupled to their nearest neighbor only, indicated by red lines and the tunnel coupling energies $t_{i j}$. Gate electrodes control the potentials $V_{i}$ in the dots.
state $|0\rangle$ when the system is pulsed back to $Q$ along the red dashed line in Fig. 3.6.

One requirement for successful initialization and readout of the qubit is that all possible level crossings during the initialization and readout paths are swept through fast enough so that the chance for spin-flip transition to a different spin state is strongly suppressed. This exact same condition holds for the triple-dot XO qubit, where the qubit state $|0\rangle$ crosses a spin- $\frac{3}{2}$ state during readout [27].

### 3.2 A straightforward implementation

We now want to study the possibility of implementing this qubit into an existing device. We believe that the qubit can be straightforwardly implemented in the device in Ref. [48]. This device consists of five tunnel coupled quantum dots in a linear arrangement, as we show in Fig. 3.7, with the central dot being substantially larger than the other four dots and hosting a large (between 50 and 100) even number of electrons. The system can be tuned into a configuration where the two lowest energy states in the central dot are a singlet and a triplet multi-electron spin states. We further assume that the energy separation between them is small enough so that a transition from a singlet to a triplet ground state ${ }^{2}$ is possible via electric or magnetic tuning with reasonable electric and magnetic fields [48, 63].

[^7]The system is prepared in a state $(1,1, m, 1,1)$ with $m$ such that the ground state of the multielectron dot is a singlet state but the ground state for $m+2$ is a triplet state [48]. An orbital excitation within the quantum dot $m$ is, in this system, possible when it contains $m+2$ electrons with a small cost in energy. With $m+2$ electrons the first excited state will then be a singlet state [48]. Within the charge state ( $1,1, \mathrm{~m}, 1,1$ ), and taking the middle dot to be always in a singlet state, there are up to 16 different spin configurations, two of which are singlet states (see Section 3.1). We call the lowest energy singlet state $|0\rangle$ and the higher energy singlet state $|1\rangle$, defined as:

$$
\begin{align*}
|0\rangle & =\left|S_{14} S_{m} S_{23}\right\rangle \\
= & \frac{1}{2}\left(\left|\uparrow \uparrow S_{m} \downarrow \downarrow\right\rangle-\left|\uparrow \downarrow S_{m} \uparrow \downarrow\right\rangle-\left|\downarrow \uparrow S_{m} \downarrow \uparrow\right\rangle+\left|\downarrow \downarrow S_{m} \uparrow \uparrow\right\rangle\right)  \tag{3.55}\\
|1\rangle & =\frac{1}{\sqrt{3}}\left(-\left|T_{14}^{+} S_{m} T_{23}^{-}\right\rangle-\left|T_{14}^{-} S_{m} T_{23}^{+}\right\rangle+\left|T_{14}^{0} S_{m} T_{23}^{0}\right\rangle\right) \\
= & \frac{1}{2 \sqrt{3}}\left(\left|\uparrow \uparrow S_{m} \downarrow \downarrow\right\rangle+\left|\downarrow \downarrow S_{m} \uparrow \uparrow\right\rangle+\left|\uparrow \downarrow S_{m} \uparrow \downarrow\right\rangle\right. \\
& \left.\quad+\left|\downarrow \uparrow S_{m} \downarrow \uparrow\right\rangle-2\left|\uparrow \downarrow S_{m} \downarrow \uparrow\right\rangle-2\left|\downarrow \uparrow S_{m} \uparrow \downarrow\right\rangle\right) . \tag{3.56}
\end{align*}
$$

With this notation, $S_{m}$ denotes a singlet configuration in the central dot. We use the state $|0\rangle$ as the north pole of the Bloch sphere and its orthogonal singlet state $|1\rangle$ as the south pole. See Fig. 3.8(a). The system can be unambiguously initialized in a state $|i\rangle=\left|S_{12} S_{m} S_{34}\right\rangle$, more conveniently expressed as:

$$
\begin{equation*}
|i\rangle=-\frac{1}{2}|0\rangle+\frac{\sqrt{3}}{2}|1\rangle . \tag{3.57}
\end{equation*}
$$

This is achieved by preparing the system into the initialization charge state $(2,0, m, 0,2)$, where due to a large orbital energy splitting in the lateral dots the electrons in the two external quantum dots can only be in a singlet state, and then pulsing into ( $1,1, m, 1,1$ ), the region I in Ref. [48] (see also Fig. 3.10 below). The state $|i\rangle$ has an angle of 120 degrees with respect to $|0\rangle$. Qubit manipulation is achieved by electrostatic tuning of the gate voltages $V_{i}$. Either via the external quantum dot potentials $V_{1}$ and $V_{4}$ or the central dot potential $V_{m}$. Close to the charge state $(2,0, m, 0,2)$, but still in region I, the external quantum dots are strongly coupled, while the exchange interaction between them and the central dot is smaller [see Fig. 3.8(b)] this results in an axis at 120 degrees in the Bloch sphere, parallel to $|i\rangle$. In region I, increasing $V_{m}$ towards regions $\mathrm{II}_{a} / \mathrm{II}_{b}$
(a)

(b)


Figure 3.8: (a) Vertical cut of the Bloch sphere showing the initialization state $|i\rangle$ in the basis $\{|0\rangle,|1\rangle\}$ and (b) quantum dot couplings and detuning.
(Fig. 3.10), effectively couples the dots 2 and 3 to the central dot $m$ and results in an exchange energy $J_{c}$. This is represented in the Bloch sphere by an axis pointing towards the north pole (see also Fig. 3.9). Increasing $V_{m}$ further, into the region III, brings the system into the charge state $(1,0, m+2,0,1)$, where the sign of $J_{c}$ is reversed, i.e., the field now points towards $|1\rangle$, at 180 degrees.

Since the Bloch angle $\theta$ in Fig. 3.9 is rather step-like and angles beyond 180 are not accessible (as opposed to what we saw in Section 2.2, where any rotation in the Bloch sphere is possible), full rotations between the states $|0\rangle$ and $|1\rangle$ are challenging: in this figure we can only reach precisely the angles 0,120 and 180 degrees, as reported in Ref. [48]. An angle $\theta=$ $90^{\circ}$ lays in the sharp, step-like, transition and is therefore experimentally difficult to achieve. Manipulating the qubit at close proximity to other charge states can, on the other hand, produce a "richer" set of detuning tools. To study the effects of the charge states $(2,0, m, 1,1),(1,1, m, 0,2)$, $(2,0, m+1,0,1)$ and $(1,0, m+1,0,2)$ we use the Hamiltonian $[48,63]$

$$
\begin{align*}
H=-\sum_{i} V_{i} n_{i}+ & \frac{U_{i}}{2} n_{i}\left(n_{i}-1\right)+\sum_{i \neq j} \frac{K_{i, j}}{2} n_{i} n_{j} \\
& +\sum_{\langle i, j\rangle, \sigma} \frac{t_{i j}}{\sqrt{2}} c_{i, \sigma}^{\dagger} c_{j, \sigma}-\frac{\xi}{2} \mathbf{S}^{2}+\frac{1}{2} g \mu_{B} B_{\|}\left(n_{\uparrow}-n_{\downarrow}\right), \tag{3.58}
\end{align*}
$$

with $U_{i}$ the on-site Coulomb interaction in dot $i$ and $K_{i, j}$ the crosscapacitance between neighboring dots. The Coulomb interaction between


Figure 3.9: Bloch angle $\theta$ as a function of the gate potential $V_{m}$ for $V_{1}=V_{2}=V_{4}=0$ and $V_{3}=2 \mu \mathrm{eV}$. Other parameters as in Ref. [48]
two electrons in different orbitals in the middle dot is also accounted for via $K_{i, j}$. We study the magnitude of the exchange field and the Bloch angle as a function of $V_{m}$ and $V_{1}$, while keeping $V_{4}=V_{1}$ and fixing $V_{2}$ and $V_{3}>V_{3}$ close to zero, as in the model used in Ref. [48]. This is shown in Fig. 3.10, where we used the same parameters as in their text. In this Hamiltonian, the spin operator $\mathbf{S}^{2}$ acts only on the two higher-orbital electrons in the central quantum dot when it is occupied by $m+2$ electrons. This term enforces a triplet ground state in the region III, where the charge state is $(1,0, m+2,0,1)$. The last term describes the Zeeman splitting between states with different spin projection.

We study in more detail two special cases, both very close to the charge states $(2,0, m+1,0,1)$ and $(1,0, m+1,0,2)$ : $(i)$ the vertical dashed line in Fig. 3.10, at $V_{1}=V_{4}=4.6 U_{m}$, and (ii) the tilted dotted line $V_{m}=10 U_{m}-2 V_{1}$, also with $V_{1}=V_{4}$. In both cases initialization and readout is performed at the $i / r$ point (white star), where the ground state couples adiabatically to $|i\rangle$.

Fig. 3.11 (a) shows the lowest part of the spectrum along the line $(i)$, centered at the charge region $(1,0, m+1,1,1) /(1,0, m+1,1,1)$. The two lowest singlet states are shown in blue and green. At the center of the spectrum, the lowest state points towards $|0\rangle$ in the Bloch sphere and the excited state to $|1\rangle$. Other singlet states are shown in gray. Fig. 3.11(b) shows the strength of the exchange field (relative to its maximum in the domain) and the angle in the Bloch sphere along the same line. Close to $V_{m}=U_{m}$, where the system goes from the charge states $(1,0, m+$ $1,1,1) /(1,0, m+1,1,1)$ to $(1,0, m+2,, 1)$, the exchange energy changes sign. This is indicated by the abrupt change in the angle $\theta$ that goes from nearly 0 to 180 . Moving towards the opposite direction produces a smoother change of $\theta$ (and also a smooth variation of $|J|$ ) from 0 to 120 degrees. This enables a precise control of the angle in the Bloch sphere


Figure 3.10: Bloch angle $\theta$ and exchange magnitude $|J|$ as a function of $V_{m}$ and $V_{1}$ (keeping $V_{4}=V_{1}$ ) with $V_{2}=0$ and $V_{3}=2 \mu \mathrm{eV}$. Different charge regions are indicated. We also show curves along which the exchange field magnitude is constant (white curves) and curves along which the Bloch angle is constant (gray curves). The color gradient indicates the angle $\theta$ and the transparency shows the strength of the exchange field $|J|$. Two lines (dashed and dotted) indicate two possible paths for manipulation of the qubit. The white star marks a region where initialization and readout would be most successful.


Figure 3.11: Singlet states spectrum along (a) the dashed line in Fig. 3.10 and (c) the tilted dotted line. The two lowest singlet states, which we use as qubit states, are colored. (b,d) Magnitude of the strength of the exchange field $|J|$ and Bloch angle $\theta$ along the same lines, respectively. The exchange field $|J|$ is given in arbitrary units, with $|J|=1$ being the maximum value of $|J|$ within the domain we consider in each panel.
and makes possible full rotations by electrostatic pulsing of the gates.
Similar features are observed if the detuning is along the tilted line (ii), with a similar spectrum [Fig. 3.11(c)] but with more and larger peaks in $|J|$ [Fig. 3.11(d)]. Note, however, that initializing in the charge states $(2,0, m+1,0,1)$ and $(1,0, m+1,0,2)$ does not necessarily result in a singlet state (see Fig. 3.10 as well), and readout may result inefficient if there are spin mixing mechanisms that couple singlet and triplet states, since not all quantum dots are doubly occupied.

### 3.2.1 Qubit manipulation

Let us, for simplicity, introduce an effective two-level Hamiltonian to investigate possible mechanisms to manipulate the qubit. This effective Hamiltonian results from the projection of the Hamiltonian in Eq. (3.58)
into the two-level qubit subspace:

$$
\begin{equation*}
H_{\mathrm{qb}}=\frac{1}{2}\left|J\left(V_{i}\right)\right| \cos \left[\frac{\theta\left(V_{i}\right)}{2}\right] \sigma^{z}+\left|J\left(V_{i}\right)\right| \sin \left[\frac{\theta\left(V_{i}\right)}{2}\right] \sigma^{x} . \tag{3.59}
\end{equation*}
$$

If the exchange field $|J|$ close to $\theta=0$ is large enough, a small modulation of the field along $V_{m}$ can induce Rabi rotations with a period $h / A$, where $A=\delta V_{m}\left|\frac{d}{d V_{m}}\left(|J| \sin \frac{\theta}{2}\right)\right| . \delta V_{m}$ is the amplitude of the oscillations in the potential and $|J|$ and $\theta$ the magnitude of the exchange field and the angle in the Bloch sphere.

Detuning of the qubit via pulsing is also possible: The smoothnes of the curve $\theta\left(V_{m}\right)$ allow us to precisely select any rotation angle in one side of the Bloch sphere [see Figs.3.11(b,d)]. Nevertheless, since we do not have control over the full Bloch sphere, the qubit rotations will be challenging.

## 4

## Higher tunability


#### Abstract

We propose a novel implementation of an XO singlet-only qubit in GaAs that can be straightforwardly implemented in existing triple-dot devices and with a qubit splitting that can be tuned over several tens of $\mu \mathrm{eV}$. The contents of this chapter are included in Paper III.


In the XO singlet-only spin qubit proposed in Chapter 3, the coherence time of the qubit is substantially extended by eliminating the leading effects of magnetic noise. However, the long coherence time of the qubit comes at the cost of a relatively small qubit splitting. This is a common problem with XO qubits [50, 64-66]. To overcome this problem, we propose a new GaAs-based singlet-only spin qubit that can be implemented in triple-dot devices. This qubit will have a simpler design and a substantially larger (and tunable) qubit splitting. Fig. 4.1 shows the device that we propose. It consists of three quantum dots with a middle dot that can allocate several electrons.

We tune the triple quantum dot to a $(1,4,1)$ charge configuration and apply an out-of-plane magnetic field. On the central dot, the interplay between the magnetic field and the Coulomb interaction between the electrons results in a rich energy spectrum with many crossings between levels with different total spin and orbital angular momentum. As we will see below, when the central dot is occupied by four electrons, the ground state


Figure 4.1: The system is composed of three quantum dots, with a central dot that can allocate several electrons and two outer dots in the spin blockade regime. The dots are tunnel coupled to their nearest neighbors and the electrochemical potential in each dot can be controlled by the gate-induced offsets $V_{1}, V_{2}$ and $V_{3}$.
changes from a triplet to a singlet character, typically at a moderate field of $\sim 100 \mathrm{mT}$ [67], in a similar way as we saw in the last chapter. We prepare the system close to this singlet-triplet crossing, and couple the central dot to two singly-occupied outer dots via a tunneling interaction. This yields an XO singlet-only qubit where the singlet-triplet splitting on the central dot, and thus the qubit splitting, can be tuned over a large range of energies by adjusting the external magnetic field. The qubit is equivalent to the XO singlet-only qubit presented in Chapter 3, but now the singlet/triplet nature of the electrons in the dots 2 and 3 in Fig. 3.4(a) is replaced by singlet/triplet couplings of two electrons in the middle dot in Fig. 4.1. This yields a GaAs-based XO singlet-only qubit that is not more complicated to create or operate than existing triple-dot devices. Moreover, this has a qubit splitting that can be straightforwardly tunable through a wide range of energies, from zero to several $\mu \mathrm{eV}$. Conceptually similar qubits have been proposed in Refs. [66] and [68]. Probably the most promising one is a proposal for a singlet-only qubit in Si, taking advantage of valley states [66]. Our proposal differs from this in that our qubit is more tunable ${ }^{1}$, is easy to manipulate and can be implemented both in GaAs but also in Si quantum dots.

[^8]
### 4.1 A singlet-only spin qubit in three dots

The only substantial difference between this qubit and the XO qubits that we talked about in Chapters 2 and 3 is the multi-electron central quantum dot. Until now we have considered small quantum dots in the spin blockade regime, but for this proposal we have to consider a slightly larger dot that can accommodate more electrons and produce an electron orbital spectrum with seizable energies. The physics of multi-electron quantum dots has been studied before, but we will now do it in more detail and derive some expressions that we will need later to construct an effective Hamiltonian that governs the dynamics of the qubit. For this we will mostly follow the method used in Ref. [67].

### 4.1.1 Multi-electron quantum dots

The physics of a multi-electron quantum dot is qualitatively different from that of the quantum dots in the spin blockade regime that we have seen previously. Here we have to account for other orbital states, as well as for the Coulomb interaction between the many electrons that occupy the dot. Moreover, in this system we also include a magnetic field perpendicular to the plane of the quantum dots that squeezes the wave function of the electrons. Let us consider each of these new ingredients, one at a time.

## A perpendicular magnetic field

Consider a quantum dot defined by a circularly symmetric parabolic potential in the $x-y$ plane (the plane of the 2DEG) and a very strong confinement along the $z$ direction. Consider also an out-of-plane magnetic field. We saw in Chapter 2 that the Hamiltonian of a single electron in such a potential is given by

$$
\begin{equation*}
H_{0}^{(i)}=\frac{1}{2 m^{*}}\left[\mathbf{p}_{i}+e \mathbf{A}\left(\mathbf{r}_{i}\right)\right]^{2}+\frac{1}{2} m^{*} \omega_{0}^{2} \mathbf{r}_{i}^{2}+\frac{1}{2} g \mu_{\mathrm{B}} B \sigma_{i}^{z}, \tag{4.1}
\end{equation*}
$$

where $\omega_{0}$ defines the strength of the in-plane confinement of the electrons and thus define the quantum dot. The effective radius of the dots in the absence of a magnetic field is given by $\sigma_{0}=\sqrt{\hbar} /\left(m^{*} \omega_{0}\right)$. The vector potential $\mathbf{A}(\mathbf{r})=\frac{1}{2} B(x \hat{y}-y \hat{x})$ describes the magnetic field along the $z$ (out of plane) direction, and last term couples the magnetic field to the spin of the electrons.

The eigenstates of this Hamiltonian are the Fock-Darwin states [24],

$$
\begin{equation*}
\psi_{n, l, \eta}\left(\mathbf{r}_{i}\right)=\sqrt{\frac{n!}{\pi \sigma^{2}(n+|l|)!}} \rho_{i}^{|l|} e^{-\rho_{i}^{2} / 2} L_{n}^{|l|}\left(\rho_{i}^{2}\right) e^{-i l \theta_{i}} \tag{4.2}
\end{equation*}
$$

where we used the polar coordinates $\rho_{i}=r_{i} / \sigma$ and $\theta_{i}$. Here, $\sigma=\sqrt{\hbar / m^{*} \Omega}$ is the effective, magnetic field-dependent dot radius, with a magnetic-fielddependent oscillator frequency $\Omega=\sqrt{\omega_{0}^{2}+\omega_{c}^{2} / 4}$, and $\omega_{c}=e B / m^{*}$ the cyclotron frequency. $L_{a}^{b}(x)$ is the associated Laguerre polynomial. The quantum number $n=0,1,2, \ldots$ in the expression above labels the radial orbital degree of freedom of the electron, and the quantum number $l \in \mathbb{Z}$ labels the orbital angular momentum. We use $\eta= \pm 1$ for the spin of the electron. The corresponding eigenenergies are

$$
\begin{equation*}
E_{n, l, \eta}^{(i)}=\hbar \Omega(2 n+|l|+1)-\frac{1}{2} \hbar \omega_{c} l+\frac{1}{4} g \frac{m^{*}}{m_{e}} \hbar \omega_{c} \eta \tag{4.3}
\end{equation*}
$$

where $m_{e}$ is the mass of the electron at rest. The first term describes the two-dimensional harmonic-oscillator energies, now with a magnetic-fielddependent frequency $\Omega$. The second term comes from the direct coupling of the angular momentum $l$ to the out-of-plane magnetic field. Finally, the last term accounts for the Zeeman effect.

This produces the text-book Fock-Darwin spectrum of Fig. 4.2. In this figure we show the single-particle energies as a function of the $\omega_{c}$ for different quantum numbers $n$ and $l$. The levels plotted in red are the ones we used in our analytic and numerical calculations.

## Many-particle interactions

Next we want to find the expressions for the eigenenergies of the multielectron states and their spin structure, in the presence of electron-electron interactions. For this we follow the method used in [67, 70]. We describe the electron-electron interaction with the Hamiltonian

$$
\begin{equation*}
V=\sum_{i<j} \frac{e^{2}}{4 \pi \varepsilon\left|\mathbf{r}_{i}-\mathbf{r}_{j}\right|}, \tag{4.4}
\end{equation*}
$$

where $\varepsilon$ is the effective dielectric constant of the surroundings of the quantum dot. For a system with two electrons analytical diagonalization of the Hamiltonian $H_{1}=\sum_{i} H_{0}^{(i)}+V$ is possible [43], but for more than two electrons there is no obvious solution. We thus treat this many-body problem


Figure 4.2: Fock-Darwin spectrum as a function of $\omega_{c}$, where the boxed labels indicate the orbital and angular momentum quantum numbers ( $n, l$ ). For simplicity we have omitted the Zeeman effect and all the lines are thus two-fold degenerate. In red we plotted the levels that we include in our calculations.
perturbatively and work in a restricted configuration space. We construct a basis of many-particle states from products of single-particle states and impose a cutoff on the quantum numbers $n$ and $l$ as was done in Ref. [67]. Working in this basis allow us to find explicit expressions for the matrix elements of the Hamiltonian in Eq. (4.4)

Let us start by constructing a basis from antisymmetrized products of Fock-Darwin states. We denote these states $|s\rangle$. For a system of $M$ electrons, the states $|s\rangle$ are characterized by a set of quantum numbers $s=\left\{n_{s_{1}}, l_{s_{1}}, \eta_{s_{1}} ; \ldots ; n_{s_{M}}, l_{s_{M}}, \eta_{s_{M}}\right\}$. We then write the antisymmetrized wave function in position space $\left\langle\mathbf{r}_{1}, \ldots \mathbf{r}_{M} \mid s\right\rangle=\phi_{s}\left(\mathbf{r}_{1}, \ldots \mathbf{r}_{M}\right)$ as

$$
\begin{equation*}
\phi_{s}\left(\mathbf{r}_{1}, \ldots \mathbf{r}_{M}\right)=\mathcal{A}\left[\psi_{n_{s_{1}}, l_{s_{1}}, \eta_{s_{1}}}\left(\mathbf{r}_{1}\right) \ldots \psi_{n_{s_{M}}, l_{s_{M}}, \eta_{s_{M}}}\left(\mathbf{r}_{M}\right)\right] \tag{4.5}
\end{equation*}
$$

where $\mathcal{A}$ is the antisymmetrization operator. Since $\sum_{i} H_{0}^{(i)}$ is diagonal in the basis of these product states, we can write the full Hamiltonian as

$$
\begin{array}{r}
H_{1}=\sum_{s}\left[\hbar \Omega\left(2 N_{s}+K_{s}+M\right)-\frac{1}{2} \hbar \omega_{c} L_{s}+\frac{1}{2} g \frac{m^{*}}{m_{e}} \hbar \omega_{c} S_{s}+V_{s s}\right]|s\rangle\langle s| \\
+\sum_{s \neq r} V_{s r}|s\rangle\langle r|, \tag{4.6}
\end{array}
$$

where $N_{s}=\sum_{i} n_{s_{i}}, K_{s}=\sum_{i}\left|l_{s_{i}}\right|, L_{s}=\sum_{i} l_{s_{i}}, S_{s}=\frac{1}{2} \sum_{i} \eta_{s_{i}}$, and $V_{s r}=$ $\langle s| V|r\rangle$. To write an explicit matrix form of this Hamiltonian we therefore
need to evaluate the integrals

$$
\begin{equation*}
V_{s r}=\sum_{i<j}^{M} \int d \mathbf{r}_{1} \cdots d \mathbf{r}_{M} \phi_{s}^{*}\left(\mathbf{r}_{1}, \ldots \mathbf{r}_{M}\right) \frac{e^{2}}{4 \pi \varepsilon\left|\mathbf{r}_{i}-\mathbf{r}_{j}\right|} \phi_{r}\left(\mathbf{r}_{1}, \ldots \mathbf{r}_{M}\right) \tag{4.7}
\end{equation*}
$$

for all sets of quantum numbers $s$ and $r$. However, since the Coulomb potential couples electrons pairwise, we only need to evaluate integrals of the form

$$
\begin{equation*}
\int d \mathbf{r}_{1} d \mathbf{r}_{2} \psi_{n_{1}, l_{1}, \eta}^{*}\left(\mathbf{r}_{1}\right) \psi_{n_{2}, l_{2}, \eta^{\prime}}^{*}\left(\mathbf{r}_{2}\right) \psi_{n_{3}, l_{3}, \eta^{\prime}}\left(\mathbf{r}_{2}\right) \psi_{n_{4}, l_{4}, \eta}\left(\mathbf{r}_{1}\right) \frac{e^{2}}{4 \pi \varepsilon\left|\mathbf{r}_{1}-\mathbf{r}_{2}\right|} \tag{4.8}
\end{equation*}
$$

Using the Fock-Darwin states from Eq. (4.2) and the results from Ref. [71] we can evaluate the integral analytically and find a closed form expression for all $V_{s r}$ in Eq. (4.8) and thus $H_{1}$, from Eq. (4.6).

## Multi-electron spectra

With these ingredients the eigenstates and eigenenergies of the full manyparticle Hamiltonian $H_{1}=\sum_{i} H_{0}^{(i)}+V$ can then be found from numerical diagonalization or, in the weak-interaction limit characterized by $\kappa \equiv$ $e^{2} /\left(4 \pi \hbar \varepsilon \sigma_{0} \omega_{0}\right) \ll 1$, from a perturbation expansion in $\kappa$.

We will use a charge configuration $(1,4,1)$, which means that we will have four electrons in the middle quantum dot. Nevertheless, since we introduced as well a finite tunneling interaction that gives rise to exchange effects, we must also consider other charge states. For simplicity, in the following analytical calculations we will restrict ourselves to charge states that are only one tunneling event away from $(1,4,1)$. This means that we need to consider the states $(1,5,0),(0,5,1),(2,3,1),(1,3,2)$. We therefore need to study the spectra of quantum dots with three, four and five electrons. For the numeric evaluations we consider also other charge states that are close to the $(1,4,1)$ region although not coupling to it directly by one single tunneling transition, such as the states $(2,2,2)$ and $(0,6,0)$.

We carry the analysis assuming a relatively small magnetic field, with $\omega_{c} / \omega_{0} \leq 0.3$, and a not too strong electron-electron interaction $\kappa<1$. Moreover, for the multi-electron dot, we use the 28 single-particle states with $n \in\{0,1\}, l \in\{0, \pm 1, \pm 2, \pm 3\}$ and $\eta= \pm 1$ from Fig. 4.2 to construct our basis of many-particle states.

The numerical analysis shows that, for up to five electrons and small $\kappa=0.5$, the low-energy part of the spectrum of $H_{1}$ of the middle dot resembles the exact many-particle spectrum reported in Refs. [67, 72] with quite


Figure 4.3: (a) Energy spectrum of a quantum dot with four electrons in a perpendicular magnetic field as a function of $\omega_{c}$, with $\kappa=0.5$ and $g=-0.4$. The dots show the results from a numerical diagonalization of the Hamiltonian. Solid lines show the analytic expressions for the magnetic field-dependent energies. Singlet states are plotted in green and triplet states in blue. (b) Numerically evaluated energy of the state $\left|S_{\alpha}\right\rangle$ relative to $\left|T_{\beta}^{0}\right\rangle$ for two values of $\kappa$.
high accuracy. In Fig. 4.3(a) we show the lowest part of the energy spectrum of a quantum dot with four electrons, where we used $g=-0.4$. The numerical results are shown by blue (states with a triplet character) and green (states with a singlet character) dots. In this plot we show only the six states with lowest energy. The three triplet states are labeled $\left|T_{\beta}\right\rangle$ and have the largest weight in the orbital configuration $(0,0)^{2}(0,1)^{1}(0,-1)^{1}$, where $(n, l)^{m}$ means $m$ electrons in the orbital state $(n, l)[67]$. The three lowest singlet states are labeled $\left|S_{\alpha, \beta, \gamma}\right\rangle$, and their largest weights are in the orbital configurations $(0,0)^{2}(0,1)^{2},(0,0)^{2}(0,1)^{1}(0,-1)^{1}$, and $(0,0)^{2}(0,-1)^{2}$, respectively. The magnitude of the Zeeman splitting is so small compared to the orbital energies that it is not possible to distinguish, visually, the three triplet states.

At zero magnetic field, exchange effects arising from the electronelectron Coulomb interaction favor a spin triplet ground state. When the field is increased, we observe that: $(i)$ all orbital energies increase due to the magnetic compression of the wave functions, through an increase in $\Omega\left(\omega_{c}\right),(i i)$ the singlet states $\left|S_{\alpha}\right\rangle$ and $\left|S_{\gamma}\right\rangle$ split out due to the coupling of the magnetic field to their total projected orbital angular momentum $L_{z}= \pm 2 \hbar$, and (iii) the Zeeman effect splits out the three triplet states as well.

This leads to a singlet-triplet crossing at $\omega_{c} / \omega_{0} \sim 0.1$. At around this
point the four-particle ground state changes from a singlet to a triplet character in the same way as the quadruple dot XO qubit from Chapter 3, (cf. to Fig. 3.4). Close to this degeneracy the next excited state - one of the other two singlet states - is typically $\sim 0.2 \hbar \omega_{0}$ higher in energy. This large energy difference allows us to disregard these excited states. Note also that the magnitude of the magnetic field, through $\omega_{c}$, that forces a singlet-triplet crossing also depends on $\kappa$. Therefore, for larger quantum dots, with a smaller $E_{\text {orb }}=\hbar \omega_{0}$, a smaller $\omega_{c}$ will be required.

Next we proceed to carry our analytical analysis. For a quantum dot with four electrons, and up to second order in $\kappa$, we find the energies for the three lowest triplet levels:

$$
\begin{equation*}
E_{T_{\beta}^{(S)}}=6 \hbar \Omega+\frac{S}{2} g \frac{m^{*}}{m_{e}} \hbar \omega_{c}+\gamma_{T}^{(1)} \kappa \hbar \sqrt{\Omega \omega_{0}}+\gamma_{T}^{(2)} \kappa^{2} \hbar \omega_{0} \tag{4.9}
\end{equation*}
$$

where $S \in\{-1,0,1\}$ labels the total spin projection of the triplet states. The coefficients $\gamma_{T}^{(1)}$ and $\gamma_{T}^{(2)}$, given by

$$
\begin{equation*}
\gamma_{T}^{(1)}=2 \sqrt{2 \pi}, \quad \gamma_{T}^{(2)}=-\frac{195893509 \pi}{805306368} \approx-0.764 \tag{4.10}
\end{equation*}
$$

determine the prefactor of the first- and second-order correction, respectively. The energy of the two lowest singlet levels is

$$
\begin{equation*}
E_{S_{\alpha, \gamma}}=6 \hbar \Omega-\frac{L}{2} \hbar \omega_{c}+\gamma_{S 1}^{(1)} \kappa \hbar \sqrt{\Omega \omega_{0}}+\gamma_{S 1}^{(2)} \kappa^{2} \hbar \omega_{0} \tag{4.11}
\end{equation*}
$$

where $L$ is the total orbital angular momentum projection of the state. That is, $L=2$ for the lowest singlet $\left|S_{\alpha}\right\rangle$ and $L=-2$ for the first excited singlet $\left|S_{\gamma}\right\rangle$. Here we have also introduced the two coefficients

$$
\begin{equation*}
\gamma_{S 1}^{(1)}=\frac{67}{16} \sqrt{\frac{\pi}{2}}, \quad \gamma_{S 1}^{(2)}=-\frac{38109479 \pi}{134217728} \approx-0.892 \tag{4.12}
\end{equation*}
$$

Finally, for the singlet $\left|S_{\beta}\right\rangle$ we find

$$
\begin{equation*}
E_{S_{\beta}}=6 \hbar \Omega+\gamma_{S 2}^{(1)} \kappa \hbar \sqrt{\Omega \omega_{0}}+\gamma_{S 2}^{(2)} \kappa^{2} \hbar \omega_{0} \tag{4.13}
\end{equation*}
$$

with the coefficients

$$
\begin{equation*}
\gamma_{S 2}^{(1)}=\frac{35}{8} \sqrt{\frac{\pi}{2}}, \quad \gamma_{S 2}^{(2)}=-\frac{1391260025 \pi}{4294967296} \approx-1.02 \tag{4.14}
\end{equation*}
$$

With these results we can write an expression for the singlet-triplet split$\operatorname{ting} E_{S T}=E_{T_{\beta}^{0}}-E_{S_{\alpha}}$,

$$
\begin{equation*}
E_{S T}=\hbar \omega_{c}-\frac{3}{16} \sqrt{\frac{\pi}{2}} \kappa \hbar \sqrt{\Omega \omega_{0}}+\frac{32763365 \pi}{805306368} \kappa^{2} \hbar \omega_{0}, \tag{4.15}
\end{equation*}
$$

which for small $\omega_{c} / \omega_{0}$ can be very well approximated by

$$
\begin{align*}
E_{S T} & \approx \hbar \omega_{c}+\left(-\frac{3}{16} \sqrt{\frac{\pi}{2}} \kappa+\frac{32763365 \pi}{805306368} \kappa^{2}\right) \hbar \omega_{0} \\
& \approx \hbar \omega_{c}+\left(-0.235 \kappa+0.128 \kappa^{2}\right) \hbar \omega_{0} . \tag{4.16}
\end{align*}
$$

Note that the splitting between $\left|S_{\alpha}\right\rangle$ and $\left|T_{\beta}^{0}\right\rangle$ is to good approximation linear in $\omega_{c}$ in the regime of interest, and the ground state changes from a spin triplet to a singlet around $\omega_{c} / \omega_{0} \sim 0.1$. These two generic features are the key ingredients for our qubit proposal.

One could alternatively use levels that cross in this subsystem to construct a singlet-triplet qubit [68], but in this case qubit control would still rely on modulation of the magnetic field. If, instead, we add two more quantum dots with a single electron on each, then we can create a tripledot exchange-only singlet-only qubit similar to the quadruple-dot qubit proposed in Chapter 3, where the tunability of the singlet-triplet splitting of the two central electrons, via detuning of $t_{23}$ (see Fig. 3.4), is now replaced by tunability of the splitting through the external magnetic field.

### 4.1.2 The six-particle singlet-only qubit subspace

We construct our qubit using two six-electron spin states. We use the device sketched in Fig. 4.1, with a charge configuration (1,4,1), and proceed again as in Chapter 2. We model the system with the Hamiltonian

$$
\begin{equation*}
H=\sum_{i=1}^{3}\left(H_{1}^{(i)}-V_{i} n_{i}\right)+\sum_{\langle i, j\rangle} U_{c} n_{i} n_{j}-\sum_{\langle i, j\rangle, \eta} \frac{t_{i j}}{\sqrt{2}} c_{i \eta}^{\dagger} c_{j \eta}, \tag{4.17}
\end{equation*}
$$

where now we included $H_{1}^{(i)}$ : the single-dot many-particle Hamiltonian for a quantum dot $i$ described above in Eq. (4.6).

This is a very simple model where we assumed that: (i) The gateinduced potentials $V_{i}$ are smooth enough so that they affect all electronic orbitals in the same way. (ii) The distance between the quantum dots dots is large enough to allow us to treat the interdot electrostatic energy (the


Figure 4.4: Charge stability diagram of the six-electron XO qubit as a function of $V_{m}$ and $V_{d}$, centered at the charge region $(1,4,1)$. The figure shows the positions of the SS , at the center, and the RX regimes, on top of the $(1,4,1)$ region. The red dotted line indicates where the qubit is manipulated, both for qubit operations and readout. For this figure we have used $\omega_{c} / \omega_{0}=0.1, U_{c}=0.2 \omega_{0}, \kappa=0.5$ and $m^{*}=0.067 m_{e}$.
second term in the Hamiltonian) as being dependent only on the number of electrons in the dots ( $n_{i}$ ) and not on their exact orbital configuration. (iii) All tunneling processes we will consider below involve a $(0,0)$-orbital on the lateral quantum dots and a ( $0, \pm 1$ )-orbital on the central dot; since all $(0, \pm 1)$-orbitals have the same radial structure we take the tunneling coefficients $t_{i j}$ to be independent of the electronic orbitals involved. We thus use $t_{l}$ for the magnitude of the tunnel coupling between the quantum dots 1 and 2 , regardless of the orbitals involved, and $t_{r}$ for the tunnel coupling between the dots 2 and 3. Furthermore, the quantum dots that form the qubit have different sizes. We use $\sigma_{0}=30 \mathrm{~nm}$ for the central dot and $\sigma_{0}=20 \mathrm{~nm}$ for the lateral dots. This allows for spin blockade in the external dots and seizable charging and orbital energies in the middle dot, which are necessary for obtaining a qubit equivalent to the XO singlet-only qubit of Chapter 3.

From the electrostatic part of $H$ we find the CSD of Fig. 4.4 as a function of the detuning $V_{d}=\frac{1}{2}\left(V_{3}-V_{1}\right)$ and $V_{m}=\frac{1}{2}\left(V_{1}+V_{3}\right)-V_{2}$. We study the qubit within the charge state $(1,4,1)$, either at the RX regime or at the SS. Within the $(1,4,1)$ region the four lowest-energy six-particle
states with spin $S^{2}=0$ can be written as

$$
\begin{align*}
& |0\rangle=\left|S_{\alpha} S_{13}\right\rangle,  \tag{4.18}\\
& |1\rangle=\frac{1}{\sqrt{3}}\left[\left|T_{\beta}^{(0)} T_{13}^{(0)}\right\rangle-\left|T_{\beta}^{(-)} T_{13}^{(+)}\right\rangle-\left|T_{\beta}^{(+)} T_{13}^{(-)}\right\rangle\right],  \tag{4.19}\\
& |2\rangle=\left|S_{\beta} S_{13}\right\rangle,  \tag{4.20}\\
& |3\rangle=\left|S_{\gamma} S_{13}\right\rangle, \tag{4.21}
\end{align*}
$$

where, as in the previous chapters, $\left|S_{13}\right\rangle$ and $\left|T_{13}\right\rangle$ indicate the pairing of two electrons in the outer dots in a singlet or triplet state. The states $\left|S_{\alpha, \beta, \gamma}\right\rangle$ and $\left|T_{\beta}\right\rangle$ are the lowest singlet and triplet states on the central dot, as defined above (see Fig. 4.3 and the text around). The qubit is thus defined in this singlet subspace, with the qubit states being $|0\rangle$ and $|1\rangle$.

We propose to tune the system close to the degeneracy of the states $\left|S_{\alpha}\right\rangle$ and $\left|T_{\beta}\right\rangle$ on the central dot. For a dot size of $\sigma_{0}=30 \mathrm{~nm}$, this happens at $B \approx 75 \mathrm{mT}$ (that is, $\omega_{c} / \omega_{0}=0.1$ ). Furthermore we use $U_{c}=0.2 \omega_{0}$ and $\kappa=0.5$. Close to this point, the singlets $|2\rangle$ and $|3\rangle$ will be split off by an energy much larger than the qubit splitting.

We derive an effective qubit Hamiltonian by means of a SW transformation of the Hamiltonian in Eq. (4.17). For this we assume that $\tau / \Delta \ll$ 1 , with $\tau$ the magnitude of the tunnel couplings (typically $\tau \sim 10 \mu \mathrm{eV}$ ) and $2 \Delta$ the width of the $(1,4,1)$ region (see Fig. 4.4). This condition is satisfied across most of the $(1,4,1)$ charge region, and allows us to treat the tunnel coupling perturbatively. We thus proceed as in Chapter 2 and project the resulting transformed Hamiltonian onto the qubit subspace, yielding to order $\tau^{2}$

$$
\begin{equation*}
H_{\mathrm{qb}}=\frac{1}{2}\left(E_{S T}+J_{z}\right) \sigma^{z}+J_{x} \sigma^{x} \tag{4.22}
\end{equation*}
$$

From this expression we observe that the qubit splitting is dominated by the singlet-triplet splitting on the central dot $E_{S T}$ which, from Eq. (4.16) we see that it is, to good approximation, linear in $\omega_{c}$. We emphasize that through $\omega_{c} \propto B$ this term, and therefore the qubit splitting, can be easily tuned over tens of $\mu \mathrm{eV}$.

The other two terms, the energies $J_{z}$ and $J_{x}$ read:

$$
\begin{align*}
J_{z}= & \frac{1}{2}\left(\frac{t_{l}^{2} \Delta}{\left(V_{d}-V_{m}\right)^{2}-\Delta^{2}}+\frac{t_{r}^{2} \Delta}{\left(V_{d}+V_{m}\right)^{2}-\Delta^{2}}\right. \\
& \left.+\frac{3 t_{l}^{2}\left(\Delta+\omega_{c}\right)}{\left(V_{d}-V_{m}\right)^{2}-\left(\Delta+\omega_{c}\right)^{2}}+\frac{3 t_{r}^{2}\left(\Delta+\omega_{c}\right)}{\left(V_{d}+V_{m}\right)^{2}-\left(\Delta+\omega_{c}\right)^{2}}\right)  \tag{4.23}\\
J_{x}= & \sqrt{\frac{3}{2}}\left(\frac{t_{r}^{2} \Delta}{\left(V_{d}+V_{m}\right)^{2}-\Delta^{2}}-\frac{t_{l}^{2} \Delta}{\left(V_{d}-V_{m}\right)^{2}-\Delta^{2}}\right) \tag{4.24}
\end{align*}
$$

Close to the line where $V_{d}=0$ and with $t_{l} \approx t_{r}$, the two exchange terms can be expressed as

$$
\begin{align*}
& J_{z} \approx-\tau^{2}\left[\frac{\Delta}{\Delta^{2}-V_{m}^{2}}+\frac{3\left(\Delta+\omega_{c}\right)}{\left(\Delta+\omega_{c}\right)^{2}-V_{m}^{2}}\right]  \tag{4.25}\\
& J_{x} \approx \frac{\sqrt{6} \tau \Delta}{\Delta^{2}-V_{m}^{2}}\left[\delta t+\frac{2 t V_{m}}{\Delta^{2}-V_{m}^{2}} V_{d}\right] \tag{4.26}
\end{align*}
$$

for $\Delta$ as defined in Fig. 4.4, and with $\tau=\frac{1}{2}\left(t_{l}+t_{r}\right)$ and $\delta t=t_{l}-t_{r}$. The exchange energy $J_{z}$ gives only a small tuning-dependent correction to the qubit splitting, largely dominated by $E_{S T}$. On the other hand, $J_{x}$ provides a coupling to $\sigma^{x}$, and its linear dependence in $\delta t$ and $V_{d}$ can be used to drive Rabi oscillations, either via a detuning of the tunneling asymmetry $\delta t$ or via a detuning of $V_{d}$.

As we mentioned before, we are interested in studying the dynamics of the qubit at the RX regime and at the SS. At the RX regime, close to the top and bottom of the $(1,4,1)$ region in Fig. 4.4, the strong coupling to the other charge states offers fast qubit control through $V_{d}$ [27]. In Fig. 4.5(a) we show the lowest-energy states of the system as a function of $V_{d}$ along the horizontal dashed line in Fig. 4.4 (along $V_{m} / \omega_{0}=0.27$ ) obtained from the Hamiltonian in Eq. (4.17). In this figure we have ignored the Zeeman splitting for clarity, which would add an energy splitting between the triplet (and quintuplet) states of $\sim 1.7 \mu \mathrm{eV}$ for $\omega_{c} / \omega_{0}=0.1$. We used the same parameters as in Fig. 4.4 and further set $\tau=25 \mu \mathrm{eV}$ and $\delta t=0$. The green and blue curves show the qubit states $|0\rangle$ and $|1\rangle$, respectively. The three spin triplets $\left|T_{1,2,3}\right\rangle$, and a spin quintuplet $|Q\rangle$ is shown in gray.

At the SS the qubit is, to linear order, insensitive to electric noise in the potentials $V_{i}$, offering some protection against charge noise. Nevertheless, the spectrum at this point is qualitatively similar to the spectrum at the RX regime. We show the spectrum at the SS in Fig. 4.5(b), for the same set of parameters as in Fig. 4.5(a), but now as a function of the tunneling


Figure 4.5: (a) Energy spectrum of the Hamiltonian in Eq. (4.17) at the RX regime as a function of the detuning $V_{d}$, showing only the lowest laying states and ignoring the Zeeman splitting. (b) Energy spectrum at the SS as a function of the tunneling asymmetry $\delta t$. The green and blue lines show the qubit states $|0\rangle$ and $|1\rangle$ respectively; the gray lines show the spin triplet and quintuplet states. In both panels we have used $\tau=25 \mu \mathrm{eV}$ and $\omega_{c}=0.1 \omega_{0}$.
asymmetry $\delta t$, with $V_{d}=0$. The smaller exchange effects at the center of the CSD translate into a qubit splitting that is closer to $E_{S T}(\approx 18.3 \mu \mathrm{eV}$ for $\left.\omega_{c} / \omega_{0}=0.1\right)$. Note, however, that both spectra are similar to the energy spectrum of the XO singlet-only qubit of Fig. 3.3, in Chapter 3. Furthermore, in both panels we show results for values of the magnetic field on the right-hand side of the singlet-triplet crossing (Fig. 4.3), but for smaller fields, on the left-hand side of the crossing, the qubit works similarly, except that the ground state would be the qubit state $|1\rangle$.

Let us now study in more detail the degree of tunability of the qubit. In Fig. 4.6(a) we show the qubit splitting $\hbar \omega_{z}$ as a function of the magnetic field, in terms of $\omega_{c}$, both in the RX regime and at the SS. This confirms the high degree of tunability of our qubit: in a range of $\omega_{c} / \omega_{0}$ from 0.1 to 0.2 (equivalent to a magnetic field from $\sim 70 \mathrm{mT}$ to $\sim 140 \mathrm{mT}$ ) the qubit splitting increases from nearly 0 to $\sim 130 \mu \mathrm{eV}$. This high degree of tunability, unprecedented in any other XO spin qubit, permits an efficient and adaptable coupling to other systems such as microwave cavities which can be used to couple distant qubits $[15,50,73,74]$.


Figure 4.6: (a) Qubit splitting as a function of the magnetic field at the RX regime (yellow) and at the SS (purple), where $\omega_{c} / \omega_{0}=0.1$ corresponds to $B \approx 75 \mathrm{mT}$. (b) This panel shows the derivative $d J_{x} / d q$ for $q \in\left\{\delta t, V_{d}\right\}$ as a function of $V_{m}$ and at $V_{d}=0$. This magnitude indicates the efficiency of $\delta t$ and $V_{d}$ as driving parameters. For (a) we used $V_{m}=0.27$ and $V_{d}=0$.

### 4.1.3 Manipulation of the qubit

This qubit has exactly the same detuning axis as the XO qubits presented in Chapters 2 and 3. Therefore, single-qubit rotations can be performed via resonant Rabi driving via a sinusoidal modulation of a tuning parameter $q$-we choose either $q=V_{d}$ or $q=\delta t$ - with a small amplitude $\tilde{q}$ and frequency $\omega$. For small enough $\tilde{q}$ the qubit Hamiltonian from Eq. (4.22) can be approximated as

$$
\begin{equation*}
H_{\mathrm{qb}}=\frac{1}{2} \hbar \omega_{z} \sigma^{z}+A_{q} \sin (\omega t) \sigma^{x} \tag{4.27}
\end{equation*}
$$

where $A_{q}=\tilde{q}\left(d J_{x} / d q\right)_{q=q_{0}}$. Similarly to the XO singlet-only qubit and the XO triple-dot qubit, driving this qubit resonantly, with a frequency $\omega=\omega_{z}$, induces Rabi oscillations with a period $h / A_{q}$. At the RX regime, we can use $V_{d}$ as the driving parameter. With an amplitude of $\tilde{V}_{d}=5-$ $10 \mu \mathrm{~V}$ this will result in fast rotations with a Rabi period of $T_{\text {Rabi }} \approx 20-$ 40 ns . At the SS , a resonant detuning of the qubit is more efficient via a driving on $\delta t$. A periodic driving on $\delta t$ with an amplitude $\delta \tilde{t}=2 \mu \mathrm{eV}$ will result in Rabi oscillations with a period of $T_{\text {Rabi }} \approx 20 \mathrm{~ns}$. We can see this in Fig. 4.6(b), where we plot the "efficiency" $d J_{x} / d q$ of the two driving parameters $q \in\left\{\delta t, V_{d}\right\}$ as a function of $V_{m}$, along the line $V_{d}=0$. Note
that at the SS , at $V_{m}=0$, the sensitivity to $V_{d}$ vanishes. At this point, and also throughout all $V_{m}$ within the charge region $(1,4,1)$, driving of $\delta t$ is more effective. This behavior is in agreement with Eq. (4.26).

Fast qubit rotations can therefore be achieved both in the RX regime and at the SS. Qubit initialization and readout can be accomplished in the same way as in the XO triple-dot qubit or as in the XO singlet-only spin qubit of Chapter 3 .

### 4.1.4 Electric and magnetic noise: Decoherence

We have previously seen that in singlet-only spin qubits there is no direct coupling between the qubit states via the hyperfine interaction, to lowest order. Higher-order effects, however, can give rise to energy shifts of the qubit splitting that may lead to qubit dephasing, in the same way as we saw in the previous chapter. The qubit that we presented in this chapter is not different in this regard. We thus need to study the effects of the hyperfine interaction in this qubit. We model the interaction between the electron spins and the spins of the nuclei in the same way as before ${ }^{2}$.

We thus proceed as before and find that a rough estimate for the scale of the dephasing time caused by the higher-order effects of the hyperfine fields is $T_{2}^{*} \sim A_{q} \hbar\left(E_{0}-E_{T_{1}^{0}}\right)^{2} / \sigma_{K}^{4}$, where $E_{0}$ and $E_{T_{1}^{0}}$ are the energies of the qubit state $|0\rangle$ and the triplet state $\left|T_{1}^{(0)}\right\rangle$. As expected, when the states $\left|T_{1}^{(0)}\right\rangle$ and $|0\rangle$ are very close in energy, the effective magnetic fieldinduced interaction between both states is larger and the dephasing time is thus shorter. At the SS, where the two states are closer, the dephasing time is thus shorter than in the RX regime.

To corroborate this, we evaluate the probability $\left\langle P_{1}(t)\right\rangle$ of finding the qubit in $|1\rangle$ after initializing in $|0\rangle$ and driving resonantly, as a function of time $t$. We carry this calculation numerically and focus on the two cases illustrated in Fig. 4.5. The results are shown in Fig. 4.7. In this figure we show the time-dependent probabilities for (a) driving via $V_{d}$ in the RX regime, and (b) driving via $\delta t$ at the SS . In both cases we evaluate the probability after averaging over 2500 random nuclear configurations of $\mathbf{K}_{i}$ and considering the nuclear noise as Gaussian-distributed with zero mean and $\sigma_{K}=0.07 \mu \mathrm{eV}$ [32] (refer to Section 3.1.2). We used the driving amplitudes $\tilde{V}_{d}=10 \mu \mathrm{eV}$ and $\delta \tilde{t}=2 \mu \mathrm{eV}$.
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Figure 4.7: Time dependent probability $\left\langle P_{1}(t)\right\rangle$ (a) at the RX regime and (b) at the SS, after averaging over 2500 random nuclear field configurations. The decay of the Rabi oscillations at long times show a longer coherence time at the RX regime than at the SS.

The results show that the hyperfine-induced dephasing, even at the SS, is small compared to the Rabi period. Nevertheless, a longer coherence time is observed at the RX regime, where the energy difference between the lowest qubit state and the leakage states $\left|T_{1}^{(0, \pm)}\right\rangle$ is larger.

## Relaxation, leakage and dephasing


#### Abstract

We have seen a variety of XO qubits: From the triple-dot XO qubit from Chapter 2 to the singlet-only XO qubits from Chapters 3 and 4. Here we investigate the different mechanisms of decoherence on these specific devices and show an enhancement of the coherence time by several orders of magnitude when the qubit is operated at the SS. Some of the contents of this chapter are included in Paper II and partially also in Papers I and III.


In Chapter 2 we identified the main mechanisms of decoherence in XO qubits, and in Chapters 3 and 4 we proposed two novel devices that address some of these issues. Nevertheless, once the main mechanisms of decoherence have been disabled we have to quantify the remaining sources of decoherence in order to be able to predict the coherence time of the qubit, that is, the usable computational time. In this regard we study the remaining relaxation and decoherence mechanisms of two different systems: (i) An XO triple-dot spin qubit hosted in purified ${ }^{28} \mathrm{Si}$, where the fraction of spin-full nuclei in the bulk semiconductor is negligible, and (ii) the XO singlet-only spin qubit of Chapter 3 , which is intrinsically insensitive, to leading order, to the effects of any random magnetic noise.

We argued before that one of the main mechanisms of decoherence in triple-dot XO spin qubits hosted in high quality III-V semiconductors is a relaxation out of the qubit subspace due to the coupling between the electrons confined in the quantum dots and the ensemble of fluctuating nuclear spins in the semiconductor. To solve this problem we presented a proposal for an XO singlet-only spin qubit, but another straightforward solution, already investigated by many $[10,23,32,33,75,76]$, consist on hosting the qubit in highly purified ${ }^{28} \mathrm{Si}$, which is the most abundant and a nuclear spin-free isotope of silicon ${ }^{1}$. Indeed, when it comes to its fabrication, GaAs has been proven to be a very successful material [9, 13], and although the fabrication of quantum dots in Si is more challenging it also has many advantages. Certainly, the valley degeneracy in Si adds more degrees of freedom, but this degeneracy can be efficiently lifted resulting in a ground-state gap $[10,77]$. One can then fabricate a triple-dot spin qubit, with the advantage that there are (almost) no nuclear spins and the qubit can be operated by means of electric fields only [33]. But these two solutions - the XO singlet-only spin qubit of chapters 3 and 4 and the Si-based XO triple-dot spin qubit-albeit eliminating the major source of decoherence, are not decoherence-free. The remaining sources of decoherence are: ( $i$ ) electric noise in the metallic gates that control and define the quantum dots, leading to qubit dephasing [13, 34], also at the SS, (ii) an electron-phonon coupling that can cause spin-conserving qubit relaxation [28] within the qubit subspace, and (iii) the SO interaction that can enable spin-flip transitions out of the qubit subspace when combined with a mechanism of energy dissipation $[9,13]$.

In the this chapter we study the effects of electric noise, electronphonon coupling and the SO interaction for the XO qubit from Chapter 2 and the XO singlet-only qubit from Chapter 3, with some brief comments on the highly tunable XO singlet-only qubit from Chapter 4 . We thus identify decoherence-free regions in the parameter space that extend substantially the coherence time of the qubits.
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Figure 5.1: Reference frame of the system. The quantum dots lie in the $x-y$ plane which, in turn, lies in the (001) crystallographic plane. An inplane magnetic field $\mathbf{B}$ is applied at an angle $\vartheta$ with respect to the interdot axis to induce a Zeeman splitting of spin states. We consider an interdot axis $x$ at an angle $\chi$ with respect to the crystallographic [100] direction.

### 5.1 Model of the system

We model both qubits with the Hubbard-like Hamiltonian that we introduced before. Nevertheless, since the geometry of the two qubits and the properties of the host materials are different, we will briefly explain the different peculiarities of the devices that we need to consider for the further analysis.

## The triple-dot XO qubit

Here we consider a linear array of three circular quantum dots, hosted in ${ }^{28} \mathrm{Si}$, in the (001) crystallographic plane, as schematically depicted in Fig. 5.1. The dots have radius $\sigma_{0}$ and interdot distance $d$ (center-tocenter). We assume a large orbital level splitting $E_{\text {orb }}$ on the dots, and hence tune the system into the spin blockade regime.

We model the system as in Chapter 2, including all possible threeparticle charge states that are coupled to the charge state $(1,1,1)$ by only one tunneling transition. These charge states are $(2,0,1),(1,0,2),(1,2,0)$ and $(0,2,1)$. The full charge stability diagram is shown in Fig. 5.2. As we did before, we included a nearest-neighbor, spin-conserving, interdot tunnel coupling and an in-plane external magnetic field that adds a Zeeman splitting between states with different spin projection $S_{z}$. The tunnel coupling parameters $t_{12}$ and $t_{23}$ are renormalized to include the effects of
(a)

(b)


Figure 5.2: (a) Charge stability diagram as a function of the detuning $\epsilon$ and $V_{m}$. In the region $(1,1,1)$ we indicate the position of the SS and the RX regimes. (b) Qualitative sketch showing the lower-energy part of spectrum of the XO triple-dot qubit as a function of $\epsilon$ (in arbitrary units) within the RX regime. (refer to Section 2.2). The gray arrows indicate the leakage processes investigated here. In both panels we used $U_{c}=0.3 U$, $V_{2}=2 U_{c}-V_{1}-V_{3}$ and for the spectrum we further used $t_{12}=t_{23}$.
the phase differences between the valley states on neighboring dots [9]. From here onward we will use $t_{12}=t_{23} \equiv \tau$.

We are interested in the RX regime, at the top and bottom of the $(1,1,1)$ charge region, where a small modulation of $\epsilon$ with frequency $\omega$ induces Rabi oscillations and allows for fast qubit operations [27, 62]; and we are also interested in the SS , at the center of the $(1,1,1)$ region, where the qubit offers a similar control [32, 35, 78], and has also the benefit that electric noise in the gate potentials does not influence, to leading order, the qubit splitting. This results in a dephasing time $T_{2}^{*}$ that is orders of magnitude larger than in the RX regime $[15,36]$.

At $\epsilon=0$, for any $V_{m}$, the qubit splitting to lowest order in $\tau$ reads:

$$
\begin{equation*}
\hbar \omega_{z}=\tau^{2}\left(\frac{1}{U-2 U_{c}-V_{m}}+\frac{1}{U+V_{m}}\right) \tag{5.1}
\end{equation*}
$$

The qubit splitting can be controlled through $\tau$ and $V_{m}$ and, as we saw earlier in Section 2.2, a small $\epsilon$ yields a term $\propto \epsilon \sigma^{x}$ in the projected qubit Hamiltonian.

Since phonon-mediated relaxation of the triple-dot XO qubit has been studied elsewhere $[13,28,65]$ and ${ }^{28} \mathrm{Si}$ is nuclear-spin-free, we will focus


Figure 5.3: (a) Four quantum dots are placed on the (001) plane of the semiconductor at an angle $\chi$ from the [100] crystallographic direction in a T-like geometry. (b) CSD of this setup with $U_{c}=0.3 U$. We show only the section of the CSD with $\epsilon_{\Lambda}=U_{c} / 2$. This plane contains a SS at the center of the ( $1,1,1,1$ ) charge region.
here on leakage processes caused by the SO interaction. These are indicated in the spectrum of Fig. 5.2(b) with gray arrows, and are defined as transitions from one of the qubit states $|0\rangle$ or $|1\rangle$ to the quadruplet state $\left|Q_{2}\right\rangle$ that lays below the qubit subspace. We will additionally study the dephasing of the qubit states as a consequence of electric noise in the gate-induced offsets $V_{i}$.

## The XO singlet-only qubit

We model the XO singlet-only qubit in a similar way, as we did in Chapter 3 . Before we studied, for simplicity, the plane defined by $\epsilon_{\Lambda}=0$. The choice of the plane is not much relevant, but choosing this plane helps to reduce the complexity of the calculations and incidentally contains enough features to make the problem at hand interesting enough. Now we will consider the plane $\epsilon_{\Lambda}=U_{c} / 2$, since this is the plain that contains the SS.

At zero detuning, with $\epsilon_{14}=0$ and in the plane $\epsilon_{\Lambda}=U_{c} / 2$, the qubit splitting goes as (to lowest order in $t_{i j}$ ):

$$
\begin{align*}
& \hbar \omega= \tau^{2}\left(\frac{1}{U-2 U_{c}-\epsilon_{23}}+\frac{1}{U+\epsilon_{23}}\right) \\
& \quad-t_{23}^{2}\left(\frac{1}{U-3 U_{c}-2 \epsilon_{23}}+\frac{1}{U+U_{c}+2 \epsilon_{23}}\right), \tag{5.2}
\end{align*}
$$

where we again used $t_{12}=t_{24}=\tau$, and kept $t_{23} \neq \tau$.

Usually, in multi-dot qubits, a magnetic field is applied to the system to break degeneracies within the qubit subspace. This is indeed what we did in Chapter 3, but for the quadruple-dot XO qubit this field is not be necessary. The absence of a magnetic field has some benefits:
1.-Due to the complexity of the fabrication of the quantum dots, these may come with different sizes and different $g$-factors. This can give rise to a magnetic field gradient between quantum dots when a magnetic field is applied [33]. Suppressing the magnetic field thus eliminates this problem.
2.-A magnetic field will split the triplet states with different $S_{z}$, and some of them will lay lower down in the energy spectrum. This shift in the energy difference between the qubit states and the triplet states makes the relaxation rates out of the qubit subspace much larger and, therefore, limit the coherence time of the system. Additionally, if we look at the energy spectrum in Fig 3.3, from Chapter 3 we can see three triplet states around the qubit states. If we include a magnetic field that is large enough to sweep away the polarized triplets from the qubit subspace there will be three polarized triplet states $\left|T_{1,2,3}^{(+)}\right\rangle$far below the qubit states, plus one unpolarized the triplet state $\left|T_{3}^{(0)}\right\rangle$ close to the qubit state $|0\rangle$. Thus a total of four triplet states below the qubit subspace. Without the magnetic splitting only three triplet states lay below $|0\rangle$. Reducing the number of states the qubit can leak to also increases the coherence time of the qubit.
3.-In absence of magnetic fields the system becomes time-reversal symmetric and that gives rise to a further reduction of the relaxation rates via a mechanism similar to a Van Vleck cancellation [30, 79] but with a system of integer spin instead, as we will see below.

On the other hand, since the XO singlet-only spin qubit is intrinsically insensitive to any magnetic noise or gradients, the downsides of applying a magnetic field are not significant.

We will investigate the effects of electric noise on the coherence time of the qubit and also leakage processes from the qubit states $|0\rangle$ and $|1\rangle$ to the triplet states $|T\rangle_{3}^{( \pm, 0)}$.


Figure 5.4: Time-dependent return probability $|\langle+\mid \psi(t)\rangle|^{2}$ after initializing in $|+\rangle$, averaged over $10^{5}$ configurations of $\delta V_{i}$ taken from a normal distribution with $\left\langle\delta V_{i}\right\rangle=0$ and a standard deviation $\sigma_{e}=5 \mu \mathrm{~V}$ (blue line). The black line shows the envelope function predicted in Eq. (5.5).

### 5.2 Electric noise and sweet spots

In a triple-dot XO qubit there is a sweet spot at $V_{m}=-U_{c}$, the center of the charge stability diagram. At this point the qubit splitting is minimal:

$$
\begin{equation*}
\hbar \omega_{z}=\frac{2 \tau^{2}}{U-U_{c}} \tag{5.3}
\end{equation*}
$$

with $d \omega_{z} / d V_{i}=0$ for all $V_{i}$, and the effects of electric noise in the gates on the coherence time of the qubit are also minimal. Nevertheless we want to investigate the next-order correction to the dephasing time $T_{\varphi}$ due to electric noise. We do that by evaluating the probability $P_{+}(t)$ of finding the system in the initial state $|+\rangle=\frac{1}{\sqrt{2}}(|0\rangle+|1\rangle)$ after it has been freely evolving under the influence of electric noise in the gate offsets only. The average of this probability over noise should display several oscillations between 0 and 1 , with a period $2 \pi / \omega_{z}$, that decay in time to $\left\langle P_{+}(t \rightarrow \infty)\right\rangle=0.5$. We evaluate this expression both analytically and numerically. We tune the system to the SS and add random offsets $\delta V_{i}$ to all the gate-induced offsets $V_{i}$, taken from a normal distribution with $\sigma_{e}=5 \mu \mathrm{~V}$ [32]. By diagonalizing the Hamiltonian, we identify the two qubit states $|1\rangle$ and $|0\rangle$, and create an initial state $|+\rangle=\frac{1}{\sqrt{2}}(|0\rangle+|1\rangle)$. We then evaluate numerically the time-dependent qubit state $|\psi(t)\rangle=$ $\exp \left\{-\frac{i}{\hbar} H t\right\}|+\rangle$, and from this we calculate $P_{+}(t)$ for this specific set of $\delta V_{i}$. We repeat this process $10^{5}$ times and calculate the average $\left\langle P_{+}(t)\right\rangle$. The result is the blue curve in Fig. 5.4, where we can see an oscillating probability that decays to $1 / 2$ over time.

An analytical evaluation of the average $\left\langle P_{+}(t)\right\rangle$, yields

$$
\begin{equation*}
\left\langle P_{+}(t)\right\rangle=\frac{1}{2}+\frac{\cos \left(t \frac{2 \tau^{2}}{\overline{\hbar\left(U-U_{c}\right)}}-\arctan \left[t \frac{4 \tau^{2} \xi^{2}}{\hbar\left(U-U_{c}\right)^{3}}\right]\right.}{2 \sqrt{1+t^{2} \frac{16 \tau^{4} \sigma_{e}^{4}}{\hbar^{2}\left(U-U_{c}\right)^{6}}}} \tag{5.4}
\end{equation*}
$$

This expression has been obtained by following the recipe outlined in Section 2.4. This probability oscillates with a frequency $2 \tau^{2} / \hbar\left(U-U_{c}\right)$, while additionally acquiring a phase shift that goes to $-\pi / 2$ for large times. From this we extract a simple expression for the envelope function of the oscillations

$$
\begin{equation*}
P_{\mathrm{env}}=\frac{1}{2}+\frac{1}{2 \sqrt{1+t^{2} \frac{16 \tau^{4} \sigma_{e}^{4}}{\hbar^{2}\left(U-U_{c}\right)^{6}}}} \tag{5.5}
\end{equation*}
$$

The oscillations will thus decay as a power law with $P_{\text {env }} \propto T_{\varphi} / t$, and a dephasing time of $T_{\varphi}=\hbar\left(U-U_{c}\right)^{3} /\left(4 \tau^{2} \sigma_{e}^{2}\right)$. This is in clear contrast with the exponential decay $\propto e^{-t^{2} / T_{\varphi}^{2}}$ that is encountered elsewhere in the CSD, and predicted by the "cumulant expansion method" [15, 73]. Fig. 5.4 shows a good match between the envelope function, in black, and the numerical simulations, in blue.

In the XO singlet-only qubit the sweet spot is also located at the center of the charge stability diagram, with $\epsilon_{14}=0, \epsilon_{23}=-U_{c}$ and $\epsilon_{\Lambda}=U_{c} / 2$, and the qubit splitting at this point is

$$
\begin{equation*}
\hbar \omega_{z}=\frac{2 \tau^{2}}{U-U_{c}}-\frac{2 t_{23}^{2}}{U-U_{c}} \tag{5.6}
\end{equation*}
$$

Here, the average of the probability over the noise $\delta V_{i}$ can also be evaluated analytically, although the calculation is more tedious. Nonetheless, one can still obtain the envelope function of the oscillations:

$$
\begin{equation*}
P_{\mathrm{env}}=\frac{1}{2}\left[1+\left(1+\frac{64 t_{23}^{4} \sigma_{e}^{4} t^{2}}{\left(U-U_{c}\right)^{6} \hbar^{2}}\right)^{-1 / 4}\left(1+\frac{16 \tau^{4} \sigma_{e}^{4} t^{2}}{\left(U-U_{c}\right)^{6} \hbar^{2}}\right)^{-1 / 2}\right] \tag{5.7}
\end{equation*}
$$

We show this result together with a numerical study of the probability $\left\langle P_{+}(t)\right\rangle$ for an XO singlet-only qubit in Fig. 5.5, where we proceeded in the same way as before. At long times we observe that the probability decays as a power law $P_{\text {env }}(t) \sim t^{-3 / 2}$. We can then extract, from Eq. (5.7) a characteristic time $T_{\varphi}=\hbar\left(U-U_{c}\right)^{3}\left(128 t_{23}^{2} \tau^{4} \sigma_{e}^{6}\right)^{-1 / 3}$.


Figure 5.5: Time-dependent return probability $\left\langle P_{+}(t)\right\rangle$ as a function of time for the quadruple-dot XO qubit, averaged over $10^{5}$ configurations of $\delta V_{i}$ taken from a normal distribution with $\left\langle\delta V_{i}\right\rangle=0$ and a standard deviation $\sigma_{e}=5 \mu \mathrm{eV}$ (blue line). The black line shows the envelope of this probability, estimated in Eq. (5.7).


Figure 5.6: Dephasing time as a function of $t_{23}$ at the sweet spot, obtained from Eq. (5.7). The dephasing time of the qubit is maximal when the dots 2 and 3 are decoupled, i.e., $t_{23}=0$

The dependence of the probability on the tunneling amplitude $t_{23}$ is noteworthy. In Fig. 5.6 we plot the envelope probability $P_{\text {env }}$ as a function of $t_{23}$ at the SS with zero detuning. Here, and also in Eq. (5.7), we see that the dephasing time goes as $T \varphi \sim t_{23}^{-2 / 3}$, signaling a better performance for smaller $t_{23}$. This should motivate the choice $t_{23}<\tau$. If one sets $t_{23}=0$, the dephasing time is maximal and so is the qubit splitting at the SS. Nevertheless we still need to be able to couple the dots 2 and 3 (and thus have a finite $t_{23}$ ) for qubit initialization and readout (see Section 3.1.3).

We also investigate the effects of electric noise in the highly tunable XO qubit from Chapter 4. In this case we analyze the coherence time $T_{2}^{*}$ of the qubit away from the SS, since he wave already seen in Section 4.1.4 that the magnetic noise set by the environmental nuclear spins is more
efficient at dephasing the qubit at the SS than at the RX regime.
Proceeding as before we find a shift in the qubit splitting in the RX regime given by:

$$
\begin{equation*}
\hbar \delta \omega_{z}=\sqrt{6} t^{2} V_{m} \delta V\left[-\frac{\Delta}{\left(V_{m}^{2}-\Delta^{2}\right)^{2}}-\frac{3\left(\Delta+\omega_{c}\right)}{\left(V_{m}^{2}-\left(\Delta+\omega_{c}\right)^{2}\right)^{2}}\right] \tag{5.8}
\end{equation*}
$$

where $\delta V$ is the random fluctuation in the gates. We then estimate the dephasing induced by the electric noise at the RX regime as

$$
\begin{equation*}
T_{2}^{*} \simeq \frac{A_{q} \hbar}{6 t^{4} V_{m}^{2} \sigma_{e}^{2}}\left[\frac{\Delta}{\left(V_{m}^{2}-\Delta^{2}\right)^{2}}+\frac{3\left(\Delta+\omega_{c}\right)}{\left(V_{m}^{2}-\left(\Delta+\omega_{c}\right)^{2}\right)^{2}}\right]^{-2} \tag{5.9}
\end{equation*}
$$

At the SS , where $\hbar \delta \omega_{z}=0$ the qubit splitting is thus insensitive to fluctuations in the potentials $V_{i}$ to leading order. Here we find, via a numerical evaluation of the coherence time, a dephasing time of $T_{2}^{*} \gg 10 \mu \mathrm{~s}$.

### 5.3 Spin-conserving qubit relaxation

The coupling between the electrons confined in the quantum dots and the phonons present in the host semiconductor is unavoidable. Nevertheless the effects of this interaction can be mitigated. In Si-based triple-dot XO qubits the direct qubit relaxation rate, from the state $|1\rangle$ to $|0\rangle$ is

$$
\begin{equation*}
\Gamma_{1 \rightarrow 0}=\frac{1}{70 \pi} \frac{\tau^{4}}{\Delta_{3}^{4}} \frac{d^{2} \Xi_{u}^{2}\left(\hbar \omega_{z}\right)^{5}}{\hbar^{6} v_{t}^{7} \rho} \tag{5.10}
\end{equation*}
$$

where $\hbar \omega_{z}$ is the qubit splitting and $\Delta_{3}$ is defined as $\Delta_{3}^{-2}=\left(U-2 U_{c}-\right.$ $\left.V_{m}\right)^{-2}-\left(U+V_{m}\right)^{-2}$. The variables $d, \Xi_{u}, v_{t}$ and $\rho$ are the distance between dots, the deformation potential, the sound velocity (along a transversal direction) and the electron density in Si , all defined in Section 2.3. We will not spend too much time discussing about this expressions because it has already been studied before in other publications (see, e.g., Refs. [13, 28, 65]; the derivation of this expression is also sketched in Section 2.3). But we can observe that the dependence of the rate on $\tau^{4} / \Delta_{3}^{4}$ suggest that, to this order of perturbation, the relaxation rate vanishes at the SS, where $1 / \Delta_{3}=0$, thus extending substantially the coherence time of the qubit.

When studying the coherence properties of the XO singlet-only qubit we found something very similar. Following the recipe from Chapter. 2,
yields to leading order in $\tau$

$$
\begin{align*}
\Gamma_{1 \rightarrow 0}=\frac{2 \pi}{\hbar} \sum_{\mathbf{k}, p}\left|\lambda_{\mathbf{k}, p}\right|^{2} \frac{3}{4} \frac{\tau^{4}}{\Delta_{4}^{4}} & \sin ^{2}\left(k_{x} d\right) \\
& \times \exp \left(-\frac{k^{2} \sigma_{0}^{2}}{2}\right) \delta\left(E_{0}-E_{1}+\hbar \omega_{-\mathbf{k}, p}\right) \tag{5.11}
\end{align*}
$$

where the energies $E_{0}$ and $E_{1}$ correspond to the states $|0\rangle$ and $|1\rangle$, and we have used

$$
\begin{align*}
\Delta_{4}^{-2}=\frac{1}{\left(U-2 U_{c}-\epsilon_{23}\right)^{2}} & -\frac{1}{\left(U+\epsilon_{23}\right)^{2}} \\
& -\frac{\tau^{2} / t_{23}^{2}}{\left(U-3 U_{c}-2 \epsilon_{23}\right)^{2}}+\frac{\tau^{2} / t_{23}^{2}}{\left(U+U_{c}+2 \epsilon_{23}\right)^{2}} \tag{5.12}
\end{align*}
$$

For qubit splittings of the order $\sim \mu \mathrm{eV}$, the coupling to piezoelectric phonons dominates [16], so we will not consider the contribution from the deformation potential. The relaxation rate can be evaluated by converting the sum over $\mathbf{k}$ to an integral. After substituting $\hbar \omega_{z}=E_{1}-E_{0}$ and introducing the dimensionless coupling constant

$$
\begin{equation*}
g_{\mathrm{pe}}^{(p)} \equiv \frac{\left(e h_{14}\right)^{2}}{2 \pi^{2} \hbar \rho v_{p}^{3}} \tag{5.13}
\end{equation*}
$$

we can obtain the simpler expression

$$
\begin{equation*}
\Gamma_{1 \rightarrow 0} \approx \frac{\tau^{4}}{\Delta^{4}} \frac{\omega_{z}^{3} d^{3}}{v^{3}} \frac{\left(e h_{14}\right)^{2}}{10 \pi \hbar \rho v^{2} d} \tag{5.14}
\end{equation*}
$$

with $v$ a phonon velocity that, for convenience, we now assume to be equal for all three polarizations, $v_{t}=v_{l} \equiv v$. To arrive here we have further used a dipole approximation and expanded the sine and the exponential functions in powers of $\omega_{z} d / v_{p}, \omega_{z} \sigma_{0} / v_{p}$ which are typically $\lesssim 10^{-2}$.

Here, again, the relaxation rate depends on $\Delta_{4}$, signaling a large relaxation rate (and thus short coherence time) at the RX regime, where $\Delta_{4}$ is smaller. At the SS , on the other hand, the relaxation rate vanishes as well (to this order of $\tau / \Delta_{4}$ ), showing that the electron-phonon coupling becomes ineffective as a form of qubit relaxation at the sweet spot.

Similar results are found, as we expected, for the highly tunable XO qubit of Chapter 4. In the RX regime, where the qubit splitting can be extensively tuned through $\omega_{c}$, we estimate relaxation rates from $\Gamma_{1 \rightarrow 0} \sim$ 1 GHz for $\hbar \omega_{z} \sim 50 \mu \mathrm{eV}$ to $\Gamma_{1 \rightarrow 0} \sim 1 \mathrm{MHz}$ for $\hbar \omega_{z} \sim 10 \mu \mathrm{eV}$, while is strongly suppressed as we approach the SS.

### 5.4 Spin-flip mechanisms

We now investigate the SO-mediated leakage mechanisms that we saw in Section 2.5.2, applied onto the triple-dot XO qubit and the XO singletonly qubit, in more detail. For the first case we evaluate the leakage rates $\Gamma_{1}$ and $\Gamma_{0}$ from qubit states $|1\rangle$ and $|0\rangle$ to the ground state $\left|Q_{2} ; 1_{\mathbf{k}, p}\right\rangle$, that is, the ground state $\left|Q_{2}\right\rangle$ [see Fig. 5.2(b)] combined with one phonon with momentum $\mathbf{k}$ and polarization $p$. For simplicity we will evaluate these rates at $\epsilon=0$ and with a symmetric tunnel coupling, $t_{12}=t_{23}=\tau$. For the XO singlet-only qubit the initial state would be either $|1\rangle$ or $|0\rangle$, and and the final state $\left|T_{3}^{( \pm, 0)} ; 1_{\mathbf{k}, p}\right\rangle$. In all cases we proceed as in Section 2.5.2 and calculate the rates using a second-order Fermi's golden rule, treating the SO interaction and the electron-phonon coupling as perturbations.

### 5.4.1 Virtual spin-flip tunneling

As we discussed earlier, electrons can undergo a spin-flip transition while virtually tunneling to another quantum dot. This is equivalent to a transition from a three-electron spin state in the $(1,1,1)$ region to another threeelectron spin state in $(1,1,1)$ via a virtual excitation of another charge state. This exchange-enabled mechanism produces the relaxation rates, to leading order in $\tau / \Delta_{3}$

$$
\begin{align*}
& \Gamma_{1} \approx \frac{1}{16 \pi} \frac{d^{2}}{l_{\mathrm{so}}^{2}} \frac{\tau^{4}}{\Delta_{3}^{4}} \frac{\Xi_{u}^{2} E_{\mathrm{Z}}^{3}}{\hbar^{4} v_{t}^{5} \rho} f_{1}^{\mathrm{ex}}\left(\frac{d E_{\mathrm{Z}}}{\hbar v_{t}}\right),  \tag{5.15}\\
& \Gamma_{0} \approx \frac{3}{16 \pi} \frac{d^{2}}{l_{\mathrm{so}}^{2}} \frac{\tau^{4}}{\Delta_{3}^{4}} \frac{\Xi_{u}^{2} E_{\mathrm{Z}}^{3}}{\hbar^{4} v_{t}^{5} \rho} f_{0}^{\mathrm{ex}}\left(\frac{d E_{\mathrm{Z}}}{\hbar v_{t}}\right), \tag{5.16}
\end{align*}
$$

with the SO length $l_{\mathrm{so}}=\hbar /\left(m^{*} A_{x x}\right)$ containing the constants:

$$
\begin{align*}
& A_{x x}=\alpha \cos \vartheta+\beta(\cos \vartheta \sin 2 \chi+\sin \vartheta \cos 2 \chi),  \tag{5.17}\\
& A_{x y}=\alpha \sin \vartheta+\beta(\cos \vartheta \cos 2 \chi-\sin \vartheta \sin 2 \chi), \tag{5.18}
\end{align*}
$$

as given in Section 2.5.2 but now with a magnetic field pointing at an angle $\vartheta$ from the $x$ axis (see Fig. 5.1). The dimensionless functions $f_{1,0}^{\text {ex }}(x)$ are given in the Appendix C, and for $x \gtrsim 1$ they go as $f_{1,0}^{\mathrm{ex}}(x) \sim 1$. For small $E_{Z}^{2} \ll\left(\hbar v_{t} / d\right)^{2}$ we can expand the functions $f_{1,0}^{e x}(x)$ in small $x$, yielding

$$
\begin{align*}
& \Gamma_{1} \approx \frac{1}{840 \pi} \frac{d^{2}}{l_{\mathrm{so}}^{2}} \frac{\tau^{4}}{\Delta_{3}^{4}} \frac{d^{4} \Xi_{u}^{2} E_{\mathrm{Z}}^{7}}{\hbar^{8} v_{t}^{9} \rho},  \tag{5.19}\\
& \Gamma_{0} \approx \frac{1}{35 \pi} \frac{d^{2}}{l_{\mathrm{so}}^{2}} \frac{\tau^{4}}{\Delta_{3}^{4}} \frac{d^{2} \Xi_{u}^{2} E_{\mathrm{Z}}^{5}}{\hbar^{6} v_{t}^{7} \rho} . \tag{5.20}
\end{align*}
$$



Figure 5.7: Exchange-enable leakage rates across the whole (1,1,1) charge region, from the state (a) $|1\rangle$ and (b) $|0\rangle$ to $\left|Q_{2}\right\rangle$ in units of $\gamma_{\mathrm{ex}} \equiv d^{2} \Xi_{u}^{2} E_{\mathrm{Z}}^{3} /\left(l_{\mathrm{so}}^{2} \hbar^{4} v_{t}^{5} \rho\right)=960 \mathrm{kHz}$. For these plots we used We used $\tau=16 \mu \mathrm{eV}, U=50 \tau, U_{c}=15 \tau, E_{\mathrm{Z}}=2 \tau[31,36,80-82]$, and we set the angles $\vartheta=\chi=0$

At this order of perturbation the rates scale as $\Gamma_{1} \propto E_{\mathrm{Z}}^{7}$ and $\Gamma_{0} \propto E_{\mathrm{Z}}^{5}$, and $\Gamma_{1}$ is smaller than $\Gamma_{0}$ by a factor $\left(d E_{\mathrm{Z}} / \hbar v_{t}\right)^{2}$. This only holds in case of equal tunneling amplitudes. Otherwise we find that both rates scale as $\Gamma \propto E_{\mathrm{Z}}^{5}$. We can compare these two rates with the direct, spinconserving, qubit relaxation rate $\Gamma_{1 \rightarrow 0}$, from Eq. (5.10), which comes, mainly, via electron-phonon coupling [28, 30]. In all cases the rates cancel when $1 / \Delta_{3}=0$, that is, at the SS . At this point qubits are highly insensitive to ( $i$ ) dephasing due to electric noise, ( $i i$ ) spin-conserving relaxation from (mainly) an electron-phonon coupling and (iii) leakage via a tunneling-assisted SO interaction. Additionally, we observe a strong angular dependence of SO-mediated relaxation rates, via the dependence of $A_{x x}$ on the angles $\chi$ and $\vartheta$. This allows for a further reduction of these rates by varying the device orientation $(\chi)$ and the direction of the magnetic field $(\vartheta)$. This feature has already been predicted and observed in other qunatum dot-based devices $[17,77,83,84]$.

We also perform a numerical analysis of the leakage rates across the entire $(1,1,1)$ charge region. For the numerical calculations we diagonalize the Hamiltonian $H=H_{\text {Hubb }}+H_{\text {SO }}$ [see Eqns. (2.7) and (2.47)], disregarding the excited orbital and valley states and evaluate the relaxation rates using Fermi's golden rule, considering the electron-phonon interaction as


Figure 5.8: Exchange-enable leakage rates $\Gamma_{1,0}$ across (a) the vertical dashed lines in Fig. 5.7 for $\epsilon=0$ and (b) the horizontal dashed line in Fig. 5.7 for $V_{m}=-0.3 U$. Circles and crosses show numerical results, whereas solid lines show the analytical rates from Eqns. (5.19) and (5.20).
a perturbation of the Hamiltonian $H$ :

$$
\begin{equation*}
\left.\Gamma_{\alpha}=\frac{2 \pi}{\hbar} \sum_{\mathrm{k}, p}\left|\left\langle Q_{2} ; 1_{\mathrm{k}, p}\right| H_{\mathrm{e}-\mathrm{ph}}\right| \alpha ; \operatorname{vac}\right\rangle\left.\right|^{2} \delta\left(E_{f}-E_{i}\right) . \tag{5.21}
\end{equation*}
$$

We show the results in Fig. 5.7, where we plot the leakage rates as a function of the detuning $\epsilon$ and $V_{m}$ in units of $\gamma_{\mathrm{ex}} \equiv d^{2} \Xi_{u}^{2} E_{\mathrm{Z}}^{3} /\left(l_{\mathrm{so}}^{2} \hbar^{4} v_{t}^{5} \rho\right)$. For this we assumed $\mathrm{Si} / \mathrm{SiGe}$ quantum dots with size $\sigma_{0}=10 \mathrm{~nm}$ and interdot distance $d=100 \mathrm{~nm}$. Fig. 5.7(a) shows the rate $\Gamma_{1}$ and Fig. 5.7(b) the rate $\Gamma_{0}$. In both cases, the magnitude of the rates (from $\sim 10^{-12} \gamma_{\text {ex }} \sim$ $10^{-9} \mathrm{kHz}$ to $\sim 10^{-5} \gamma_{\mathrm{ex}} \sim 10^{-2} \mathrm{kHz}$ ), is typically much smaller than the magnitude of the relaxation rate due to phonon-mediated qubit relaxation, of the order of $\sim 1 \mathrm{kHz}$.

We conclude the numerical analysis with Figs. 5.8(a,b). This figure shows line cuts of the plots in Fig. 5.7 along the vertical and horizontal dashed lines. In Fig. 5.8(a) we plot the leakage rates as a function of $V_{m}$ for $\epsilon=0$, and in Fig. 5.8(a) we plot the same rates as a function of $\epsilon$ for $V_{m}=-0.3 U$. Circles and crosses show the numerical results, while the solid lines in (a) show the rates from Eqs. $(5.19,5.20)$ that we obtained
analytically. The plots show a good agreement between the numerical and the analytical analysis.

At the SS , where the relaxation rates are strongly suppressed, the qubit can also be operated via a modulation of the tunneling amplitudes, without the need of leaving this point of low decoherence [13, 78].

Let us now study the leakage mechanisms in the XO singlet-only spin qubit from Chapter 3. This qubit is hosted in GaAs, which is a material with a weak spin-orbit interaction. Nevertheless we want to quantify the effects of the SO interaction and compare them with those of the electronphonon coupling and the hyperfine interaction. Unfortunately, for a system composed of four quantum dots, with 16 different spin states in the $(1,1,1,1)$ charge region, the analytical calculation of the relaxation rates can become cumbersome and simple expressions can only be obtained at certain special points, such at the sweet spot, up to the lowest order of perturbation. We therefore prefer to show numerical results instead, since it is possible to calculate the relaxation rates numerically without further approximations.

We have proceeded in the following way: We calculated the matrix elements of the Hubbard Hamiltonian [in Eq. (3.20)], the SO Hamiltonian [in Eq. (2.47)] and the Hyperfine interaction Hamiltonian [in Eq. (2.44)] for this device and evaluated the relaxation rates using the electron-phonon Hamiltonian of Eq. (2.29) as the perturbation of the full Hamiltonian $H=H_{\mathrm{Hubb}}+H_{\mathrm{SO}}+H_{\mathrm{hf}}$. We have first studied each spin-flip mechanism independently, starting with the SO interaction. In this case the SO interaction lifts the degeneracy of the triplet states and makes possible the numerical evaluation of the rates. We found unusually low relaxation rates at all points in the charge region $(1,1,1,1)$. These are shown in Fig. 5.9. The left panel shows the relaxation rates from the qubit state $|0\rangle$ to the triplets that lay underneath (see Fig. 3.11) and the panel on the right shows the relaxation rates from the qubit state $|1\rangle$ to the triplets.

A more detailed analysis shows that when the system we consider is free of nuclear fields, and therefore time-reversal symmetric, the relaxation rates experience a significant reduction, similar to that produced by the Van Vleck cancellation in half-integer spin systems [30, 79]. In Fig. 5.10 we show that by treating the SO interaction as a perturbation, together with the electron-phonon coupling, the relaxation rates calculated via Fermi's golden rule (numerically) up to second order are exactly zero (left side, with $B_{z} \rightarrow 0$ ).

When an external magnetic field is applied to the system, splitting the


Figure 5.9: Relaxation rates across the whole ( $1,1,1,1$ ) region from (a) the qubit state $|0\rangle$ to the triplet states and (b) from the qubit state $|1\rangle$ to the triplet states. Both panels account for all the possible channels of leakage out of the qubit subspace via SO interaction together with the electron-phonon coupling in the absence of external magnetic fields. These rates have been calculated using $U=800 \mu \mathrm{eV}, U_{c}=0.3 U, t_{12}=$ $t_{24}=24 \mu \mathrm{VV}, t_{23}=16 \mu \mathrm{eV}$ and $\chi=0$. The anisotropy of the figure is a consequence of the T-like structure of the system and the dependence of the SO Hamiltonian on the geometry of the system. Changing the third dot from the bottom to the top results in a mirror reflection of the figure with respect to an horizontal axis that goes through the center of the charge stability diagram.
triplet states, the relaxation rates increase gradually and the SO interaction becomes a relevant mechanism of relaxation, although less significant than direct qubit relaxation via the electron-phonon interaction only.

In this figure the relaxation rates have been calculated in the regions where we can define qubits states, that is, when we can distinguish two states with total spin $S=0$ that have sufficiently different energies and are not too close, to the triplet states [red solid and green dashed lines in panel (a)]. In the lower panel the solid lines show the exact relaxation rates calculated numerically by diagonalizing $H$ (with $H_{\mathrm{hf}}=0$ ), and the thick dashed lines are the same relaxation rates when the SO Hamiltonian is treated as a perturbation. It is here where we see the Van Vleck-like cancellation. The vertical dashed gray line shows an estimate of the upper limit of the magnitude of the nuclear fields that each electron feels in the


Figure 5.10: (a) Energy spectrum of the system as a function of an external magnetic field at a random point in the parameter space: $\epsilon_{14}=0$, $\epsilon_{23}=-100 \mu \mathrm{eV}=-0.125 U$, with $U=800 \mu \mathrm{eV}, U_{c}=0.3 U, t_{12}=t_{24}=$ $24 \mu \mathrm{eV}, t_{23}=16 \mu \mathrm{eV}$ and $\chi=0$. A qubit can be defined wherever there is a significant level splitting that allows us to distinguish two states with total $\operatorname{spin} S=0$ (solid red and dashed green lines). In (b) the relaxation rates are calculated at the same point as a function of the external magnetic field. We show the rates from the state $|1\rangle$ (green) and $|0\rangle$ (red) calculated via an exact diagonalization of the Hamiltonian $H_{\text {Hubbard }}+H_{\text {SO }}$ (solid lines) and using $H_{\text {SO }}$ as a perturbation (dashed lines). In both cases the hyperfine interaction is not considered, but we show the expected largest magnitude of the effective nuclear fields with the vertical dashed gray line.
quantum dots - since the nuclear spin noise is assumed to be Gaussian, about $95 \%$ of the measurements of the random fields will yield a field smaller than $2 \sigma_{K}$.

For small or zero magnetic fields these relaxation rates are negligible, and what will determine the coherence time of the exchange-only singletonly spin qubit is the dephasing due to electric noise and the qubit relaxation via the electron-phonon coupling. Note, nevertheless, that at the SS, at the center of the CSD in Fig. 5.3, any relaxation process involving an electron-phonon interaction cancels (to lowest order in Fermi's golden rule, treating the electron-phonon interaction as a perturbation) because of the isotropic symmetry of the charge stability diagram.

### 5.4.2 Virtual orbital excitation

The effective mass of electrons in Si is larger than in GaAs and, therefore, the energy splitting $E_{\text {orb }}=\hbar^{2} /\left(m^{*} \sigma_{0}^{2}\right)$ in Si is much smaller than in GaAs for two quantum dots of the same size. In order to tune a quantum-dot-based qubit into the spin blockade regime one then has to make the quantum dots in silicon smaller, but this can result in quantum dots with an orbital splitting smaller than in GaAs [10]. In this section we will assume that the orbital splitting is seizable and we will therefore consider the possibility that an electron in a Si-based quantum dot can virtually excite an orbital level during the qubit operation. Nevertheless, because of the smaller effective electron mass in GaAs and also the weaker SO interaction in this semiconductor, we will not consider this possibility for the XO singlet-only spin qubit.

Under the same assumptions as before we evaluate the relaxation rates out of the qubit subspace for the triple-dot XO qubit:

$$
\begin{align*}
\Gamma_{1} & \approx \frac{1}{4 \pi} \frac{E_{Z}^{4}}{E_{\mathrm{orb}}^{4}} \frac{\Xi_{u}^{2} E_{Z}^{3}}{\hbar^{4} v_{t}^{5} \rho} f_{1}^{\mathrm{orb}}\left(\frac{d E_{Z}}{\hbar v_{t}}\right)  \tag{5.22}\\
\Gamma_{0} & \approx \frac{1}{12 \pi} \frac{E_{Z}^{4}}{E_{\mathrm{orb}}^{4}} \frac{\Xi_{u}^{2} E_{Z}^{3}}{\hbar^{4} v_{t}^{5} \rho} f_{0}^{\mathrm{orb}}\left(\frac{d E_{Z}}{\hbar v_{t}}\right) \tag{5.23}
\end{align*}
$$

where the dimensionless functions $f_{1,0}^{\text {orb }}(x)$ are, again, in Appendix C. The first thing that we notice is that these rates come with large powers of $E_{\mathrm{Z}} / E_{\text {orb }}$ instead of the powers of $\tau / \Delta_{3}$ that we see in the exchange-enabled rates. For typical device parameters these rates are thus much smaller. We can again expand the functions $f_{1,0}^{\text {orb }}(x)$ and obtain a simplified expression for the rates:

$$
\begin{align*}
\Gamma_{1} & \approx \frac{2}{315 \pi} \frac{3 A_{x x}^{2}+A_{y x}^{2}}{v_{t}^{2}} \frac{E_{\mathrm{Z}}^{4}}{E_{\mathrm{orb}}^{4}} \frac{d^{2} \Xi_{u}^{2} E_{Z}^{5}}{\hbar^{6} v_{t}^{7} \rho}  \tag{5.24}\\
\Gamma_{0} & \approx \frac{2}{10395 \pi} \frac{5 A_{x x}^{2}+A_{y x}^{2}}{v_{t}^{2}} \frac{E_{Z}^{4}}{E_{\mathrm{orb}}^{4}} \frac{d^{4} \Xi_{u}^{2} E_{Z}^{7}}{\hbar^{8} v_{t}^{9} \rho} \tag{5.25}
\end{align*}
$$

Note that these "orbital-assisted" rates do not depend on any of the detuning parameters, and thus survive at the SS , as opposed to those in Eqns. $(5.19,5.20)$. Also, in this case $\Gamma_{1}$ is larger than $\Gamma_{0}$ by $\left(d E_{\mathrm{Z}} / \hbar v_{t}\right)^{-2}$, opposite to the exchange-enabled rates from above.

### 5.4.3 Virtual valley excitation

Similarly, the valley-enabled relaxation rates are only calculated for the Si-based qubit. Proceeding as we described in Chapter 2 we find

$$
\begin{align*}
& \Gamma_{1} \approx \frac{1}{\pi} \frac{A^{2}}{v_{t}^{2}} \frac{\left|r_{d}\right|^{4}}{l_{Z}^{4}} \frac{E_{Z}^{2}}{E_{v}^{2}} \frac{\Xi^{2} E_{Z}^{3}}{\hbar^{4} v_{t}^{5} \rho} f_{1}^{\text {val }}\left(\frac{d E_{Z}}{\hbar v_{t}}\right),  \tag{5.26}\\
& \Gamma_{0} \approx \frac{1}{3 \pi} \frac{A^{2}}{v_{t}^{2}} \frac{\left|r_{d}\right|^{4}}{l_{Z}^{4}} \frac{E_{Z}^{2}}{E_{v}^{2}} \frac{\Xi_{u}^{2} E_{Z}^{3}}{\hbar^{4} v_{t}^{5} \rho} f_{0}^{\text {val }}\left(\frac{d E_{Z}}{\hbar v_{t}}\right), \tag{5.27}
\end{align*}
$$

where $E_{v}$ denotes the splitting between the two valley states and we introduced the Zeeman length $l_{Z}=\hbar / \sqrt{m^{*} E_{\mathrm{Z}}}$. The strength of the SO interaction is given by $A \sim \alpha, \beta$ (see Section 2.5.2). We again make use of two dimensionless functions $f_{1,0}^{\text {val }}(x)$, given in Appendix C, and expanded them in small $x$ (small $\left.E_{Z}^{2} \ll\left(\hbar v_{t} / d\right)^{2}\right)$, giving

$$
\begin{align*}
& \Gamma_{1} \approx \frac{32}{315 \pi} \frac{A^{2}}{v_{t}^{2}} \frac{\left|r_{d}\right|^{4}}{l_{Z}^{4}} \frac{E_{Z}^{2}}{E_{v}^{2}} \frac{d^{2} \Xi_{u}^{2} E_{Z}^{5}}{\hbar^{6} v_{t}^{7} \rho},  \tag{5.28}\\
& \Gamma_{0} \approx \frac{16}{3465 \pi} \frac{A^{2}}{v_{t}^{2}} \frac{\left|r_{d}\right|^{4}}{l_{Z}^{4}} \frac{E_{Z}^{2}}{E_{v}^{2}} \frac{d^{4} \Xi_{u}^{2} E_{Z}^{7}}{\hbar^{8} v_{t}^{9} \rho} . \tag{5.29}
\end{align*}
$$

We find again that the rates do not depend on any of the detuning parameters, and thus survive at the SS. Comparing all the expressions, we see that the valley-assisted rates are typically smaller than the orbitalassisted ones by a factor $\sim\left|r_{d}\right|^{4} E_{\text {orb }}^{2} /\left(\sigma_{0}^{4} E_{v}^{2}\right)$, given that $\left|r_{d}\right| \sim 1-2 \mathrm{~nm}$ and $\sigma_{0} \sim 10-30 \mathrm{~nm}$.

Even though both orbital- and valley-enabled relaxation rates are constant throughout the whole $(1,1,1)$ charge region, and thus surviving at the SS, the electron-phonon coupling, the electric noise and the hyperfine noise are the dominant mechanisms of decoherence (albeit weak) at this point. The SO interaction at the SS should thus not be a concern.

## Electric dipole spin resonance

> In this chapter we study in full theoretical detail many of the features observed in the results of an electric dipole spin resonance experiment that, up to date, are still unexplained. A paper with the contents of this chapter is now in preparation.

In the previous chapters we have studied many aspects of the physics of quantum dot-based spin qubits, but here we will instead focus on one of the fundamental aspects needed to consider before setting up a spin qubit: the characterization of the quantum dots. In a system with quantum dots within the few-electron regime, as is the case for the systems that we have studied so far, spectroscopy of the dots is usually carried out via electric dipole spin resonance (EDSR) [54, 85-94]. However, despite being a widely used tool, there are still many features in the outcome of an EDSR experiment that still lack a thorough theoretical description.

We will thus investigate a common implementation of an EDSR experiment, consisting of two quantum dots, tunnel coupled, in a material with a strong SO coupling. The quantum dots are also coupled to external source and drain leads, as it is schematically depicted in Fig. 6.1(a). A voltage bias between the dots allows for a current through the system. The dots are then tuned into the spin blockade regime, allowing electrons


Figure 6.1: (a) The system is composed of two quantum dots, tunnel coupled. The dots are also coupled to external source (S) and drain (D) leads. Two metallic gates control the electrochemical potentials $V_{1}$ and $V_{2}$ in the dots. (b) Electrons flow from the source to the drain leads. When only one electron occupies the second quantum dot, the chemical potential on the dot is not enough to let the electron tunnel to the drain lead. When a second electron enters the system it can tunnel from the first to the second dot only if both electrons occupy the lowest orbital state, and thus are paired in a singlet state. Then one of the electrons can tunnel to the drain lead.
to tunnel out of the system only if the spin selection rules set by the interplay between the spin blockade and the SO coupling allow it. That is, only when the dot closest to the drain lead can be occupied by two electrons in the lowest electronic orbital in a singlet state [see Fig. 6.1(b)]. Therefore, when tunneling is not allowed the current is blocked. To come out of the blockade, a periodically oscillating electric field is applied to the quantum dots through detuning of $V_{2}$. This external drive does not couple directly to the spin of the electrons, but the interplay between the oscillating potential and the SO coupling can induce spin rotations (as we saw in Chapters 2 and 5). These spin flips occur whenever the frequency of the
driving is in resonance with the level splitting of different spin states, set up, in this case, by a Zeeman splitting. This resonant response can thus lift the spin blockade and give rise to an increase in the current through the double dot. Since this increase of the current occurs when the drive frequency is at resonance with the Zeeman splitting, a measurement of the resonance frequency as a function of the magnetic field will thus yield the effective $g$-factor of the electron that couples to the driving.

In the following, we identify the different spin-orbit-mediated spin mixing mechanisms that could play a role in an EDSR experiment. We investigate the resulting differences in the shape of the resonances as they appear in the current as a function of the drive frequency.

### 6.1 The model of the system

We model the subsystem formed by the two tunnel-coupled quantum dots with the Hubbard-like Hamiltonian that we saw in the previous chapters:

$$
\begin{align*}
H_{\mathrm{Hubb}}=\sum_{i}[ & \left.\frac{U}{2} n_{i}\left(n_{i}-1\right)-V_{i} n_{i}\right]+\sum_{\langle i, j\rangle} U_{c} n_{i} n_{j} \\
& -\sum_{\langle i, j\rangle, \alpha} \frac{t_{i j}}{\sqrt{2}} c_{i, \alpha}^{\dagger} c_{j, \alpha}+\sum_{i, \alpha, \beta} \frac{1}{2} g_{i} \mu_{B} c_{i, \alpha}^{\dagger}(\mathbf{B} \cdot \boldsymbol{\sigma})_{\alpha \beta} c_{i, \beta}, \tag{6.1}
\end{align*}
$$

with the last line describing a spin-conserving tunneling and the coupling of the spin of the electrons to an external magnetic field, with a different g-factor $g_{i}$ for each dot. The difference in the $g$ factors across dots is due to the strong SO coupling in the material. For simplicity we will consider this field to be in-plane. The SO interaction gives rise to an effective spinflip tunnel coupling $t_{\text {so }}$ between the states in the $(1,1)$ charge region and the states in other charge configurations, given by $[16,95]$

$$
\begin{equation*}
t_{\mathrm{so}}^{(x, y, z)}=\frac{i d t_{12}}{l_{\mathrm{so}}^{(x, y, z)}}, \tag{6.2}
\end{equation*}
$$

where $d$ is the distance between the quantum dots and $l_{\mathrm{so}}^{(x, y, z)}$ is the relevant SO length, as defined in Chapter 5 (see also Ref. [95]). The quantum dots are initially occupied by two electrons in the charge configuration $(1,1)$. A tilt in the electrochemical potential in the dots $V_{2}-V_{1}>0$ results in the transition $(1,1) \rightarrow(0,2)$ if the two electrons can occupy the lowest electronic orbital of the quantum dot in the right, forming a singlet
state. A further bias voltage between the source and drain leads allows the transition $(0,2) \rightarrow(0,1)$, and this then produces a measurable current. The system is then subsequently refilled into the state $(1,1)$, by an addition of one electron coming from the source lead. With this picture in mind it is clear that we only need to consider the $(1,1)$ spin states $|\uparrow \uparrow\rangle,|\uparrow \downarrow\rangle$, $|\downarrow \uparrow\rangle,|\downarrow \downarrow\rangle$ and the $(0,2)$ singlet state $\left|S_{02}\right\rangle$. In the basis set by these five states, and with a magnetic field along the $z$ direction only, the Hubbard Hamiltonian reads

$$
H_{5}=\left(\begin{array}{ccccc}
g \mu_{\mathrm{B}} B_{z} & 0 & 0 & 0 & t_{1}  \tag{6.3}\\
0 & \delta g \mu_{\mathrm{B}} B_{z} & 0 & 0 & t_{2} \\
0 & 0 & -\delta g \mu_{\mathrm{B}} B_{z} & 0 & t_{2}^{*} \\
0 & 0 & 0 & -g \mu_{\mathrm{B}} B_{z} & t_{1}^{*} \\
t_{1}^{*} & t_{2}^{*} & t_{2} & t_{1} & -E_{02}
\end{array}\right)
$$

In order to arrive to this expression we have set the energy of the five states in the $(1,1)$ region to 0 and we used $g \equiv\left(g_{1}+g_{2}\right) / 2$ and $\delta g \equiv\left(g_{1}-g_{2}\right) / 2$. The coupling elements $t_{1}$ and $t_{2}$ (and their complex conjugate $t_{1}^{*}$ and $t_{2}^{*}$ ) now account for both tunneling and SO coupling:

$$
\begin{equation*}
t_{1}=\frac{t_{12}+t_{\mathrm{so}}^{(z)}}{\sqrt{2}}, \quad t_{2}=t_{\mathrm{so}}^{(x)}-i t_{\mathrm{so}}^{(y)} \tag{6.4}
\end{equation*}
$$

The electrostatic energy difference between the first four states and the state $\left|S_{02}\right\rangle$ is $E_{02}=V_{2}-V_{1}-U+U_{c}>0$. We model the source and drain leads as a bath of electrons that couples to the quantum dots via an escape rate $\Gamma$ out of the state $\left|S_{02}\right\rangle$. Additionally, the other four $(1,1)$ states are refilled with equal probability with the same state $\Gamma$ as soon as one of the electrons leaves the system into the drain lead.

At zero magnetic field, where the first four states are degenerate, one can always find a different basis where the Hamiltonian $H_{5}$ takes the form

$$
\tilde{H}_{5}=\left(\begin{array}{ccccc}
0 & 0 & 0 & 0 & 0  \tag{6.5}\\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \sqrt{2} \tau \\
0 & 0 & 0 & \sqrt{2} \tau & -E_{02}
\end{array}\right)
$$

with $\tau=\sqrt{\left|t_{1}\right|^{2}+\left|t_{2}\right|^{2}}$. In this situation, if the two electrons that occupy the dots in the charge configuration $(1,1)$ form a state that is not coupled to $\left|S_{02}\right\rangle$ (a dark state), the current will be blocked. On the other hand,
if the only (bright) state that couples to $\left|S_{02}\right\rangle$ is occupied, a current can be measured and the whole process can start again. As the magnetic field is increased, the different spin states split out and we can no longer write the Hamiltonian in this form. More bright states will appear and thus the probability of having a blocked current will be smaller.

Adding an external driving changes substantially the dynamics of the system. When the driving is applied as a periodic detuning of one of the on-site gate offsets, this effectively produces an oscillating exchange coupling, via $t_{1}$ and $t_{2}$, inside the $(1,1)$ subspace that results in spin rotations. Additionally, the periodic change in the potential landscape in the quantum dots results in a periodic change of the wave functions of both localized electrons. The SO interaction then translates this change in the wave functions into a periodic effective magnetic field coupling to the spin of the electrons [86-88, 91]. We thus need to consider the effects of $(i)$ an electric driving in the on-site potentials and (ii) a driving through a magnetic field.

When the electrons are in a dark state, a periodic detuning of the offset potentials will help the system out of the blockade. With a driving of the form $E_{02}(t)=E_{0}+A \cos (\omega t)$, a small amplitude around zero detuning can induce coherent Rabi oscillations when the system is driven at resonance [86]. We have seen this behavior in the previous chapters. For large amplitudes, of the order of $A \sim \hbar \omega$, the coherent oscillations are then suppressed. We then observe resonances at different harmonics in the form of peaks or dips in the current profile as a function of the driving frequency or the magnitude of the Zeeman splitting [91].

With our model we want to reproduce both behaviors but also study the intermediate case, when we have an intermediate amplitude and the system is driven far from zero detuning. We therefore consider a time dependence into $E_{02}$ but also in the magnetic field $\mathbf{B}$ arising from the strong SO couplings.

An analytical investigation of such a complex system is not easy, but our model can be further simplified: The systems that we want to study are typically characterized by having substantially different effective $g$ factors on each quantum dot [86-88, 91]. In this case the different energy levels are well separated and we can therefore study each of the resonances independently. We can thus reduce the dimensionality of the system from a $5 \times 5$ Hamiltonian to a $3 \times 3$ Hamiltonian where the only three levels that need to be considered are the two $(1,1)$ spin states that are at resonance and the escape state $\left|S_{02}\right\rangle[85,91,96,97]$. We thus make our
analysis valid for the four subspaces $\left\{|\uparrow \uparrow\rangle,|\uparrow \downarrow\rangle,\left|S_{02}\right\rangle\right\},\left\{|\uparrow \downarrow\rangle,|\downarrow \downarrow\rangle,\left|S_{02}\right\rangle\right\}$, $\left\{|\uparrow \uparrow\rangle,|\downarrow \uparrow\rangle,\left|S_{02}\right\rangle\right\}$, and $\left\{|\downarrow \uparrow\rangle,|\downarrow \downarrow\rangle,\left|S_{02}\right\rangle\right\}$. For simplicity, we will further restrict our analytic investigations to the first harmonic, i.e., where the driving frequency matches the Zeeman splitting on one of the two dots, $\hbar \omega \approx g_{1,2} \mu_{\mathrm{B}} B$.

### 6.2 Resonances

We study the different forms of driving separately, focusing on the resulting shape of the 1 -photon resonance in the current (the first harmonic). In all cases the $3 \times 3$ Hamiltonian that we consider takes the form

$$
H_{3}^{(\alpha)}=\left(\begin{array}{ccc}
B & 0 & q_{1}  \tag{6.6}\\
0 & -B & q_{2} \\
q_{1}^{*} & q_{2}^{*} & -E_{0}
\end{array}\right)+A \cos (\omega t) V_{\text {drive }}^{(\alpha)},
$$

where the parameters $B, q_{1}$ and $q_{2}$ that we have introduced in this Hamiltonian will be different for each of the subspaces that we consider. Let us anticipate, though, that in all the following results the couplings $q_{i}$ will always appear as $\left|q_{i}\right|^{2}$. In order to simplify further the notation we thus take them as real. Regarding the energy $B$, here we use $B=g_{i} \mu_{\mathrm{B}} B_{z} / 2$, where $g_{i}$ corresponds to the electron that couples to the driving and thus undergoes a spin flip.

The external driving enters into the Hamiltonian via the matrix $V_{\text {drive }}^{(\alpha)}$, where $\alpha \in\{\mathrm{d}, \mathrm{z}, \mathrm{x}\}$ indicates driving of the detuning, via $B_{z}$ or via $B_{x}$, respectively,

$$
\begin{align*}
& V_{\text {drive }}^{(\mathrm{d})}=\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1
\end{array}\right),  \tag{6.7}\\
& V_{\text {drive }}^{(\mathrm{z})}=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & 0
\end{array}\right),  \tag{6.8}\\
& V_{\text {drive }}^{(\mathrm{x})}=\left(\begin{array}{ccc}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right), \tag{6.9}
\end{align*}
$$

for the three mechanisms mentioned above.

### 6.2.1 Driving of the detuning

We have mentioned before that the current through the quantum dots is only possible when the electrons can occupy the state $\left|S_{02}\right\rangle$. Indeed, the current will be given by $I=\Gamma p_{s}$, with $p_{s}$ being the probability of finding the system in the state $\left|S_{02}\right\rangle$, and $\Gamma$ is the escape rate from the state $\left|S_{02}\right\rangle$ into the drain lead. If we set up a master equation of the form

$$
\begin{equation*}
\frac{d \rho}{d t}=-\frac{i}{\hbar}[\tilde{H}(t), \rho] \tag{6.10}
\end{equation*}
$$

for a density matrix $\rho$ and some Hamiltonian $\tilde{H}(t)$ that accounts for both the quantum dots subsystem and the external source and drain leads, then we can obtain the current by evaluating the element of the density matrix $\rho_{s s}=\left|S_{02}\right\rangle\left\langle S_{02}\right|$.

We are interested in a steady state solution of this master equation. To find this solution with a time-dependent Hamiltonian we consider two options: ( $i$ ) we expand the master equation in Fourier modes and find the solution that corresponds to the zeroth mode, which will give us the time-averaged $\rho_{s s}$; or ( $i i$ ) we first evaluate the transition rates $\Gamma_{i j}$ from all the states $|i\rangle \rightarrow|j\rangle$ using the time-dependent Fermi's golden rule and then set up a classical master equation and find a steady state solution.

For the case where the driving is in the detuning we opt for the latter. Upon imposing the normalization condition on the probabilities $p_{1}+p_{2}+$ $p_{s}=1$, the master equation yields the set of equations

$$
\left\{\begin{array}{l}
\Gamma_{21} p_{2}+\Gamma p_{s} / 2-\left(\Gamma_{12}+\Gamma_{1 s}\right) p_{1}=0  \tag{6.11}\\
\Gamma_{12} p_{1}+\Gamma p_{s} / 2-\left(\Gamma_{21}+\Gamma_{2 s}\right) p_{2}=0 \\
p_{1}+p_{2}+p_{s}=1
\end{array}\right.
$$

where $p_{i}$ is the probability of measuring the system in the state $|i\rangle$, with $|i\rangle$ one of the three states of the subspaces that we consider. The current is then

$$
\begin{equation*}
I=\Gamma p_{s}=\frac{2 \Gamma\left(\Gamma_{1 s} \Gamma_{2 s}+\Gamma_{12}\left(\Gamma_{1 s}+\Gamma_{2 s}\right)\right)}{2 \Gamma_{1 s} \Gamma_{2 s}+2 \Gamma_{12}\left(\Gamma_{1 s}+\Gamma_{2 s}\right)+\Gamma\left(4 \Gamma_{12}+\Gamma_{1 s}+\Gamma_{2 s}\right)} . \tag{6.12}
\end{equation*}
$$

For the evaluation of the rates $\Gamma_{i j}$, using the time-dependent Fermi's golden rule, see Appendix B, where we proceed as in Ref. [96]. We thus
obtain the rates (setting $\hbar=1$ and using $\Gamma \gg A$ )

$$
\begin{align*}
\Gamma_{12}= & \frac{q_{1}^{2} q_{2}^{2}}{\left(\left(B+E_{0}\right)^{2}+(\gamma+\Gamma)^{2} / 4\right)\left(\left(B-E_{0}\right)^{2}+(\gamma+\Gamma)^{2} / 4\right)} \\
\times & \left(\frac{(\gamma+\Gamma)^{2}}{\Gamma}+\frac{\gamma\left(E_{0}^{2}+(\gamma+\Gamma)^{2} / 4\right)}{4 B^{2}+\gamma^{2}}+\frac{A^{2} \gamma}{2\left((2 B-\omega)^{2}+\gamma^{2}\right)}\right),  \tag{6.13}\\
\Gamma_{1 s}= & \frac{(\gamma+\Gamma) q_{1}^{4}}{\left(B+E_{0}\right)^{2}+(\gamma+\Gamma)^{2} / 4}-\frac{4 B E_{0}(\gamma+\Gamma) q_{1}^{2} q_{2}^{2}}{\left(4 B^{2}+\gamma^{2}\right)\left(E_{0}^{2}+(\gamma+\Gamma)^{2} / 4\right)^{2}} \\
& +\frac{\gamma(\gamma+\Gamma)^{2} q_{1}^{2} q_{2}^{2}}{\left(4 B^{2}+\gamma^{2}\right)\left(E_{0}^{2}+(\gamma+\Gamma)^{2} / 4\right)^{2}} \\
& -\frac{E_{0}^{2} A^{2} \gamma(\gamma+\Gamma)^{2} q_{1}^{2} q_{2}^{2}}{\left((2 B-\omega)^{2}+\gamma^{2}\right)\left(E_{0}^{2}+(\gamma+\Gamma)^{2} / 4\right)^{4}} \\
& +\frac{E_{0} A^{2}(\gamma+\Gamma)\left(E_{0}^{2}+(\gamma+\Gamma)^{2} / 4\right)(2 B-\omega) q_{1}^{2} q_{2}^{2}}{\left((2 B-\omega)^{2}+\gamma^{2}\right)\left(E_{0}^{2}+(\gamma+\Gamma)^{2} / 4\right)^{4}}, \tag{6.14}
\end{align*}
$$

and a similar rate for $\Gamma_{2 s}$. Additionally we found $\Gamma_{21}=\Gamma_{12}$. In these expressions we introduced $\gamma$, an effective, exchange-enabled escape rate from the states in $(1,1)$ into the drain leads, defined as

$$
\begin{equation*}
\gamma=\frac{1}{2}\left(\frac{\Gamma q_{1}^{2}}{\left(B+E_{0}\right)^{2}+\Gamma^{2} / 4}+\frac{\Gamma q_{2}^{2}}{\left(B-E_{0}\right)^{2}+\Gamma^{2} / 4}\right) . \tag{6.15}
\end{equation*}
$$

Putting all together, and after some approximations that amount to assume $E_{0} \gg B$ and $\Gamma \gg A$, we obtain the current

$$
\begin{align*}
I \approx & 2 \gamma\left(\frac{2 q_{1} q_{2}}{q_{1}^{2}+q_{2}^{2}}\right)^{2} \\
& +\left(\frac{2 q_{1} q_{2}}{q_{1}^{2}+q_{2}^{2}}\right)^{2} \frac{8 \gamma A^{2}}{\left[4 E_{0}^{2}+\Gamma^{2}\right]^{2}} \frac{\left(q_{1}^{2}-q_{2}^{2}\right)^{2}-2 \Gamma^{2}\left(\epsilon_{1}^{2}+\epsilon_{2}^{2}\right)}{4 \gamma^{2}+\frac{16 A^{2}}{\left[4 E_{0}^{2}+\Gamma^{2}\right]^{2}}\left(\frac{4 E_{0}^{2}-\Gamma^{2}}{4 E_{0}^{2}+\Gamma^{2}}\right)^{2} q_{1}^{2} q_{2}^{2}+\delta^{2}} \\
+ & \left(\frac{2 q_{1} q_{2}}{q_{1}^{2}+q_{2}^{2}}\right)^{2} \frac{8 \gamma A^{2}}{\left[4 E_{0}^{2}+\Gamma^{2}\right]^{2}} \frac{\left(4 E_{0}^{2}-\Gamma^{2}\right)\left(\epsilon_{1}-\epsilon_{2}\right) \delta}{4 \gamma^{2}+\frac{16 A^{2}}{\left[4 E_{0}^{2}+\Gamma^{2}\right]^{2}}\left(\frac{4 E_{0}^{2}-\Gamma^{2}}{4 E_{0}^{2}+\Gamma^{2}}\right)^{2} q_{1}^{2} q_{2}^{2}+\delta^{2}} \tag{6.16}
\end{align*}
$$

The first line describes the background current. This is the current that we would observe in absence of a driving, when $A \rightarrow 0$. In the next two terms we describe the exchange-induced level shift with $\epsilon_{1,2}$, given by

$$
\begin{equation*}
\epsilon_{1,2}=\frac{4 E_{02} q_{1,2}^{2}}{4 E_{02}^{2}+\Gamma^{2}} \tag{6.17}
\end{equation*}
$$

We also characterize the detuning from the 1-photon resonance as

$$
\begin{equation*}
\delta=2 B-\omega \tag{6.18}
\end{equation*}
$$

The second line in Eq. (6.16) describes a peak or dip in the current. For typical parameters $\left(q_{1}, q_{2} \ll \Gamma, E_{0}\right.$ and $\left.\Gamma>E_{0}\right)$ the sign of this term is negative and it results in a dip in the current. As the energy $E_{0} \rightarrow 0$ the dip will become a peak. Note that this term resembles a Lorentzian curve. Indeed the peak/dip has a maximum/minimum at $\delta=0$, which corresponds to $\omega=2 B$, and a width given mostly by $\gamma$ when the driving amplitude is small. We can observe all these features in Fig. 6.2, where we further compare the analytical findings with numerical results.

The last term accounts for an asymmetry in the shape of the peak or dip. This term is also Lorentzian-like but it comes with a factor of $\delta$ on the numerator. For equal couplings $q_{1}=q_{2}$ (equivalent to $\epsilon_{1}=\epsilon_{2}$ ), that is for a transition from $|\uparrow \uparrow\rangle$ to $|\downarrow \downarrow\rangle$ or from $|\uparrow \downarrow\rangle$ to $|\downarrow \uparrow\rangle$, this term vanishes, but for the four other cases that we are interested in, this last term tilts substantially the current around the peak and makes it asymmetric. The sign of this tilting depends on the sign of $q_{1}^{2}-q_{2}^{2}$ via $\epsilon_{1}-\epsilon_{2}$.

Note that the peak or dip will always occur at $\delta=0$, that is, for $\omega \simeq 2 B=g_{i} \mu_{\mathrm{B}} B_{z}$. It is then possible, in an EDSR experiment, to measure and distinguish two different $g$-factors in two quantum dots: The current profile as a function of the magnetic field and the driving frequency will show a line (a peak or a dip) with two different slopes.

### 6.2.2 Driving via a magnetic field

Since the oscillations in the magnetic field are expected to be a consequence of the driving in the detuning we expect the amplitude of this driving to be small compared to the amplitude that we considered previously. Here we will thus investigate the current profile for a driving via a magnetic field, both along the $z$ and $x$ directions, with a driving amplitude $A \ll B$.

## Driving via $B_{z}$

The current profile for a driving via a magnetic field can be obtained in a simpler way. We describe the time evolution of the system with a Lindblad master equation and find a steady-state solution by expanding the master equation in Fourier modes. Setting again $\hbar=1$, the Lindblad master


Figure 6.2: Current profile as a function of the frequency when the driving is via the detuning. We subtracted an offset for clarity. Blue lines show the analytical results from Eq. (6.16). Black lines show the numerical results. (a) For large $E_{0} \gg A$ we always observe a dip in the current. If, additionally, the couplings $q_{1}$ and $q_{2}$ are different, the dip in the current is asymmetric. (b) As $E_{0} \rightarrow 0$ the dip becomes a peak instead. (c) For equal couplings $q_{1}=q_{2}$, the dip is symmetric. In all cases we focus on the 1-photon resonances. In (a) we used $E_{0}=50 \mu \mathrm{eV}, q_{1}=3 \mu \mathrm{eV}$ and $q_{2}=2 \mu \mathrm{eV}$; for (b) we used $E_{0}=5 \mu \mathrm{eV}$, and the same $q_{1}$ and $q_{2}$; in (c) we used $E_{0}=50 \mu \mathrm{eV}$ and $q_{1}=q_{2}=2.5 \mu \mathrm{eV}$. For the remaining parameters we used $A=20 \mu \mathrm{eV}, \Gamma=150 \mu \mathrm{eV}$ and $B=3 \mu \mathrm{eV}$, together with $\hbar=1$.
equation for the system that we consider in this section reads

$$
\frac{d \rho}{d t}=-i\left[H_{3}^{(\mathrm{z})}, \rho\right]+\frac{1}{2} \Gamma\left(\begin{array}{ccc}
\rho_{s s} & 0 & -\rho_{1 s}  \tag{6.19}\\
0 & \rho_{s s} & -\rho_{2 s} \\
-\rho_{s 1} & -\rho_{s 2} & -2 \rho_{s s}
\end{array}\right)
$$

where we included decay of the state $\left|S_{02}\right\rangle$ to the drain lead with rate $\Gamma$, and assumed that immediately after such a decay process the system is initialized again in one of the $(1,1)$ states, as we discussed before.

Since now $\Gamma$ is, by far, the largest energy scale of the system we can separate time scales and assume that all dynamics induced by $\Gamma$ reach (quasi-)equilibrium instantaneously on the time scale of the rest of the dynamics. We will then have a subsystem formed by the first $2 \times 2$ block of the master equation, with slow dynamics; and another subsystem, described by the escape state $\left|S_{02}\right\rangle$ and its coupling to the other two sates, with fast dynamics. Under this assumption we can focus on the dynamics of the $(1,1)$ subspace. We first find a steady-state solution of the Lindblad equation as a function of the matrix elements in the $(1,1)$ subspace (the first $2 \times 2$ block). Since the time dependence is included only in this block, and we assumed the dynamics of this block to be very slow compared to the time scale of the dynamics of $\rho_{s s}$, we can take the matrix elements in the $(1,1)$ subspace as constant.

We thus obtain the matrix elements $\rho_{1 s}, \rho_{2 s}, \rho_{s 1}, \rho_{s 2}$ and $\rho_{s s}$ as a function of the matrix elements of the first block, $\rho_{11}, \rho_{12}, \rho_{21}$ and $\rho_{22}$. With this we can write a reduced master equation for the first block only. If we "vectorize" this expression ${ }^{1}$ the resulting master equation reads

$$
\frac{d \rho^{(2)}}{d t}=\left(\begin{array}{cccc}
-\frac{2 \Gamma q_{1}^{2}}{4 E_{0}^{2}+\Gamma^{2}} & \frac{4 i E_{0} q_{1} q_{2}}{4 E_{0}^{2}+\Gamma^{2}} & -\frac{4 i E_{0} q_{1} q_{2}}{4 E_{0}^{2}+\Gamma^{2}} & \frac{2 \Gamma q_{2}^{2}}{4 E_{0}^{2}+\Gamma^{2}}  \tag{6.20}\\
-\frac{2 q_{1} q_{2}}{\Gamma+2 i E_{0}} & \mathcal{B} & 0 & \frac{2 q_{1} q_{2}}{-\Gamma+2 i E_{0}} \\
\frac{2 q_{1} q_{2}}{-\Gamma+2 i E_{0}} & 0 & \mathcal{B}^{*} & -\frac{2 q_{1} q_{2}}{\Gamma+2 i E_{0}} \\
\frac{2 \Gamma_{1}^{2}}{4 E_{0}^{2}+\Gamma^{2}} & -\frac{4 i E_{0} q_{1} q_{2}}{4 E_{0}^{2}+\Gamma^{2}} & \frac{4 i E_{0} q_{1} q_{2}}{4 E_{0}^{2}+\Gamma^{2}} & -\frac{2 \Gamma q_{2}^{2}}{4 E_{0}^{2}+\Gamma^{2}}
\end{array}\right) \cdot\left(\begin{array}{l}
\rho_{11} \\
\rho_{12} \\
\rho_{21} \\
\rho_{22}
\end{array}\right),
$$

with $\mathcal{B}=-2 i B(t)+\frac{2 q_{1}^{2}}{2 i E_{0}-\Gamma}-\frac{2 q_{2}^{2}}{2 i E_{0}+\Gamma}$. Once we find a solution for this equation we can calculate the current as $I=\Gamma \rho_{s s}$, with the $\rho_{s s}$ as a

[^11]function of $\rho_{11}, \rho_{12}, \rho_{21}$ and $\rho_{22}$ that we obtained before. However, since the energy $B(t)$ is time-dependent we cannot solve the master equation straightforwardly. We instead expand the density operator and the master equation in Fourier modes using
\[

$$
\begin{equation*}
\rho(t)=\sum_{n=-\infty}^{\infty} \rho_{n} e^{i n \omega t} \tag{6.21}
\end{equation*}
$$

\]

With this transformation, a master equation in the form of Eq. (6.19) transforms as

$$
\begin{equation*}
\sum_{n} e^{i n \omega t} \frac{d}{d t} \rho_{n}=\sum_{n}\left\{-i\left[H_{3}^{(z)}(t), \rho_{n}\right] e^{i n \omega t}+\Gamma\left[\rho_{n}\right] e^{i n \omega t}-i n \omega \rho_{n} e^{i n \omega t}\right\} \tag{6.22}
\end{equation*}
$$

where $\Gamma\left[\rho_{n}\right]$ is the escape/refill term from Eq. (6.19) now written in terms of the Fourier modes. A similar expression can be found as well for the reduced master equation from Eq. (6.20),

Next we write the detuning as $B(t)=B_{0}+A \cos \omega t$, expanding the cosine using exponential functions, $B(t)=B_{0}+A(\exp [i \omega t]+\exp [-i \omega t]) / 2$, and use these exponential functions as the basis states in the Fourier space. This results in a high dimensional master equation matrix with a block structure, where each block corresponds to a Fourier mode. The elements with $\rho_{n} \exp [i n \omega t]$ are in the diagonal blocks, and the elements with $\rho_{n} \exp [i(n+1) \omega t]$ and $\rho_{n} \exp [i(n-1) \omega t]$ are in the upper and lower diagonals, coupling the block matrices in the main diagonal.

Numerical simulations guarantee that, for small amplitude $A \lesssim \omega$, expanding the master equation in only the modes $n=0, \pm 1$ is enough to describe with high accuracy all the features of the current profile around the 1-photon resonance.

After this Fourier expansion, the master equation above becomes a 12-dimensional time-independent object, and the steady state solution of the elements of the zeroth Fourier mode, combined with the solution that we found for $\rho_{s s}$ gives the current

$$
\begin{equation*}
I \approx 2 \gamma\left(\frac{2 q_{1} q_{2}}{q_{1}^{2}+q_{2}^{2}}\right)^{2} \frac{A^{2}\left[\left(\epsilon_{1}+\epsilon_{2}\right)^{2}+4 \gamma^{2}\right]+16 B^{2} \gamma^{2}+\left(A^{2}-2 B \delta\right)^{2}}{4 A^{2}\left(\epsilon_{1} \epsilon_{2}+2 \gamma^{2}\right)+16 \tilde{B}^{2} \gamma^{2}+\left(A^{2}-2 \tilde{B} \delta\right)^{2}} \tag{6.23}
\end{equation*}
$$

where, again, we have made some simplifications assuming that $B \gg$ $\epsilon_{1,2}, \gamma$. Additionally, to shorten the notation, we have introduced $\tilde{B}=$ $B+\left(\epsilon_{1}-\epsilon_{2}\right) / 2=-\operatorname{Im}[\mathcal{B}] / 2$.


Figure 6.3: Current profile (minus an offset) as a function of the frequency with a SO-mediated driving via $B_{z}$. Blue lines show the analytical results from Eq. (6.23), and black lines show the numerical results. (a) For equal couplings $q_{1}=q_{2}=2.5 \mu \mathrm{eV}$ and a moderate-large amplitude $A=0.5 \mu \mathrm{eV}$ we observe a symmetric dip in the current. (b) Changing the magnitude of the couplings to $q_{1}=3 \mu \mathrm{eV}$ and $q_{2}=2 \mu \mathrm{eV}$ makes the dip asymmetric. (c) For a very large $E_{0}=120 \mu \mathrm{eV}$ and very asymmetric couplings $q_{1}=3 \mu \mathrm{eV}$ and $q_{2}=1 \mu \mathrm{~V}$, the dip starts a transition towards becoming a peak. The other parameters are the same as before.

In this expression we observe similar features as before. To investigate this let us write the current in a simplified form, by dropping a factor $2 \gamma\left(B^{2} / \tilde{B}^{2}\right)\left[q_{1} q_{2} /\left(q_{1}^{2}+q_{2}^{2}\right)\right]^{2}$ and writing the resulting expression as

$$
\begin{equation*}
f=\frac{a^{2}+(b-\delta)^{2}}{c^{2}+(d-\delta)^{2}} \tag{6.24}
\end{equation*}
$$

with the parameters $a, b, c$ and $d$ given by

$$
\begin{align*}
a^{2} & =\frac{A^{2}}{4 B^{2}}\left[\left(\epsilon_{1}+\epsilon_{2}\right)^{2}+4 \gamma^{2}\right]+4 \gamma^{2}  \tag{6.25}\\
b & =\frac{A^{2}}{2 B}  \tag{6.26}\\
c^{2} & =\frac{A^{2}}{\tilde{B}^{2}}\left(\epsilon_{1} \epsilon_{2}+2 \gamma^{2}\right)+4 \gamma^{2}  \tag{6.27}\\
d & =\frac{A^{2}}{2 \tilde{B}} . \tag{6.28}
\end{align*}
$$

For any non-zero couplings $q_{1}$ and $q_{2}$, and finite $E_{0}$, the parameters above satisfy $a^{2} \lesssim c^{2}$. Then, depending on the value of each exchange energies, we can have $b=d$ if $q_{1}=q_{2}, b>d$ if $q_{1}>q_{2}$ or $b<d$ if $q_{1}<q_{2}$. At resonance, when $\delta=d$, the function $f$ becomes

$$
\begin{equation*}
f=\frac{a^{2}+\frac{1}{4}\left(\epsilon_{1}-\epsilon_{2}\right)^{2}}{c^{2}} \tag{6.29}
\end{equation*}
$$

We show in Fig. 6.3 that for equal couplings $q_{1}=q_{2}$, we end up with $f=a^{2} / c^{2}<0$ and we thus observe a decrease in the current, i.e., a dip. But in the case where $c^{2}<a^{2}+\frac{1}{4}\left(\epsilon_{1}-\epsilon_{2}\right)^{2}$, then we observe a peak. Note also that the term $(b-\delta)^{2}$ cancels either before or after the resonance point, depending on the sign of $\left(\epsilon_{1}-\epsilon_{2}\right)$. This produces an asymmetry in the peak/dip similar to the one observed before.

## Driving via $B_{x}$

We calculate the current profile for a driving via a SO-induced effective magnetic field along the $x$ direction, $B_{x}$, in exactly the same way. In this case, we obtain the current

$$
\begin{equation*}
I \approx 2 \gamma\left(\frac{2 q_{1} q_{2}}{q_{1}^{2}+q_{2}^{2}}\right)^{2}\left(1+\frac{A^{2}\left(\frac{q_{1}^{2}-q_{2}^{2}}{2 q_{1} q_{2}}\right)^{2}}{4 \gamma^{2}+\delta^{2}}\right) \tag{6.30}
\end{equation*}
$$



Figure 6.4: Current as a function of the frequency with a SO-mediated driving via $B_{x}$, where we subtracted an offset. The blue line shows the analytical result from Eq. (6.30), and the black line shows the numerical results. For this figure we used a reasonably small amplitude $A=0.1 \mu \mathrm{eV}$ and asymmetric couplings $q_{1}=3 \mu \mathrm{eV}$ and $q_{2}=2 \mu \mathrm{eV}$. The remaining parameters are the same as before.
which displays only peaks when the system is driven at resonance (see Fig. 6.4). Note also that the peak disappears when the couplings $q_{1}$ and $q_{2}$ are the same.

### 6.2.3 A numerical analysis

We study the validity of our expressions with a numerical analysis. For this we find a steady state solution of Eq. (6.22) for all three types of driving. We found that using six Fourier modes (that is, for $n \in[-6,6]$ ) the solution converges. Nevertheless, we considered ten modes instead. The results shown in Figs. 6.2, 6.3 and 6.4 show a quite good agreement with the analytical calculations.

## A

## Schrieffer-Wolff transformation

A Schrieffer-Wolff transformation is a unitary transformation that is often used to diagonalize a Hamiltonian of the form $H_{0}+\lambda V$ perturbatively, treating the term with $\lambda V$ as the perturbation. This transformation is particularly useful when the Hamiltonian has a block structure, as is the case in the Hubbard-like Hamiltonians that we have seen in this thesis, and some of the eigenvalues of the unpetrurbed Hamiltonian $H_{0}$ are degenerate.

One usually starts with a Hamiltonian $H=H_{0}+\lambda V$, where $H_{0}$ is a diagonal Hamiltonian of the form

$$
H_{0}=\left(\begin{array}{cc}
H_{1} & 0  \tag{A.1}\\
0 & H_{2}
\end{array}\right)
$$

where $H_{1}$ and $H_{2}$ can be degenerate but the eigenenergies $E_{1}^{(i)}$ of $H_{1}$ must, in general, differ from the eigenenergies $E_{2}^{(i)}$ of $H_{2}$. The perturbation $V$, with $\lambda \ll\left|E_{1}^{(i)}-E_{2}^{(j)}\right|$, then couples the blocks of $H_{0}$ :

$$
V=\left(\begin{array}{cc}
0 & V_{12}  \tag{A.2}\\
V_{21} & 0
\end{array}\right) .
$$

We can diagonalize the Hamiltonian $H$ with the unitary operator $U=$ $e^{S(\lambda)}$, for some operator $S(\lambda)$, using $H^{\prime}=e^{S(\lambda)} H e^{-S(\lambda)}$.

Suppose now that we want to find the eigenvalues of $H$ up to $\mathcal{O}\left(\lambda^{2}\right)$ while, at the same time, decoupling the blocks $H_{1}$ and $H_{2}$ from $H$ up to order $\mathcal{O}\left(\lambda^{2}\right)$. For this we can expand the operator $S(\lambda)$ in powers of $\lambda$ :

$$
\begin{equation*}
S(\lambda)=\sum_{n=0}^{\infty} \lambda^{n} S_{n} \tag{A.3}
\end{equation*}
$$

For $\lambda=0$ the Hamiltonian is already diagonal, therefore the unitary transformation should read $H_{0}=e^{S_{0}} H_{0} e^{-S_{0}}$. We thus choose $S_{0}=0$. Since we want to find an expansion to order $\mathcal{O}\left(\lambda^{2}\right)$, we can use $S(\lambda)=\lambda S_{1}$.

Next we perform a series expansion on the transformed Hamiltonian $H^{\prime}$ for small $\lambda$ around $\lambda=0$. For this we use the Baker-Campbell-Hausdorff formula and write

$$
\begin{align*}
H^{\prime} & =e^{\lambda S_{1}}\left(H_{0}+\lambda V\right) e^{-\lambda S_{1}} \\
& =H_{0}+\lambda V+\lambda\left[S_{1}, H_{0}+\lambda V\right]+\frac{\lambda^{2}}{2}\left[S_{1},\left[S_{1}, H_{0}+\lambda V\right]\right]+\mathcal{O}\left(\lambda^{3}\right) \\
& \approx H_{0}+\lambda\left(V+\left[S_{1}, H_{0}\right]\right)+\lambda^{2}\left(\left[S_{1}, V\right]+\frac{1}{2}\left[S_{1},\left[S_{1}, H_{0}\right]\right]\right) \tag{A.4}
\end{align*}
$$

Recall that we want to uncouple the blocks $H_{1}$ and $H_{2}$ from the Hamiltonian to lowest order in $\lambda$. This amounts to find an operator $S_{1}$ that leaves only even powers of $\lambda$ in the transformed Hamiltonian $H^{\prime}$. We can then find the operator $S_{1}$ by solving the equation $V+\left[S_{1}, H_{0}\right]=0$. This yields the effective Hamiltonian

$$
\begin{equation*}
H_{\mathrm{eff}}=H_{0}+\frac{\lambda^{2}}{2}\left[S_{1}, V\right] \tag{A.5}
\end{equation*}
$$

This Hamiltonian has a block structure

$$
H_{\mathrm{eff}}=\left(\begin{array}{cc}
\tilde{H}_{1} & 0  \tag{A.6}\\
0 & \tilde{H}_{2}
\end{array}\right)
$$

where now $\tilde{H}_{1}$ and $\tilde{H}_{2}$ are not necessarily diagonal but the two blocks are decoupled and we can treat them independently.

It is very common to encounter this perturbation expansion in many publications, and indeed this is the perturbation expansion that we have used in all the previous chapters, but sometimes doing the expansion to order $\mathcal{O}\left(\lambda^{2}\right)$ is not enough, and the generalization to the next order $\mathcal{O}\left(\lambda^{4}\right)$
is not straightforward. We thus decided to include this Appendix in the thesis hopping that some may find it useful.

We thus want to find a unitary transformation that, after a perturbation expansion, decouples the two blocks of the Hamiltonian $H_{0}+\lambda V$ up to order $\mathcal{O}\left(\lambda^{4}\right)$. For this we need to expand the operator $S(\lambda)$ up to a higher power of $\lambda$. Since we want expressions with $\lambda^{4}$ we need to consider $S(\lambda)=\lambda S_{1}+\lambda^{2} S_{2}+\lambda^{3} S_{3}+\lambda^{4} S_{4}$. The transformed Hamiltonian then reads

$$
\begin{align*}
H^{\prime}=H+[S, & H]
\end{align*} \quad \frac{1}{2}[S,[S, H]] .
$$

We now expand $S$ and write $H=H_{0}+\lambda V$. This gives:

$$
\left.\left.\begin{array}{rl}
H^{\prime} \approx H_{0}+\lambda\left(V+\left[S_{1}, H\right]\right) \\
+ & \lambda^{2}(
\end{array}\left(S_{1}, V\right]+\left[S_{2}, H_{0}\right]+\frac{1}{2}\left[S_{1},\left[S_{1}, H_{0}\right]\right]\right)\right] \text { + } \begin{aligned}
3 & \left(\left[S_{2}, V\right]+\frac{1}{2}\left[S_{1},\left[S_{1}, V\right]\right]+\left[S_{3}, H_{0}\right]+\frac{1}{2}\left[S_{1},\left[S_{2}, H_{0}\right]\right]\right. \\
& \left.+\frac{1}{2}\left[S_{2},\left[S_{1}, H_{0}\right]\right]+\frac{1}{6}\left[S_{1},\left[S_{1},\left[S_{1}, H_{0}\right]\right]\right]\right) \\
+\lambda^{4}( & {\left[S_{3}, V\right]+\frac{1}{2}\left[S_{1},\left[S_{2}, V\right]\right]+\frac{1}{2}\left[S_{2},\left[S_{1}, V\right]\right] } \\
& +\frac{1}{6}\left[S_{1},\left[S_{1},\left[S_{1}, V\right]\right]\right]+\left[S_{4}, H_{0}\right]+\frac{1}{2}\left[S_{1},\left[S_{3}, H_{0}\right]\right] \\
& +\frac{1}{2}\left[S_{2},\left[S_{2}, H_{0}\right]\right]+\frac{1}{2}\left[S_{3},\left[S_{1}, H_{0}\right]\right]+\frac{1}{6}\left[S_{1},\left[S_{1},\left[S_{2}, H_{0}\right]\right]\right] \\
& +\frac{1}{6}\left[S_{1},\left[S_{2},\left[S_{1}, H_{0}\right]\right]\right]+\frac{1}{6}\left[S_{2},\left[S_{1},\left[S_{1}, H_{0}\right]\right]\right] \\
& \left.+\frac{1}{24}\left[S_{1},\left[S_{1},\left[S_{1},\left[S_{1}, H_{0}\right]\right]\right]\right]\right)
\end{aligned}
$$

Now we proceed as before and eliminate the therms with odd powers of $\lambda$. For the term proportional to $\lambda$ we have the same equation we found previously: $\left[S_{1}, H_{0}\right]=-V$. Also, since $S_{4}$ appears only once we are free to set it to $S_{4}=0$. We have two more unknowns, $S_{2}$ and $S_{3}$, but only the term proportional to $\lambda^{3}$ is left to be canceled. We are thus free to choose a relation between $S_{2}$ and $S_{3}$. For simplicity we use $S_{2}=0$. After some
simplifications we arrive at the expression

$$
\begin{align*}
H^{\prime} \approx & H_{0}+\frac{\lambda^{2}}{2}\left[S_{1}, V\right] \\
& +\lambda^{3}\left(\frac{1}{3}\left[S_{1},\left[S_{1}, V\right]\right]+\left[S_{3}, H_{0}\right]\right) \\
& +\frac{\lambda^{4}}{2}\left(\left[S_{3}, V\right]+\frac{1}{4}\left[S_{1},\left[S_{1},\left[S_{1}, V\right]\right]\right]+\left[S_{1},\left[S_{3}, H_{0}\right]\right]\right) \tag{A.9}
\end{align*}
$$

which, for

$$
\begin{equation*}
\left[S_{1}, H_{0}\right]=-V, \quad\left[S_{3}, H_{0}\right]=-\frac{1}{3}\left[S_{1},\left[S_{1}, V\right]\right], \quad S_{2}=S_{4}=0 \tag{A.10}
\end{equation*}
$$

reduces to the effective Hamiltonian

$$
\begin{equation*}
H_{\mathrm{eff}}=H_{0}+\frac{\lambda^{2}}{2}\left[S_{1}+S_{3}, V\right]-\frac{\lambda^{4}}{24}\left[S_{1},\left[S_{1},\left[S_{1}, V\right]\right]\right] \tag{A.11}
\end{equation*}
$$

This Hamiltonian is again block-diagonal and the matrix elements contain terms of the order $\mathcal{O}\left(\lambda^{4}\right)$. To construct this Hamiltonian we only need to find the solution of Eqns. (A.10).

## Time-dependent Fermi's golden rule

For the evaluation of the transition rates $\Gamma_{i j}$ from Chapter 6 we follow, partially, Ref. [96]. Consider the Hamiltonian in a basis $\{|1\rangle,|2\rangle,|S\rangle\}$ :

$$
H=\left(\begin{array}{ccc}
B_{1} & 0 & q_{1}  \tag{B.1}\\
0 & B_{2} & q_{2} \\
q_{1} & q_{2} & -E_{0}+A \cos (\omega t)
\end{array}\right)
$$

We can split this Hamiltonian in two terms $H=H_{0}(t)+H_{1}$, with

$$
\begin{align*}
H_{0}(t) & =\left(\begin{array}{ccc}
B_{1} & 0 & 0 \\
0 & B_{2} & 0 \\
0 & 0 & -E_{0}+A \cos (\omega t)
\end{array}\right),  \tag{B.2}\\
H_{1} & =\left(\begin{array}{ccc}
0 & 0 & q_{1} \\
0 & 0 & q_{2} \\
q_{1} & q_{2} & 0
\end{array}\right) \tag{B.3}
\end{align*}
$$

As we did in Section 6.2.1, we introduce an effective decay rate out of the states in the $(1,1)$ charge configuration,

$$
\begin{equation*}
\gamma \approx \frac{\Gamma\left(q_{1}^{2}+q_{2}^{2}\right)}{4 E_{0}^{2}+\Gamma^{2}} \tag{B.4}
\end{equation*}
$$

We now proceed by doing a perturbation expansion on the eigenstates of $H$ using $H_{1}$ as the perturbation. Let $|n\rangle$ be the instantaneous eigenstates of $H_{0}(t)$ at time $t$, with eigenvalues $E_{n}(t)$. Then, any state $|\psi(t)\rangle$ can be written as (for simplicity we set $\hbar=1$ )

$$
\begin{equation*}
|\psi(t)\rangle=\sum_{n} c_{n}(t) e^{-i \int_{0}^{t} d t^{\prime} E_{n}\left(t^{\prime}\right)}|n\rangle \tag{B.5}
\end{equation*}
$$

with $c_{n}(-\infty)=1$ if $n$ is the initial state and 0 otherwise. Using the Schrödinger equation

$$
\begin{equation*}
i \frac{d}{d t}|\psi(t)\rangle=H|\psi(t)\rangle \tag{B.6}
\end{equation*}
$$

we can find an equation for $c_{n}(t)$ :

$$
\begin{equation*}
\frac{d}{d t} c_{n}(t)=-i \sum_{k} c_{k}(t)\langle n| H_{1}|k\rangle e^{-i \int_{0}^{t} d t^{\prime}\left(E_{k}\left(t^{\prime}\right)-E_{n}\left(t^{\prime}\right)\right)} \tag{B.7}
\end{equation*}
$$

which can be integrated (now from $-\infty$ to $t$ ), yielding

$$
\begin{align*}
c_{n}(t)=c_{n}(-\infty)-i \int_{-\infty}^{t} d t^{\prime} \sum_{k} c_{k}\left(t^{\prime}\right)\langle n| & H_{1}|k\rangle \\
& \times e^{-i \int_{0}^{t^{\prime}} d t^{\prime \prime}\left(E_{k}\left(t^{\prime \prime}\right)-E_{n}\left(t^{\prime \prime}\right)\right)} \tag{B.8}
\end{align*}
$$

The transition rate can then be evaluated as $\Gamma_{i, n}=\frac{d}{d t}\left|c_{n}(t)\right|^{2}$. Using $c_{k}(-\infty)=\delta_{k, i}$ and Eq. (B.8), we can find an expression for $\Gamma_{i, n}$ up to $\mathcal{O}(q)^{4}$. Let us start by calculating the rate $\Gamma_{1,2}$, that is, the rate from the state $|1\rangle$ to $|2\rangle$ via $|S\rangle$. For this we need:

$$
\begin{align*}
c_{n}(t)= & c_{n}(-\infty)-i \int_{-\infty}^{t} d t_{1} \sum_{k} c_{k}(-\infty)\langle n| H_{1}|k\rangle e^{-i \int_{0}^{t_{1}} d t_{2}\left(E_{k}\left(t_{2}\right)-E_{n}\left(t_{2}\right)\right)} \\
& -\int_{-\infty}^{t} d t_{1} \int_{-\infty}^{t_{1}} d t_{2} \sum_{k, l} c_{l}(-\infty)\langle k| H_{1}|l\rangle\langle n| H_{1}|k\rangle \\
& \times e^{-i \int_{0}^{t_{2}} d t_{3}\left(E_{l}\left(t_{3}\right)-E_{k}\left(t_{3}\right)\right)} e^{-i \int_{0}^{t_{1}} d t_{4}\left(E_{k}\left(t_{4}\right)-E_{n}\left(t_{4}\right)\right)}+\mathcal{O}(q)^{3} . \quad \text { (B.9) } \tag{B.9}
\end{align*}
$$

In this case we have $n=2$ and $c_{l}=\delta_{l, 1}$. The only possible value for $|k\rangle$ is $|S\rangle$. This expression then becomes

$$
\begin{align*}
& c_{2}(t)=-q_{1} q_{2} \int_{-\infty}^{t} d t_{1} \int_{-\infty}^{t_{1}} d t_{2} e^{-i\left(B_{1}+E_{0}\right) t_{1}} e^{i\left(B_{2}+E_{0}\right) t_{2}} \\
& \times e^{-i \frac{A}{\omega} \sin \left(\omega t_{1}\right)} e^{i \frac{A}{\omega} \sin \left(\omega t_{2}\right)} \tag{B.10}
\end{align*}
$$

But we are interested in the modulo squared of this expression:

$$
\begin{align*}
&\left|c_{2}(t)\right|^{2}=q_{1}^{2} q_{2}^{2} \int_{-\infty}^{t} d t_{4} \int_{-\infty}^{t_{4}} d t_{3} \int_{-\infty}^{t} d t_{2} \int_{-\infty}^{t_{2}} d t_{1} \\
& \times e^{-i\left(B_{1}+E_{0}\right)\left(t_{1}-t_{3}\right)} e^{i\left(B_{2}+E_{0}\right)\left(t_{2}-t_{4}\right)} \\
& \times e^{-i \frac{A}{\omega}\left(\sin \left(\omega t_{1}\right)-\sin \left(\omega t_{2}\right)-\sin \left(\omega t_{3}\right)+\sin \left(\omega t_{4}\right)\right.} \tag{B.11}
\end{align*}
$$

We introduce the escape rates out of the states by hand, following the diagrams in Fig. B. 1 (see also Ref. [96]). For the diagram (a) we need to include in the integral the terms $\exp \left(-\gamma\left(t_{4}-t_{1}+t_{3}-t_{2}\right) / 2\right) \exp \left(-\Gamma\left(t_{2}-\right.\right.$ $\left.\left.t_{1}\right) / 2\right) \exp \left(-\Gamma\left(t_{4}-t_{3}\right) / 2\right)$ and change the integration limits accordingly. We do the same for all the diagrams and put everything together to obtain an expression for $\Gamma_{1,2}$ :

$$
\begin{align*}
\Gamma_{1,2} & =\frac{q_{1}^{2} q_{2}^{2}}{\left(\left(B_{1}+E_{0}\right)^{2}+(\gamma+\Gamma)^{2} / 4\right)\left(\left(B_{2}-E_{0}\right)^{2}+(\gamma+\Gamma)^{2} / 4\right)} \\
& \times\left(\frac{(\gamma+\Gamma)^{2}}{\Gamma}+\frac{\gamma\left(E_{0}^{2}+(\gamma+\Gamma)^{2} / 4\right)}{\left(B_{1}-B_{2}\right)^{2}+\gamma^{2}}+\frac{A^{2} \gamma}{2\left(\left(B_{1}-B_{2}-\omega\right)^{2}+\gamma^{2}\right)}\right) \tag{B.12}
\end{align*}
$$

In these expressions we show only the terms with a positive frequency (that is, the terms that come with an expression such as $B_{1}-B_{2}-\omega$ that cancels with a positive frequency $\omega$ ). The terms with the negative frequency are small and will not be considered.

All the other transition rates are obtained in a similar fashion. For these we need to use the diagrams in Fig. B.2.


Figure B.1: The escape rates need to be included considering all possible paths from the state $|1\rangle$ to the state $|2\rangle$ via the state $|S\rangle$ to order $\mathcal{O}\left(q^{4}\right)$. The addition of the contribution from all these paths will give us the transition rate $\Gamma_{1,2}$.
(a)

(c)

(b)

(d)


Figure B.2: To calculate the transition rate $\Gamma_{1, s}$, we need to consider all possible paths from the state $|1\rangle$ to the state $|2\rangle$ to order $\mathcal{O}\left(q^{4}\right)$.

## Special functions for the relaxation rates

Upon calculating a relaxation rate mediated by the electron-phonon interaction, such as the rates given in Eqns. (2.38) and (2.46), one has then to integrate over all possible final states. In Si quantum dots, where the deformation potential depends on the momentum of the emitted phonon, it is still possible to evaluate these integrals, but the result is rather cumbersome. To simplify the notation in Chapter 5 and make it more readable, we introduced some dimensionless functions $f_{0,1}^{\mathrm{ex}}(x), f_{0,1}^{\text {orb }}(x), f_{0,1}^{\text {val }}(x)$ that we define here. These function are used in Section 5.4.

For exchange-enabled transitions we have:

$$
\begin{align*}
f_{1}^{\mathrm{ex}}(x)=\frac{4}{5}+ & \frac{1}{16 x^{5}}\left[128 x\left(x^{2}-9\right) \cos x\right. \\
& \left.\quad-2\left(4 x^{2}-9\right)(x \cos 2 x+64 \sin x)+\left(16 x^{2}-9\right) \sin 2 x\right], \\
f_{0}^{\mathrm{ex}}(x)= & \frac{4}{15}+\frac{1}{16 x^{5}}\left[2 x\left(4 x^{2}-9\right) \cos 2 x-\left(16 x^{2}-9\right) \sin 2 x\right] \tag{C.2}
\end{align*}
$$

We encounter similar integrals when we evaluate the relaxation rate via a
virtual excitation of an orbital state. In this case we need to use:

$$
\begin{gather*}
f_{1}^{\text {orb }}(x)=\frac{8}{105}\left(\left(\frac{A_{x x}}{v_{t}}\right)^{2}+\left(\frac{A_{y x}}{v_{t}}\right)^{2}\right)+\frac{1}{32 x^{6}}\left[3\left(\frac{A_{y x}}{v_{t}}\right)^{2}\left(8 x^{2}-15\right)\right. \\
\left.+2\left(\frac{A_{y x}}{v_{t}}\right)^{2}\left(8 x^{4}-78 x^{2}+135\right)\right] \cos 2 x \\
+\frac{1}{64 x^{7}}\left[\left(\frac{A_{y x}}{v_{t}}\right)^{2}\left(16 x^{4}-84 x^{2}+45\right)\right. \\
\left.\quad-2\left(\frac{A_{x x}}{v_{t}}\right)^{2}\left(64 x^{4}-258 x^{2}+135\right)\right] \sin 2 x, \tag{C.3}
\end{gather*}
$$

$$
f_{0}^{\mathrm{orb}}(x)=\frac{8}{35}\left(\left(\frac{A_{x x}}{v_{t}}\right)^{2}+\left(\frac{A_{y x}}{v_{t}}\right)^{2}\right)
$$

$$
+\frac{1}{64 x^{7}}\left\{5 1 2 x \left[3\left(\frac{A_{y x}}{v_{t}}\right)^{2}\left(2 x^{2}-15\right)\right.\right.
$$

$$
\left.+\left(\frac{A_{x x}}{v_{t}}\right)^{2}\left(x^{4}-39 x^{2}+270\right)\right] \cos x
$$

$$
-2 x\left[3\left(\frac{A_{y x}}{v_{t}}\right)^{2}\left(8 x^{2}-15\right)\right.
$$

$$
\left.+2\left(\frac{A_{x x}}{v_{t}}\right)^{2}\left(8 x^{4}-78 x^{2}+135\right)\right] \cos 2 x
$$

$$
+512\left[\left(\frac{A_{y x}}{v_{t}}\right)^{2}\left(x^{4}-21 x^{2}+45\right)\right.
$$

$$
\left.-\left(\frac{A_{x x}}{v_{t}}\right)^{2}\left(8 x^{4}-129 x^{2}+270\right)\right] \sin x
$$

$$
-\left[\left(\frac{A_{y x}}{v_{t}}\right)^{2}\left(16 x^{4}-84 x^{2}+45\right)\right.
$$

$$
\begin{equation*}
\left.\left.-2\left(\frac{A_{x x}}{v_{t}}\right)^{2}\left(64 x^{4}-258 x^{2}+135\right)\right] \sin 2 x\right\} \tag{C.4}
\end{equation*}
$$

And finally, for virtual valley excitations we have:

$$
\begin{align*}
f_{1}^{\mathrm{val}}(x)=\frac{16}{105}+\frac{1}{64 x^{7}}\left[2 x \left(16 x^{4}-\right.\right. & \left.132 x^{2}+225\right) \cos 2 x \\
& \left.-\left(112 x^{4}-432 x^{2}+225\right)\right] \sin 2 x, \tag{C.5}
\end{align*}
$$

$$
\begin{aligned}
f_{0}^{\mathrm{val}}(x)=\frac{16}{35}+\frac{8}{x^{7}}[ & x\left(x^{4}-33 x^{2}+225\right) \cos x \\
& \left.\quad-\left(7 x^{4}-108 x^{2}+225\right) \sin x\right] \\
& -\frac{1}{64 x^{7}}\left[2 x\left(16 x^{4}-132 x^{2}+225\right) \cos 2 x\right. \\
& \left.\quad-\left(112 x^{4}-432 x^{2}+225\right) \sin 2 x\right] .
\end{aligned}
$$
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#### Abstract

We propose a feasible and scalable quantum-dot-based implementation of a singlet-only spin qubit which is to leading order intrinsically insensitive to random effective magnetic fields set up by fluctuating nuclear spins in the host semiconductor. Our proposal thus removes an important obstacle for further improvement of spin qubits hosted in high-quality III-V semiconductors such as GaAs. We show how the resulting qubit could be initialized, manipulated, and read out by electrical means only, in a way very similar to a triple-dot exchange-only spin qubit. Due to the intrinsic elimination of the effective nuclear fields from the qubit Hamiltonian, we find an improvement of the dephasing time $T_{2}^{*}$ of several orders of magnitude as compared to similar existing spin qubits.


DOI: 10.1103/PhysRevB.95.241303

Spin qubits in semiconductor quantum dots are one of the more promising scalable qubit implementations put forward so far [1]. The original proposal almost two decades ago [2] was rapidly followed by early experimental successes, including demonstration of the principles of qubit initialization, manipulation, and readout [3,4]. At the same time, two main challenges for further progress were identified: (i) Single-qubit manipulation requires highly localized oscillating magnetic fields, which are very hard to realize in practice. (ii) All high-quality III-V semiconductors (such as GaAs) consist of atoms carrying nonzero nuclear spin, and the fluctuating ensemble of nuclear spins in each quantum dot couples to the spin of localized electrons through a hyperfine interaction. This coupling causes spin relaxation [5] and yields random effective local magnetic fields acting on the electron spins, which present an important source of qubit decoherence [6,7]. Most of the work in the field of semiconductor spin qubits in the past decades has been aimed at overcoming these two challenges.

One proposed way to overcome the requirement of oscillating magnetic fields is to use a material with a relatively strong spin-orbit interaction (such as InAs), in which coherent spin rotations could be achieved by the application of oscillating electric fields [8-10]. A drawback is that the spin-orbit interaction contributes to qubit relaxation [11] and also interferes with the spin-to-charge conversion commonly used for qubit initialization and readout [12]. Another approach is to encode the qubit in a multielectron spin state, which enables qubit control through (gate-tunable) exchange interactions [13]: Using two-electron spin states in a double quantum dot, one can define a qubit in the unpolarized singlet-triplet ( $S-T_{0}$ ) subspace, which allows for electrical control of qubit rotations along one axis of the Bloch sphere [14,15]; recently it was realized that with one more quantum dot (and electron) one can use two three-electron spin states to define a qubit that has two such control axes [16]. The resulting triple-dot exchange-only (XO) qubit can thus be fully operated by electrical means only [16-18]. The downside of using exchange-operated spin qubits is their increased sensitivity to charge noise, either coming from environmental charge fluctuations or directly from the gates. However, recent work indicates that symmetric operation of such qubits could greatly reduce their sensitivity to charge noise [19-21].

These successes thus eliminated the need for highly localized oscillating magnetic fields, leaving the problem of the nuclear spins as the main intrinsic obstacle for further progress [22-25]. Common approaches to overcome this problem include devising hyperfine-induced feedback cycles, where driving the electronic spins out of equilibrium results in a suppression of the fluctuations of the nuclear spin ensemble [26-30], as well as optimizing complex echo pulsing schemes, where the dominating frequencies in the spectrum of the nuclear spin fluctuations are effectively filtered out [31-33], or via a Hamiltonian parameter estimation to operate the qubit with precise knowledge of the environment [34]. Although some of these ideas led to significantly prolonged coherence times, they all involve a large cost in overhead for qubit operation. Another promising approach is to host spin qubits in isotopically purified silicon, which can be (nearly) nuclear spin free [35-37], but the stronger charge noise and the extra valley degree of freedom complicate their operation.

Here, we propose a type of spin qubit that can be hosted in GaAs-based quantum dots, but (i) is intrinsically insensitive to the nuclear fields in the dots and (ii) can be operated fully electrically, similar to the triple-dot XO qubit. The idea is to encode the qubit in a singlet-only subspace, which is known to be "decoherence free" for spin qubits (in the sense that fluctuating Zeeman fields do not act inside the subspace) $[38,39]$. It turns out that a system of four spin- $\frac{1}{2}$ particles hosts such a subspace [40,41]: Among the 16 different four-particle spin states there are two singlets, thus providing a decoherence-free two-level subspace. Below, we present a feasible implementation of a qubit in this subspace, using four electrons in a quadruple quantum dot. We include a clearly outlined scheme for initialization, manipulation, and readout of this qubit, as well as an investigation of its performance in realistic circumstances. We find that, at the price of a slight increase in complexity beyond the triple-dot XO setup, our qubit has superior coherence properties, extending $T_{2}^{*}$ by orders of magnitude, while still having a highly scalable design.

The qubit. We propose a setup in which four quantum dots are arranged in a T-like geometry, as shown in Fig. 1(a), where solid lines connect dots that are tunnel coupled. Nearby charge sensors, indicated by "M", can be used to monitor the charge state $\left(N_{1}, N_{2}, N_{3}, N_{4}\right)$ of the quadruple dot, where $N_{i}$ is


FIG. 1. (a) Schematic representation of the quadruple-dot geometry. The four dots are labeled 1-4 and solid lines indicate which dots are tunnel coupled. The dashed circles labeled " M " show suggested positions for charge sensors. (b) Charge stability diagram in the four-electron regime as a function of $\epsilon_{14}$ and $\epsilon_{23}$, using $U=50 t$, $U_{c}=15 t$, and $\epsilon_{\Lambda}=0$. The red dashed line shows the tuning axis along which the qubit is operated. (c) Spectrum of the subspace with $S_{z}=0$ along the red dashed line in (b), with $t_{12}=t_{24}=\frac{4}{3} t_{23}=t$. Only the lowest part of the spectrum is shown. The red solid and green dashed lines correspond to the two singlet states that form the qubit. (d) Charge stability diagram as a function of $\epsilon_{\Lambda}$ and $\epsilon_{23}$ with $\epsilon_{14}=0$ and further the same parameters as in (b). The red dashed line shows the path we suggest for qubit initialization.
the number of excess electrons on dot number $i$, as labeled in Fig. 1 [42]. To describe this system, we use a Hubbard-like Hamiltonian [43,44],

$$
\begin{align*}
\hat{H}= & \sum_{i}\left[\frac{U}{2} \hat{n}_{i}\left(\hat{n}_{i}-1\right)-V_{i} \hat{n}_{i}\right]+\sum_{\langle i, j\rangle} U_{c} \hat{n}_{i} \hat{n}_{j} \\
& -\sum_{\langle i, j\rangle, \alpha} \frac{t_{i j}}{\sqrt{2}} \hat{c}_{i, \alpha}^{\dagger} \hat{c}_{j, \alpha}+\sum_{i, \alpha} \frac{E_{\mathrm{Z}}}{2} \hat{c}_{i, \alpha}^{\dagger} \sigma_{\alpha \alpha}^{z} \hat{c}_{i, \alpha}, \tag{1}
\end{align*}
$$

where $\hat{n}_{i}=\sum_{\alpha} \hat{c}_{i, \alpha}^{\dagger} \hat{c}_{i, \alpha}$ with $\hat{c}_{i, \alpha}^{\dagger}$ the creation operator for an electron with spin $\alpha$ on dot $i$. The first line of Eq. (1) describes the electrostatic energy of the system: The first term accounts for the on-site Coulomb interaction of two electrons occupying the same dot, the second term adds a local offset of the potential energy that can be controlled via gating, and the last term describes the cross capacitance between neighboring dots. To this we added (spin-conserving) tunnel couplings between neighboring dots, characterized by coupling energies $t_{i j}$, and a uniform Zeeman splitting of the electronic spin states induced by an external magnetic field applied along the $z$ direction, where $E_{\mathrm{Z}}=g \mu_{\mathrm{B}} B$ is the Zeeman energy, with $g$ the effective $g$ factor ( $g \approx-0.4$ in GaAs), $\mu_{\mathrm{B}}$ the Bohr magneton, and $B$ the magnitude of the applied field.

We can use the electrostatic part of $\hat{H}$ to find the charge ground state as a function of the gate-induced offsets $V_{i}$. For convenience, we introduce the tuning parameters $\epsilon_{14}=\left(V_{4}-V_{1}\right) / 2, \epsilon_{23}=\left(V_{3}-V_{2}\right) / 2, \epsilon_{\Lambda}=\left(-V_{1}+\right.$ $\left.V_{2}+V_{3}-V_{4}\right) / 4$, and $\epsilon_{\Sigma}=\left(V_{1}+V_{2}+V_{3}+V_{4}\right) / 4$, where we fix $\epsilon_{\Sigma}=\frac{3}{4} U_{c}$. Focusing on the four-electron regime, we show a part of the resulting charge stability diagram as a function of $\epsilon_{14}$ and $\epsilon_{23}$ in Fig. 1(b), where we have set $\epsilon_{\Lambda}=0$, $U=50 t$, and $U_{c}=15 t$ ( $t$ being our unit of energy, of the order of the tunnel coupling energies). Our region of interest is the "top" of the $(1,1,1,1)$ charge region, where exchange effects due to the vicinity of the $(2,0,1,1),(1,0,2,1)$, and $(1,0,1,2)$ charge regions can be significant and are effectively tunable through the gate potentials $V_{i}$. We note here that we will assume throughout that the orbital level splitting on the dots is the largest energy scale in the system (larger than $U$ ), so we will only include states involving double occupation ( $N_{i}=2$ ) if the two electrons are in a singlet state.

We now include finite tunnel coupling energies $t_{i j}$ and a Zeeman energy $E_{\mathrm{Z}}$, and investigate the spectrum of $\hat{H}$ in more detail. The red dashed line in Fig. 1(b) indicates where $\epsilon_{23}=$ 0 , and along this line $\epsilon_{14}$ parametrizes a "linear tilt" of the potential of the three dots 1,2 , and 4 , equivalent to the triple-dot detuning parameter that is used to operate the XO qubit (see Refs. $[16,23,44]$ ). In Fig. 1(c) we plot the resulting spectrum of the six lowest-lying states with $S_{z}=0$ along this line, as a function of $\epsilon_{14}$, where we have set $t_{12}=t_{24}=\frac{4}{3} t_{23}=t$ and $E_{\mathrm{Z}}=1.875 t$. In the plot we can identify one quintuplet state $\left|Q_{0}\right\rangle$ (gray dotted dashed), three triplet states $\left|T_{1,2,3}\right\rangle$ (blue dotted), and two singlets (green dashed and red solid). The ten other spin states, having $S_{z}= \pm 1, \pm 2$, are split off by multiples of $E_{\mathrm{Z}}$ and not shown in the plot.

The two singlets we propose to use as qubit basis states are marked $|0\rangle$ and $|1\rangle$ in Fig. 1(c) and read to lowest (zeroth) order in the tunnel couplings $t_{i j}$

$$
\begin{gather*}
|1\rangle=\left|S_{14} S_{23}\right\rangle,  \tag{2}\\
|0\rangle=\frac{1}{\sqrt{3}}\left\{\left|S_{13} S_{24}\right\rangle+\left|S_{12} S_{34}\right\rangle\right\}, \tag{3}
\end{gather*}
$$

where $S_{i j}$ denotes a singlet pairing of the two electrons in dots $i$ and $j$. As an example, one can write explicitly $|1\rangle=$ $\{|\uparrow \uparrow \downarrow \downarrow\rangle-|\uparrow \downarrow \uparrow \downarrow\rangle-|\downarrow \uparrow \downarrow \uparrow\rangle+|\downarrow \downarrow \uparrow \uparrow\rangle\} / 2$.

Close to the central point $\epsilon_{14}=0$, marked $Q$ in Fig. 1(b), exchange effects are small in $t / \Delta$, where $\Delta=U-3 U_{c}$ is the half width of the $(1,1,1,1)$ charge region along the detuning axis $\epsilon_{14}$, and we thus treat the tunnel couplings as perturbations. Including only the nearby charge states $(2,0,1,1),(1,0,2,1)$, and $(1,0,1,2)$, we can project $\hat{H}$ to the qubit subspace spanned by $|0\rangle$ and $|1\rangle$, yielding to second order in the $t_{i j}$,

$$
\begin{equation*}
\hat{H}_{\mathrm{qb}}=\frac{1}{4}\left(J_{12}+J_{24}-2 J_{23}\right) \hat{\sigma}^{z}+\frac{\sqrt{3}}{4}\left(J_{12}-J_{24}\right) \hat{\sigma}^{x} \tag{4}
\end{equation*}
$$

where we subtracted a constant offset. The $\hat{\sigma}^{x, z}$ denote Pauli matrices, and the relative magnitudes of the exchange energies $J_{12}=t_{12}^{2} /\left(\Delta+\epsilon_{14}\right), J_{24}=t_{24}^{2} /\left(\Delta-\epsilon_{14}\right)$, and $J_{23}=t_{23}^{2} / \Delta$, can be controlled by the detuning parameter $\epsilon_{14}$ (note that we have set $\epsilon_{23}=0$ ). We make two observations: (i) The qubit splitting at zero detuning, $\hbar \omega_{0}=\left(t_{12}^{2}+t_{24}^{2}-2 t_{23}^{2}\right) / 2 \Delta$,
vanishes if all three tunnel couplings are equal; ideally, one tunes $t_{12}=t_{24} \neq t_{23}$. (ii) The structure of this Hamiltonian is fully equivalent to that of the triple-dot XO qubit [cf. Eq. (5) in Ref. [44]], including its qualitative dependence on the detuning parameter. Thus, our qubit can be operated analogously to the XO qubit, i.e., by static pulsing [16] or resonant driving [23], and the point $Q$ is a sweet spot where the qubit is to lowest order insensitive to noise in $\epsilon_{14}$.

Qubit operation. Qubit rotations are most conveniently achieved using resonantly driven Rabi oscillations [23]. For small detuning, $\left|\epsilon_{14}\right| \ll \Delta$, we can expand $\hat{H}_{\text {qb }}$ to linear order in $\epsilon_{14}$, yielding

$$
\begin{equation*}
\hat{H}_{\mathrm{qb}}=\frac{1}{2} \hbar \omega_{0} \hat{\sigma}^{z}-\frac{\sqrt{3}}{2} \frac{t^{2} \epsilon_{14}}{\Delta^{2}} \hat{\sigma}^{x}, \tag{5}
\end{equation*}
$$

where we used $t_{12}=t_{24}=t$. A harmonic modulation of the detuning, $\epsilon_{14}=A \cos (\omega \tau)$, will thus induce Rabi rotations of the qubit which will have at the resonance condition $\omega=\omega_{0}$ a Rabi period of $T_{\text {Rabi }}=4 \pi \hbar \Delta^{2} /\left(\sqrt{3} t^{2} A\right)$. Using again $\Delta=$ $5 t$ (consistent with the realistic parameters $t=20 \mu \mathrm{eV}, U=$ 1 meV , and $U_{c}=0.3 \mathrm{meV}$ ), a moderate driving amplitude of $A=2.5 \mu \mathrm{eV}$ would yield a rotation time $T_{\text {Rabi }} \approx 50 \mathrm{~ns}$.

Readout of the qubit can be performed by spin-to-charge conversion, in a similar way as in the double-dot $S-T_{0}$ [14] and triple-dot $\mathrm{XO}[16,23]$ qubits. The detuning $\epsilon_{14}$ is quickly pulsed to the point marked $R$ in Fig. 1(c), which lies in the $(1,0,1,2)$ charge region. There are only two accessible $(1,0,1,2)$ states with $S_{z}=0$ : The two electrons on dot 4 must be in a singlet state, but the electrons on dots 1 and 3 can form either a singlet $S$ or unpolarized triplet $T_{0}$. Only the singlet-singlet configuration couples adiabatically to one of the qubit states (the state $|0\rangle$ ). After pulsing to $R$, the qubit state $|0\rangle$ will thus transition to a $(1,0,1,2)$ charge configuration whereas the state $|1\rangle$ remains in a spin-blockaded $(1,1,1,1)$ state. Subsequent charge sensing amounts to a projective measurement of the qubit state. One requirement is that the detuning pulse has to be fast enough so that spin-flip transitions from $|0\rangle$ to one of the lower-lying states with $S_{z}=1,2$, which are crossed at $\epsilon_{14} \sim E_{\mathrm{Z}}$, are very unlikely. (Note that exactly the same condition holds for the triple-dot XO qubit measurement scheme, where the spin- $\frac{1}{2}$ state connected to $|0\rangle$ crosses a spin- $\frac{3}{2}$ state [23].)

Initialization of the qubit can be achieved in a similar way. The simplest procedure is to pulse to a point in gate space where there is one unique singlet-only ground state, such as the point marked $I$ in the ( $2,0,0,2$ ) charge region [see Fig. 1(d)]. After waiting long enough, the system will have relaxed to this ground state, and a fast pulse back to the qubit tuning $Q$ will yield a qubit prepared in $|0\rangle$. The path we propose for this pulse is marked in Fig. 1(d) by a red dashed line: First, $\epsilon_{\Lambda}$ is increased until the edge of the $(1,1,1,1)$ charge region is reached, after which both $\epsilon_{\Lambda}$ and $\epsilon_{23}$ are increased simultaneously until the system reaches the point $Q$. For this pulse the same condition holds as for the readout pulse: It should be fast enough to not allow for spin-flip transitions into the lower-lying states with $S_{z}=1,2$ [45].

Decoherence. The main source of decoherence in GaAsbased spin qubits is known to be the fluctuating bath of nuclear spins that couples to the qubit states through a hyperfine
interaction $[1,6,23]$. The effect of the ensemble of $\sim 10^{6}$ nuclear spins in each quantum dot can, to good approximation, be modeled as a randomly and slowly fluctuating effective magnetic field $\mathbf{K}_{i}$ acting on the electrons localized in the dot $i$. The fluctuations are slow enough that the field can be considered as static on the time scale of a single qubit operation, but it varies randomly over the course of many measurement cycles. The rms value of these random fields was reported to be $K=1-3 \mathrm{mT}$ in typical GaAs quantum dots $[3,23,52]$. The resulting uncertainty in the qubit level splitting translates to a decoherence time $T_{2}^{*}$ of tens of ns, and forms at present the bottleneck for further improvement of the performance of GaAs -based spin qubits.

To understand the effect of hyperfine interaction on the singlet-only qubit, we write the effective Hamiltonian

$$
\begin{equation*}
\hat{H}_{\mathrm{hf}}=\frac{g \mu_{\mathrm{B}}}{2} \sum_{i, \alpha, \beta} \hat{c}_{i, \alpha}^{\dagger} \mathbf{K}_{i} \cdot \sigma_{\alpha \beta} \hat{c}_{i, \beta} \tag{6}
\end{equation*}
$$

and project this Hamiltonian to the qubit subspace,

$$
\begin{equation*}
\hat{H}_{\mathrm{hf}, \mathrm{qb}}=0 \tag{7}
\end{equation*}
$$

This confirms that, to leading order, the nuclear fields do not affect the qubit and thus do not cause any decoherence. The hyperfine Hamiltonian does, however, couple both qubit states to all nine four-electron triplet states. Coupling to the triplet states with $S_{z}= \pm 1$ is mediated by $K_{i}^{x}$ and $K_{i}^{y}$, but transitions to these states are strongly suppressed by the large Zeeman energy $E_{\mathrm{Z}}$. The $z$ components of the nuclear fields couple $|0\rangle$ and $|1\rangle$ to $\left|T_{1,2,3}\right\rangle$, and this coupling (i) can cause leakage out of the qubit space, analogous to leakage to the spin- $\frac{1}{2}$ quadruplet state in the triple-dot XO qubit, and (ii) can yield a higher-order shift in the qubit splitting, contributing to qubit decoherence. Both effects are suppressed by the small factor $g \mu_{\mathrm{B}} K / J$ (where $J$ is the typical energy scale of the exchange energies $J_{i j}$ ), and the decoherence time resulting from the fluctuations of the qubit splitting [53] can be estimated as $T_{2}^{*} \sim \hbar J /\left(g \mu_{\mathrm{B}} K\right)^{2}$. For typical parameters $(J=2 \mu \mathrm{eV}$ and $K=1 \mathrm{mT}$ ) this would present an improvement of two orders of magnitude over other GaAs-based spin qubits, where $T_{2}^{*} \sim \hbar / g \mu_{\mathrm{B}} K$.

To support these claims, we perform numerical simulations of resonant driving of the qubit. We project the Hamiltonian (1) to the 12 -dimensional subspace of all $(1,1,1,1),(2,0,1,1)$, $(1,0,2,1)$, and $(1,0,1,2)$ states with $S_{z}=0$. We diagonalize the resulting Hamiltonian at the point $Q$ [see Fig. 1(b)] using the same parameters as before and specifying $t=16 \mu \mathrm{eV}$; this yields all eigenstates at $\epsilon_{14}=0$ as well as the qubit splitting $\hbar \omega_{0}$. We initialize in the lowest-lying singlet state $|0\rangle$, and then let the system evolve under the Hamiltonian $\hat{H}+\hat{H}_{\mathrm{hf}}$ where we include resonant driving $\epsilon_{14}=A \cos \left(\omega_{0} \tau\right)$ and four random nuclear fields $\mathbf{K}_{i}$. In Fig. 2 (solid blue) we show the resulting time-dependent probability to find the system in $|1\rangle$, where we used $A=2.5 \mu \mathrm{eV}$ and averaged over 2500 random nuclear field configurations with the $g \mu_{\mathrm{B}} K_{i}^{x, y, z}$ drawn from a normal distribution with mean zero and $\sigma=$ $0.07 \mu \mathrm{eV}$. We observe eight Rabi oscillations in $\sim 450 \mathrm{~ns}$ without any significant decay [54]. Of course, at longer


FIG. 2. Solid blue: Calculated time-dependent expectation value of $|1\rangle\langle 1|$ after initializing in $|0\rangle$ and driving resonantly with $\epsilon_{14} \propto$ $\cos \left(\omega_{0} \tau\right)$, averaged over 2500 random configurations of the nuclear fields. Dashed red: Equivalent result for the triple-dot XO setup, using the same parameters.
times eventually leakage out of the qubit space as well as higher-order corrections due to the nuclear fields will suppress the oscillations in $\left\langle P_{1}(\tau)\right\rangle$.

As a comparison, we also performed equivalent simulations of resonant driving of a triple-dot XO qubit (cf. Ref. [23]), using exactly the same parameters (basically setting $t_{23}=0$ and adjusting $\omega_{0}$ to the new qubit splitting). The result is plotted with a red dashed line in Fig. 2; in this case the hyperfineinduced decay of $\left\langle P_{1}(\tau)\right\rangle$ is already significant in the first few Rabi periods. The clear contrast between the two curves illustrates the improvement presented by our quadruple-dot XO qubit.

Relaxation. Electron-phonon coupling can contribute to qubit relaxation, i.e., induce dissipative transitions from $|1\rangle$ to $|0\rangle$. The associated relaxation rate can be estimated using Fermi's golden rule, $\left.\Gamma_{\text {rel }}=\frac{2 \pi}{\hbar} \sum_{f}\left|\langle f| \hat{H}_{\mathrm{e} \text {-ph }}\right| i\right\rangle\left.\right|^{2} \delta\left(E_{f}-E_{i}\right)$, where the initial state is $|1\rangle|\mathrm{vac}\rangle$ (with $|\mathrm{vac}\rangle$ denoting the phonon vacuum) and the sum runs over all possible final states $|0\rangle\left|1_{\mathbf{k}, p}\right\rangle$ where one phonon has been created with wave vector
$\mathbf{k}$ and polarization $p$. We use an electron-phonon Hamiltonian

$$
\begin{equation*}
\hat{H}_{\mathrm{e}-\mathrm{ph}}=\sum_{\mathbf{k}, p} \lambda_{\mathbf{k}, p} \hat{\rho}_{\mathbf{k}}\left(\hat{a}_{\mathbf{k}, p}+\hat{a}_{-\mathbf{k}, p}^{\dagger}\right), \tag{8}
\end{equation*}
$$

where $\hat{a}_{\mathbf{k}, p}^{\dagger}$ creates a phonon in mode $\{\mathbf{k}, p\}, \hat{\rho}_{\mathbf{k}}$ is the Fourier transform of the electronic density matrix, and $\lambda_{\mathbf{k}, p}$ are the coupling parameters (see, e.g., Ref. [55]). At typical qubit splittings the coupling to piezoelectric phonons dominates, in which case an explicit evaluation of $\Gamma_{\text {rel }}$ yields to leading order in $t / \Delta$ the estimate [45]

$$
\begin{equation*}
\Gamma_{\mathrm{rel}} \approx \frac{t^{4}}{\Delta^{4}} \frac{\omega_{0}^{3} d^{3}}{v^{3}} \frac{\left(e h_{14}\right)^{2}}{10 \pi \hbar \rho v^{2} d} \tag{9}
\end{equation*}
$$

where $v$ is the phonon velocity (for convenience now assumed equal for all three polarizations), $d$ the distance between neighboring dots, $h_{14}$ the piezoelectric constant, and $\rho$ denotes the mass density of the semiconductor (for GaAs, $v \sim 4000 \mathrm{~m} / \mathrm{s}, h_{14} \approx 1.45 \times 10^{9} \mathrm{~V} / \mathrm{m}$, and $\rho \approx 5300 \mathrm{~kg} / \mathrm{m}^{3}$; see Ref. [56]). Setting $d=100 \mathrm{~nm}$, this yields $\Gamma_{\text {rel }}=$ $\omega_{0}^{3}(t / \Delta)^{4}\left(3 \times 10^{-23} \mathrm{~Hz}^{-2}\right)$, which for $\Delta=5 t$ and $\hbar \omega_{0}=$ $1.5 \mu \mathrm{eV}$ gives $\Gamma_{\text {rel }}=0.57 \mathrm{kHz}$.

Relaxation processes to $\left|T_{3}\right\rangle$ require a change of the spin state of the electrons [57] and are estimated to be smaller by a factor $\sim\left(g \mu_{\mathrm{B}} K / J\right)^{2}$. Dissipative transitions to the lower-lying states with $S_{z}=1,2$ require a spin flip and are suppressed by the large Zeeman energy $E_{\mathrm{Z}}$.

Conclusions. We propose a quantum-dot-based singlet-only spin qubit which is to leading order intrinsically insensitive to randomly fluctuating nuclear fields. Our proposal thus removes the main obstacle for further improvement of spin qubits hosted in semiconductors with spinful nuclei, such as GaAs. Its scalability, full electrical control, and large coherence time make the singlet-only spin qubit one of unprecedented quality.
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#### Abstract

Exchange-only spin qubits hosted in ${ }^{28}$ Si-based triple quantum dots do not suffer from decoherence caused by randomly fluctuating nuclear-spin ensembles and can be relatively robust against electrical noise when operated at a sweet spot. Remaining sources of decoherence are qubit relaxation, leakage out of the qubit subspace, and dephasing due to residual effects of charge noise, the latter two of which are the focus of this work. We investigate spin-orbit-mediated leakage rates to the three-spin ground state accompanied by virtual (i) tunneling, (ii) orbital excitation, and (iii) valley excitation of an electron. We find different power-law dependencies on the applied magnetic field $B$ for the three mechanisms as well as for the two leakage rates, ranging from $\propto B^{5}$ to $\propto B^{11}$, and identify the sweet spot as a point of minimal leakage. We also revisit the role of electrical noise at the sweet spot and show that it causes a decay of coherent qubit oscillations that follows a power law $\propto 1 / t$ (as opposed to the more common exponential decay) and introduces a $\pi / 2$ phase shift.
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## I. INTRODUCTION

The development of semiconductor quantum-dot spin qubits seems to be a promising path towards the materialization of large-scale quantum computation [1]. In order to overcome the practical challenge of creating highly localized oscillating magnetic fields, implementations of such qubits have seen a development from single-dot single-spin systems to a more complicated triple-dot three-spin exchange-only (XO) qubit that can be fully operated by only electric fields [2-7]. Furthermore, hosting spin qubits in purified ${ }^{28} \mathrm{Si}$, instead of the more traditional III-V materials, led to a significant improvement of observed qubit coherence times due to the negligible fraction of spinful nuclei in the material [8-14].

Remaining sources of decoherence for the ${ }^{28} \mathrm{Si}$-based XO qubit are (i) electric noise in the environment of the qubit leading to qubit dephasing $[15,16]$, (ii) electron-phonon coupling that can cause (spin-conserving) qubit relaxation [5], and (iii) spin-mixing mechanisms such as spin-orbit (SO) interaction that can enable leakage out of the qubit subspace to the threespin ground state $|\downarrow \downarrow \downarrow\rangle[15,17]$. Some of these mechanisms have already been studied: It was found that the effects of charge noise can be strongly suppressed by manipulating the qubit at a so-called sweet spot (SS), where the qubit splitting is, to leading order, insensitive to electric fluctuations [7,18], and electron-phonon coupling was shown to cause slow qubit relaxation (estimated as $\Gamma_{\text {rel }} \lesssim 10 \mathrm{~Hz}$ ) that is proportional to the fifth power of the qubit splitting [19]; some effects of SO interaction can also be suppressed during gate operations in double quantum dots by shaping the pulse of the two-qubit coupling [20,21] or by using superexchange coupling in a triple-quantum-dot setup [22].

In this work we study some of the remaining questions. We first investigate the SO-induced leakage rates from the two qubit states to the ground state $|\downarrow \downarrow \downarrow\rangle$. Since a SO-assisted spin flip requires finite motion of the electron, such a leakage process must involve virtual excitation of a different orbital
state [17]; here we consider the contributions from virtual tunneling, on-site orbital excitation, and valley excitation separately. For these three mechanisms we find different power laws for the dependence of the two rates on the applied magnetic field $B$, ranging from $\Gamma_{\text {leak }} \propto B^{5}$ to $\Gamma_{\text {leak }} \propto B^{11}$, and we also show that the SS is the point where both the qubit relaxation and leakage rates are minimal. Finally, we also revisit the role of charge noise at the SS, and we show that slow electric fluctuations in the qubit's environment cause a powerlaw decay $\propto 1 / t$ of coherent qubit oscillations, as opposed to the exponential decay that is usually assumed [23,24].

The rest of this paper is organized as follows: In Sec. II we introduce our description of the system and the model Hamiltonians we use. In Sec. III we present our analytic results for the leakage rates based on the three mechanisms mentioned above. Then, in Sec. IV, we corroborate these results with a numerical evaluation of the dominating leakage rates, across the whole $(1,1,1)$ charge region. In Sec. V we investigate charge-noise-induced dephasing, and in Sec. VI we finally present our conclusions.

## II. MODEL

We consider a linear array of three circular quantum dots with radius $\sigma$ and interdot distance $d$ (center to center), as schematically depicted in Fig. 1(a). Assuming a large orbital level splitting on the dots, we allow each dot $i$ to contain $n_{i} \in$ $\{0,1,2\}$ excess electrons, and the triplet $\left(n_{1}, n_{2}, n_{3}\right)$ will hereafter be used to label the different charge configurations. We model the system using a Hubbard-like Hamiltonian [5,6,25],

$$
\begin{align*}
\hat{H}= & \sum_{i}\left[\frac{U}{2} \hat{n}_{i}\left(\hat{n}_{i}-1\right)-V_{i} \hat{n}_{i}\right]+\sum_{\langle i, j\rangle} U_{c} \hat{n}_{i} \hat{n}_{j} \\
& +\sum_{\langle i, j\rangle, \alpha} \frac{t_{i j}}{\sqrt{2}} \hat{c}_{i, \alpha}^{\dagger} \hat{c}_{j, \alpha}+\sum_{i, \alpha} \frac{1}{2} g \mu_{B} B \hat{c}_{i, \alpha}^{\dagger} \sigma_{z^{\prime}}^{\alpha \alpha} \hat{c}_{i, \alpha}, \tag{1}
\end{align*}
$$


(b)

(c)

FIG. 1. (a) Reference frame of the system. The quantum dots (dashed gray circles) lie in the $x y$ plane. An in-plane magnetic (Zeeman) field $\mathbf{B}$ is applied at an angle $\vartheta$ with the interdot axis, which, in turn, is at an angle $\chi$ with the crystallographic [100] direction. (b) Charge stability diagram, showing the charge ground state of the electrostatic part of the Hamiltonian (1) as a function of $\epsilon$ and $V_{m}$, using $U_{c}=0.3 U$ and $V_{2}=2 U_{c}-V_{1}-V_{3}$. (c) Qualitative sketch of the lower part of the spectrum of (1) as a function of $\epsilon$ in the regions labeled "RX" in (b), where we assumed $t_{12}=t_{23}$. The gray arrows indicate the leakage processes investigated here. In this plot all variables are in arbitrary units.
where $\hat{n}_{i}=\sum_{\alpha} \hat{c}_{i, \alpha}^{\dagger} \hat{c}_{i, \alpha}$, with $\hat{c}_{i, \alpha}^{\dagger}$ being the creation operator for an electron with spin $\alpha$ in the orbital ground state of dot $i$, and $\hat{\sigma}_{z^{\prime}}$ is the diagonal Pauli matrix, acting in spin space. As in Refs. [5,26], the first line describes the electrostatic energy and includes an on-site charging energy $U$, gate-tunable local potentials $V_{i}$, and a nearest-neighbor charging energy $U_{c}$. The second line adds nearest-neighbor (spin-conserving) interdot tunnel couplings and a Zeeman splitting due to an externally applied magnetic field $B$, which we assume to be in plane. The tunnel coupling parameters could be effectively renormalized due to phase differences between the valley states on neighboring dots [27]; we assume such effects are included in the $t_{i j}$ we use.

Figure 1(b) shows part of the charge stability diagram resulting from the first line of (1), where the regions with different charge (ground) states are indicated, as a function of $\epsilon=\left(V_{3}-V_{1}\right) / 2$ and $V_{m}=\left(V_{1}+V_{3}\right) / 2-V_{2}$ for $U_{c}=0.3 U$ and $V_{1}+V_{2}+V_{3}=2 U_{c}$. Within the $(1,1,1)$ region finite tunnel couplings $t_{i j}$ lead to exchange effects that split the spectrum in a fourfold-degenerate spin quadruplet and two doubly degenerate doublets. The additional Zeeman field $B$ further splits all states with different total spin projection $S_{z}^{\text {tot }}$, and in Fig. 1(c) we qualitatively sketch the resulting lowest part of the spectrum of $(1)$ in the $(1,1,1)$ region as a function of $\epsilon$, where we assume that $t_{12}=t_{23} \equiv \tau$ and use $E_{\mathrm{Z}}=g \mu_{B} B$.

At $\epsilon=0$ the two spin doublet states with $S_{z}^{\text {tot }}=$ $-\frac{1}{2}$ are $|0\rangle=(|\downarrow \downarrow \uparrow\rangle+|\uparrow \downarrow \downarrow\rangle-2|\downarrow \uparrow \downarrow\rangle) / \sqrt{6}$ and $|1\rangle=$ $(|\downarrow \downarrow \uparrow\rangle-|\uparrow \downarrow \downarrow\rangle) / \sqrt{2}$ and provide a basis for a qubit that can be controlled fully by electrical means [5-8,15,28]: The qubit splitting reads (to lowest order in $\tau$ ) $\hbar \omega=2 \tau^{2}(U-$ $\left.U_{c}\right) / E_{o} E_{i}$, with $E_{o}=U-2 U_{c}-V_{m}$ and $E_{i}=U+V_{m}$, which can be controlled through $\tau$ and $V_{m}$, and a small $\epsilon$ yields a term $\propto \epsilon \hat{\sigma}_{x}$ in the projected qubit Hamiltonian [29]. Close to the borders of the $(1,1,1)$ region [the regimes labeled "RX" in Fig. 1(b)] a small modulation of $\epsilon$ with frequency $\omega$ thus induces Rabi oscillations. This so-called resonant-exchange ( RX ) regime has the advantage that the qubit operations can be fast $[6,8]$. At the center of the $(1,1,1)$ region (the sweet spot, labeled "SS") the qubit should be operated with larger pulses (resonant or static) [7,14,18], but here one has the benefit that the qubit splitting is, to leading order, insensitive to noise in the gate potentials. The qubit dephasing time $T_{2}^{*}$ is thus predicted to be orders of magnitude larger at this point than in the RX regime [23,30]. Below we will investigate the remaining dephasing at the SS in more detail.

The leading effects of charge noise can thus be suppressed by operating the qubit at the SS, and since ${ }^{28} \mathrm{Si}$ is nuclear spin free, the hyperfine interaction that reduces the dephasing time in GaAs-based spin qubits to $\sim 10 \mathrm{~ns}[6,8,31,32]$ is not a concern here. That leaves as possibly dominating decoherence mechanisms (i) qubit relaxation (transitions from $|1\rangle$ to $|0\rangle$ ) due to electron-phonon coupling and (ii) leakage out of the qubit space (dissipative transitions to the ground state $\left|Q_{2}\right\rangle=$ $|\downarrow \downarrow \downarrow\rangle$ ) enabled by SO interaction combined with electronphonon coupling [see the gray arrows in Fig. 1(c)] [33-35]. Since phonon-mediated relaxation of the triple-dot XO qubit has been studied before [5,15,19], we will focus here on the leakage caused by SO interaction.

We model the SO coupling for each electron with the Hamiltonian [17,36]

$$
\begin{equation*}
\hat{H}_{\mathrm{SO}}=A_{x x} \hat{p}_{x} \hat{\sigma}_{x^{\prime}}+A_{y x} \hat{p}_{y} \hat{\sigma}_{x^{\prime}} \tag{2}
\end{equation*}
$$

where $\hat{\mathbf{p}}$ is the electron's momentum. We exclusively focus on the spin-flip terms $\propto \sigma_{x^{\prime}}$ [see Fig. 1(a)] and use $A_{x x}=\alpha \cos \vartheta+\beta(\cos \vartheta \sin 2 \chi+\sin \vartheta \cos 2 \chi)$ and $A_{y x}=$ $\alpha \sin \vartheta+\beta(\cos \vartheta \cos 2 \chi-\sin \vartheta \sin 2 \chi)$, where $\alpha$ and $\beta$ are the amplitudes of the Rashba and Dresselhaus terms, respectively. Rashba SO coupling in Si-based quantum wells is predicted to come from structural inversion asymmetry arising from electric fields set up by interface effects $[37,38]$. Dresselhaus SO coupling is usually associated with inversion asymmetry of the crystal lattice, which is, in principle, absent in Si $[10,39]$. However, theoretical work predicted that microscopic details (such as the exact number of atomic Si layers in the well or roughness of the interfaces) can give rise to a Dresselhaus-like term that could be comparable to or even dominate over the Rashba term [40-42]; this was recently confirmed by several experiments [38,43,44].

For the electron-phonon coupling we use the Hamiltonian [37,45,46]

$$
\begin{equation*}
\hat{H}_{\mathrm{e}-\mathrm{ph}}=\sum_{\mathbf{k}, p} \lambda_{\mathbf{k}, p} \hat{\rho}_{\mathbf{k}}\left(\hat{a}_{\mathbf{k}, p}+\hat{a}_{-\mathbf{k}, p}^{\dagger}\right) \tag{3}
\end{equation*}
$$

with $\hat{\rho}_{\mathbf{k}}=\int d \mathbf{r} e^{-i \mathbf{k} \cdot \mathbf{r}} \hat{\rho}(\mathbf{r})$ being the Fourier transform of the electronic density operator, $\hat{a}_{\mathbf{k}, p}^{\dagger}$ being the creation operator of a phonon with wave vector $\mathbf{k}$ and polarization $p$, and the coupling parameters $\lambda_{\mathbf{k}, p}$ given by

$$
\begin{equation*}
\left|\lambda_{\mathbf{k}, p}\right|^{2}=\frac{\hbar}{2 \rho_{0} v_{p} k \mathcal{V}}\left[\Xi_{d} \mathbf{e}_{k}^{p} \cdot \mathbf{k}+\Xi_{u}\left(\mathbf{e}_{k}^{p}\right)_{z} k_{z}\right]^{2}, \tag{4}
\end{equation*}
$$

with $v_{p}$ being the (polarization-dependent) sound velocity, $\rho_{0}$ being the electron density, $\mathcal{V}$ being the normalization volume, $\Xi_{u}$ and $\Xi_{d}$ being the uniaxial shear and dilatation deformation potentials [47], and $\mathbf{e}_{k}^{t}$ and $\mathbf{e}_{k}^{t}$ being unit vectors along the longitudinal and transversal directions of phonon propagation.

For localized electrons, such as in quantum dots, $\langle\hat{\mathbf{p}}\rangle$ vanishes, and therefore SO interaction does not directly couple states that have the same orbital wave function but opposite spin. Spin-flip transitions within the orbital ground state thus require the excitation of a virtual state which involves finite motion of the electrons. We will investigate three such mechanisms: (i) virtual tunneling to a neighboring dot (an "exchange-enabled" spin flip), (ii) virtual excitation of a higher orbital on the same dot, and (iii) virtual excitation of the other valley state, also on the same dot. All three mechanisms, in combination with the emission of a phonon to ensure energy conservation, can thus lead to a spin flip and thereby cause leakage out of the qubit space as discussed above.

We should note, however, that in realistic systems one often cannot treat the orbital or valley index of an excited state as a good quantum number, the actual states being of a mixed valley-orbital nature [ 10,48 ]. For clarity of presentation, we will first investigate the cases of pure virtual orbital and pure virtual valley excitation separately and then, at the end of Sec. III C, discuss how our results relate to the case of mixed valley-orbital states.

## III. ANALYTIC RESULTS

We now investigate the three spin-orbit-mediated leakage mechanisms in more detail, and we evaluate the leakage rates $\Gamma_{1,0}$ from qubit states $|1\rangle$ and $|0\rangle$ to the ground state $\left|Q_{2}\right\rangle$, focusing on $\epsilon=0$ and symmetric tunnel coupling, $t_{12}=t_{23} \equiv$ $\tau$. In all cases we will calculate the rates using a second-order Fermi's golden rule,

$$
\begin{equation*}
\Gamma_{\alpha}=\sum_{\mathbf{k}, p} \frac{2 \pi}{\hbar}\left|\sum_{v} \frac{\langle f| \hat{H}^{\prime}|v\rangle\langle v| \hat{H}^{\prime}|i\rangle}{E_{v}-E_{i}}\right|^{2} \delta\left(E_{f}-E_{i}\right), \tag{5}
\end{equation*}
$$

where $\hat{H}^{\prime}=\hat{H}_{\text {SO }}+\hat{H}_{\text {e-ph }}$ and the second sum runs over all possible virtual states $|v\rangle$. The initial state $|i\rangle$ is $\mid \alpha ;$ vac $\rangle$ with $\alpha \in\{1,0\}$ (one of the qubit states combined with the phonon vacuum), and the final state $|f\rangle$ is $\left|Q_{2} ; 1_{\mathbf{k}, p}\right\rangle$ (the ground state combined with one phonon with wave vector $\mathbf{k}$ and polarization $p$ ).

## A. Virtual spin-flip tunneling

By using $\hat{\mathbf{p}}=\frac{i}{\hbar} m^{*}[\hat{H}, \hat{\mathbf{r}}]$, with $\hat{H}$ as in (1) and $m^{*}$ being the effective electron mass, one can derive matrix elements of $\hat{H}_{\text {So }}$ that couple states with different spin and charge configurations $[45,49]$. These "spin-flip tunneling" matrix
elements couple both $|1\rangle$ and $|0\rangle$ to $\left|Q_{2}\right\rangle$, and phonon emission is then governed by matrix elements that do not alter the spin or orbital state of the electrons. Assuming a parabolic confinement in the quantum dots, and thus a Gaussian groundstate envelope wave function, the matrix element describing the emission of a phonon by an electron in a quantum dot $j$ at position $x_{j}$ reads

$$
\begin{align*}
& \left.\left\langle 0_{j}-s ; 1_{\mathbf{k}, p}\right| \hat{H}_{\mathrm{e}-\mathrm{ph}} \mid 0_{j}-s ; \text { vac }\right\rangle \\
& \quad=i \sqrt{\frac{\hbar}{2 \rho_{0} v_{p} k \mathcal{V}}}\left[\Xi_{d} \mathbf{e}_{k}^{p} \cdot \mathbf{k}+\Xi_{u}\left(\mathbf{e}_{k}^{p}\right)_{z} k_{z}\right] e^{-\frac{1}{4}\left(k_{k}^{2}+k_{y}^{2}\right) \sigma^{2}-i k_{x} x_{j}}, \tag{6}
\end{align*}
$$

where $\left|0_{j}-s\right\rangle$ denotes the state of an electron in the ground state in dot $j$ with spin $s$ and in the lowest valley state (denoted by the - symbol).

Taking into account all three electrons, we can arrive at analytic expressions for the leakage rates. Defining $\Delta^{-2}=$ $E_{o}^{-2}-E_{i}^{-2}$, we find to leading order in $\tau / \Delta$

$$
\begin{align*}
& \Gamma_{1} \approx \frac{1}{16 \pi} \frac{d^{2}}{l_{\mathrm{so}}^{2}} \frac{\tau^{4}}{\Delta^{4}} \frac{\Xi_{u}^{2} E_{\mathrm{Z}}^{3}}{\hbar^{4} v_{t}^{5} \rho_{0}} f_{1}^{\mathrm{ex}}\left(\frac{d E_{\mathrm{Z}}}{\hbar v_{t}}\right),  \tag{7}\\
& \Gamma_{0} \approx \frac{3}{16 \pi} \frac{d^{2}}{l_{\mathrm{so}}^{2}} \frac{\tau^{4}}{\Delta^{4}} \frac{\Xi_{u}^{2} E_{\mathrm{Z}}^{3}}{\hbar^{4} v_{t}^{5} \rho_{0}} f_{0}^{\mathrm{ex}}\left(\frac{d E_{\mathrm{Z}}}{\hbar v_{t}}\right) \tag{8}
\end{align*}
$$

where $l_{\mathrm{so}}=\hbar / m^{*} A_{x x}$ is the relevant spin-orbit length and the functions $f_{1,0}^{\mathrm{ex}}(x) \sim 1$ for $x \gtrsim 1$; they are given explicitly in Appendix A. To arrive at these expressions, we assumed that $E_{Z} \gg \tau^{2} / E_{i, o}$ (which is typically satisfied if $B \gtrsim 10 \mathrm{mT}$ ) and $E_{\mathrm{Z}}^{2} \ll\left(\hbar v_{t} / \sigma\right)^{2}$ (which, for $\sigma=15 \mathrm{~nm}$, limits $B \lesssim 2 \mathrm{~T}$ ). Furthermore, we used the fact that in Si $v_{l} \approx 2 v_{t}$, which makes $\left(v_{t} / v_{l}\right)^{5} \ll 1$. For small $E_{Z}^{2} \ll\left(\hbar v_{t} / d\right)^{2}$ we can expand the functions $f_{1,0}^{\text {ex }}(x)$ in small $x$, yielding

$$
\begin{align*}
\Gamma_{1} & \approx \frac{1}{840 \pi} \frac{d^{2}}{l_{\mathrm{so}}^{2}} \frac{\tau^{4}}{\Delta^{4}} \frac{d^{4} \Xi_{u}^{2} E_{\mathrm{Z}}^{7}}{\hbar^{8} v_{t}^{9} \rho_{0}}  \tag{9}\\
\Gamma_{0} & \approx \frac{1}{35 \pi} \frac{d^{2}}{l_{\mathrm{so}}^{2}} \frac{\tau^{4}}{\Delta^{4}} \frac{d^{2} \Xi_{u}^{2} E_{\mathrm{Z}}^{5}}{\hbar^{6} v_{t}^{7} \rho_{0}} \tag{10}
\end{align*}
$$

We see that $\Gamma_{1} \propto E_{\mathrm{Z}}^{7}$ and $\Gamma_{0} \propto E_{\mathrm{Z}}^{5}$ in this limit, and $\Gamma_{1}$ is smaller than $\Gamma_{0}$ by a factor of $\left(d E_{\mathrm{Z}} / \hbar v_{t}\right)^{2}$. In the case of substantially asymmetric tunneling amplitudes (i.e., $t_{12} \neq t_{23}$ ) we find that both rates scale as $\Gamma \propto E_{\mathrm{Z}}^{5}$.

These rates can be directly compared with the qubit relaxation rate, from $|1\rangle$ to $|0\rangle$, which comes mainly via electronphonon coupling [5,34]

$$
\begin{equation*}
\Gamma_{\mathrm{rel}}=\frac{1}{70 \pi} \frac{\tau^{4}}{\Delta^{4}} \frac{d^{2} \Xi_{u}^{2}(\hbar \omega)^{5}}{\hbar^{6} v_{t}^{7} \rho_{0}} \tag{11}
\end{equation*}
$$

where $\hbar \omega$ is the qubit splitting.
Note that all relaxation rates cancel when $1 / \Delta=0$, which happens at the SS. A qubit operated at this point will therefore be highly insensitive to both dephasing due to charge noise and relaxation and leakage. Additionally, the dependence of $A_{x x}$ on the angles $\chi$ and $\vartheta$ allows for a reduction of the leakage rates by varying the device orientation and the direction of $\mathbf{B}$ : In fact, for $\chi$ equal to a multiple of $\pi / 2$, we see that there are angles $\vartheta=\left(n+\frac{1}{2}\right) \pi$ for which $A_{x x}=0$. Such
strong angular dependence of spin-orbit-mediated relaxation rates is already well known from theory and experiments on double quantum dots [50-53].

## B. Virtual orbital excitation

The parabolic potential that confines the electrons in the quantum dots results in Fock-Darwin eigenstates with energy splitting $E_{\text {orb }}=\hbar^{2} / m^{*} \sigma^{2}$. The SO interaction couples the orbital ground state to the first excited state with opposite spin [17],

$$
\begin{equation*}
\left\langle 1_{j}^{\alpha}-\bar{s}\right| \hat{p}_{\alpha} \hat{\sigma}_{x^{\prime}}\left|0_{j}-s\right\rangle=\frac{i \hbar}{\sqrt{2} \sigma} \tag{12}
\end{equation*}
$$

where $\bar{s}$ denotes the spin state opposite to $s$ and the superscript $\alpha$ indicates which component of the wave function is in the excited state [54]. The electron-phonon Hamiltonian also couples these two orbital states [37],

$$
\begin{align*}
& \left.\left\langle 1_{j}^{\alpha}-s ; 1_{\mathbf{k}, p}\right| \hat{H}_{\mathrm{e}-\mathrm{ph}} \mid 0_{j}-s ; \text { vac }\right\rangle \\
& \quad=i \sqrt{\frac{\hbar}{2 \rho_{0} v_{p} k \mathcal{V}}}\left[\Xi_{d} \mathbf{e}_{k}^{p} \cdot \mathbf{k}+\Xi_{u}\left(\mathbf{e}_{k}^{p}\right)_{z} k_{z}\right] g_{10}^{(j, \alpha)}(\mathbf{k}) \tag{13}
\end{align*}
$$

with $g_{10}^{(j, \alpha)}(\mathbf{k})$ being the Fourier transform of the overlap between the ground and first excited states on dot $j$,

$$
\begin{equation*}
g_{10}^{(j, \alpha)}(\mathbf{k})=-\frac{i}{\sqrt{2}} k_{\alpha} \sigma e^{-\frac{1}{4}\left(k_{x}^{2}+k_{y}^{2}\right) \sigma^{2}-i k_{x} x_{j}} \tag{14}
\end{equation*}
$$

The resulting leakage rates, involving the virtual excitation of an orbital state, can straightforwardly be evaluated. Compared to the exchange-enabled rates, they come with large powers of $E_{\mathrm{Z}} / E_{\text {orb }}$ instead of $\tau / \Delta$, which makes them typically much smaller. Under the same assumptions as before we find

$$
\begin{align*}
\Gamma_{1} & \approx \frac{1}{4 \pi} \frac{E_{Z}^{4}}{E_{\mathrm{orb}}^{4}} \frac{\Xi_{u}^{2} E_{Z}^{3}}{\hbar^{4} v_{t}^{5} \rho_{0}} f_{1}^{\mathrm{orb}}\left(\frac{d E_{Z}}{\hbar v_{t}}\right),  \tag{15}\\
\Gamma_{0} & \approx \frac{1}{12 \pi} \frac{E_{Z}^{4}}{E_{\mathrm{orb}}^{4}} \frac{\Xi_{u}^{2} E_{Z}^{3}}{\hbar^{4} v_{t}^{5} \rho_{0}} f_{0}^{\text {orb }}\left(\frac{d E_{Z}}{\hbar v_{t}}\right), \tag{16}
\end{align*}
$$

where the dimensionless functions $f_{1,0}^{\mathrm{orb}}(x)$ are given in Appendix A. For $x \gtrsim 1$ they are of the order of $\left(A_{x x}^{2}+\right.$ $\left.A_{y x}^{2}\right) / v_{t}^{2}$, and for small $E_{Z}^{2} \ll\left(\hbar v_{t} / d\right)^{2}$ we can again expand the functions, yielding

$$
\begin{align*}
\Gamma_{1} & \approx \frac{2}{315 \pi} \frac{3 A_{x x}^{2}+A_{y x}^{2}}{v_{t}^{2}} \frac{E_{\mathrm{Z}}^{4}}{E_{\mathrm{orb}}^{4}} \frac{d^{2} \Xi_{u}^{2} E_{Z}^{5}}{\hbar^{6} v_{t}^{7} \rho_{0}}  \tag{17}\\
\Gamma_{0} & \approx \frac{2}{10395 \pi} \frac{5 A_{x x}^{2}+A_{y x}^{2}}{v_{t}^{2}} \frac{E_{\mathrm{Z}}^{4}}{E_{\mathrm{orb}}^{4}} \frac{d^{4} \Xi_{u}^{2} E_{Z}^{7}}{\hbar^{8} v_{t}^{9} \rho_{0}} \tag{18}
\end{align*}
$$

In this case we thus find that $\Gamma_{1} \propto E_{\mathrm{Z}}^{9}$ and $\Gamma_{0} \propto E_{\mathrm{Z}}^{11}$ and that now $\Gamma_{1}$ is larger than $\Gamma_{0}$ by a factor of $\left(d E_{\mathrm{Z}} / \hbar v_{t}\right)^{-2}$ (on top of a rather large difference in numerical prefactors), opposite to the exchange-enabled rates. Comparing the two mechanisms qualitatively, we see that the factor $d^{2} \tau^{4} / l_{\mathrm{so}}^{2} \Delta^{4}$ in the exchange-enabled rates is replaced here by the factor $A^{2} E_{\mathrm{Z}}^{4} / v_{t}^{2} E_{\text {orb }}^{4}$, which is typically much smaller [55]. Another qualitative difference is that the "orbital-assisted" rates (15)
and (16) do not depend on the tuning through $\Delta$ and thus survive at the SS .

We can compare these results with Eq. (12) in Ref. [37], where the authors calculated the ground-state spin relaxation rate in a single quantum dot via virtual excitation of an orbital state. We see that our results are fundamentally the same, apart from extra factors of $\left(d E_{\mathrm{Z}} / v_{t} \hbar\right)^{2}$, which result from the multielectron/multidot nature of our system and account for interference between spin-flip amplitudes on different dots. If we were to make the orbital energy splitting substantially different on each dot, we would also find $\Gamma \propto E_{\mathrm{Z}}^{7}$ for both relaxation rates.

## C. Virtual valley excitation

The band gap in bulk Si is indirect, and the conduction band has six minima, away from $k=0$. In most Si-based heterostructures strain splits off four of these minima, leaving two minima at $\mathbf{k} \approx \pm 0.85 k_{\max } \hat{z}$, where $\hat{z}$ is the growth direction of the structure. Localized electrons in the conduction band thus have an extra "valley" degree of freedom and can be described by the wave function

$$
\begin{equation*}
\psi^{(v)}=F^{(v)}(\mathbf{r})\left[\alpha_{1}^{(v)} u_{1}(\mathbf{r}) e^{i k_{z} z}+\alpha_{2}^{(v)} u_{2}(\mathbf{r}) e^{-i k_{z} z}\right] \tag{19}
\end{equation*}
$$

where $F^{(v)}(\mathbf{r})$ is the envelope wave function corresponding to valley $v$ and $u_{1,2}(\mathbf{r})$ is the lattice-periodic part of the Bloch functions at the conduction band minima at $\pm k_{z}$. Inhomogeneities such as disorder and interface roughness typically couple the two minima, resulting in eigenstates with $\alpha_{1}^{( \pm)}=\frac{1}{\sqrt{2}}$ and $\alpha_{2}^{( \pm)}= \pm \frac{1}{\sqrt{2}}$.

Both SO and electron-phonon interaction can couple opposite valley states [37], and virtual valley excitation can thus cause leakage in a way similar to virtual orbital excitation. The relevant matrix elements, however, depend sensitively on details of the confinement along the $z$ direction that are hard to predict. We thus take a slightly more qualitative approach and start by employing the dipole approximation $e^{-i \mathbf{k} \cdot \mathbf{r}} \approx 1-$ $i \mathbf{k} \cdot \mathbf{r}$ in the electron-phonon Hamiltonian (3), which amounts to assuming that the emitted phonon has a wavelength much larger than the electronic confinement length [equivalent to the assumption $E_{\mathrm{Z}}^{2} \ll\left(\hbar v_{t} / \sigma\right)^{2}$ used before]. This allows us to write

$$
\begin{align*}
& \left.\left\langle 0_{j}+s ; 1_{\mathbf{k}, p}\right| \hat{H}_{\mathrm{e}-\mathrm{ph}} \mid 0_{j}-s ; \text { vac }\right\rangle \\
& \quad \approx \sqrt{\frac{\hbar}{2 \rho_{0} v_{p} k \mathcal{V}}}\left[\Xi_{d} \mathbf{e}_{k}^{p} \cdot \mathbf{k}+\Xi_{u}\left(\mathbf{e}_{k}^{p}\right)_{z} k_{z}\right] e^{-i k_{x} x_{j}} \mathbf{k} \cdot \mathbf{r}_{+-} \tag{20}
\end{align*}
$$

with $\mathbf{r}_{+-}=\left\langle 0_{j}+s\right| \mathbf{r}\left|0_{j}-s\right\rangle$ being the valley dipole matrix element. If we use again $\hat{\mathbf{p}}=\frac{i}{\hbar} m^{*}[\hat{H}, \mathbf{r}]$, then we can express the SO Hamiltonian in terms of the same dipole matrix elements. The precise magnitude of these elements depends again on microscopic details, and for simplicity we will use $\left|z_{+-}\right| \ll\left|x_{+-}\right|,\left|y_{+-}\right|$and assume $x_{+-}=y_{+-} \equiv r_{d}[56,57]$. This phenomenological parameter can be related to the magnitude of SO-induced anticrossings in the electronic spectrum between states with different spin and valley indices; for Si metal-oxide-semiconductor-based quantum dots $\left|r_{d}\right| \sim 1-2$ nm has been reported [57].

We can now calculate the leakage rates and find, using again the same assumptions,

$$
\begin{align*}
\Gamma_{1} & \approx \frac{1}{\pi} \frac{A^{2}}{v_{t}^{2}} \frac{\left|r_{d}\right|^{4}}{l_{Z}^{4}} \frac{E_{Z}^{2}}{E_{v}^{2}} \frac{\Xi_{u}^{2} E_{Z}^{3}}{\hbar^{4} v_{t}^{5} \rho_{0}} f_{1}^{\mathrm{val}}\left(\frac{d E_{Z}}{\hbar v_{t}}\right),  \tag{21}\\
\Gamma_{0} & \approx \frac{1}{3 \pi} \frac{A^{2}}{v_{t}^{2}} \frac{\left|r_{d}\right|^{4}}{l_{Z}^{4}} \frac{E_{Z}^{2}}{E_{v}^{2}} \frac{\Xi_{u}^{2} E_{Z}^{3}}{\hbar^{4} v_{t}^{5} \rho_{0}} f_{0}^{\mathrm{val}}\left(\frac{d E_{Z}}{\hbar v_{t}}\right) \tag{22}
\end{align*}
$$

where, for convenience of notation, we introduced the Zeeman length $l_{\mathrm{Z}}=\hbar / \sqrt{m^{*} E_{\mathrm{Z}}}$ and $E_{v}$ denotes the splitting between the two valley states. The parameter $A \sim \alpha, \beta$ sets the strength of the SO interaction; we cannot resolve the detailed dependence on the angles $\vartheta, \chi$ in this case since that would require knowing the exact relative magnitude and phase of $x_{+-}$and $y_{+-}$as well. The dimensionless functions $f_{1,0}^{\text {val }}(x)$, given in Appendix A, are again of the order of 1 for $x \gtrsim 1$ and can be expanded in small $x$ when $E_{Z}^{2} \ll\left(\hbar v_{t} / d\right)^{2}$, giving

$$
\begin{align*}
& \Gamma_{1} \approx \frac{32}{315 \pi} \frac{A^{2}}{v_{t}^{2}} \frac{\left|r_{d}\right|^{4}}{l_{Z}^{4}} \frac{E_{Z}^{2}}{E_{v}^{2}} \frac{d^{2} \Xi_{u}^{2} E_{\mathrm{Z}}^{5}}{\hbar^{6} v_{t}^{7} \rho_{0}}  \tag{23}\\
& \Gamma_{0} \approx \frac{16}{3465 \pi} \frac{A^{2}}{v_{t}^{2}} \frac{\left|r_{d}\right|^{4}}{l_{Z}^{4}} \frac{E_{Z}^{2}}{E_{v}^{2}} \frac{d^{4} \Xi_{u}^{2} E_{Z}^{7}}{\hbar^{8} v_{t}^{9} \rho_{0}} \tag{24}
\end{align*}
$$

We find again $\Gamma_{1} \propto E_{\mathrm{Z}}^{9}$ and $\Gamma_{0} \propto E_{\mathrm{Z}}^{11}$, as well as that $\Gamma_{1}$ is larger than $\Gamma_{0}$ by a factor of $\left(d E_{\mathrm{Z}} / \hbar v_{t}\right)^{-2}$ and that the rates do not depend on tuning parameters, all qualitatively similar to the rates based on virtual orbital excitation. Comparing the rest of the expressions, we find that the valley-assisted rates are smaller than the orbital-assisted ones by a factor of $\sim\left|r_{d}\right|^{4} E_{\text {orb }}^{2} / \sigma^{4} E_{v}^{2}$, where typically $\left|r_{d}\right| \sim 1-2 \mathrm{~nm}$ and $\sigma \sim$ $10-30 \mathrm{~nm}$, which makes this a very small factor. A significant variation of $E_{v}$ or $\left|r_{d}\right|$ over the dots would yield relaxation rates that scale as $\Gamma \propto E_{\mathrm{Z}}^{7}$ in both cases.

In the presence of valley-orbital mixing of the excited states it is also hard to write analytic expressions for the dipole matrix elements needed. In this case Eqs. (21)-(24) are the most useful results, where $r_{d}$ now describes the dipole matrix element between the ground state and first excited valley-orbital state and $E_{v}$ should, of course, be replaced by the valley-orbital ground-state gap $E_{v o}$.

## IV. NUMERICAL RESULTS

We corroborate our approximate analytic results with a numerical evaluation of the leakage rates across the whole $(1,1,1)$ charge region. We focus here on the dominating exchange-assisted mechanism of Sec. III A, which is also the only one that shows a dependence on the tuning parameters $\epsilon$ and $V_{m}$.

We start by diagonalizing the Hamiltonian $\hat{H}+\hat{H}_{\text {SO }}$, disregarding the excited orbital and valley states. We then identify in the spectrum the two qubit states $|1\rangle,|0\rangle$ (the spin doublet states with $S_{z}^{\text {tot }}=-\frac{1}{2}$ ) and the quadruplet state $\left|Q_{2}\right\rangle$. Using Fermi's golden rule,

$$
\begin{equation*}
\left.\Gamma_{\alpha}=\frac{2 \pi}{\hbar} \sum_{\mathbf{k}, p}\left|\left\langle Q_{2} ; 1_{\mathbf{k}, p}\right| \hat{H}_{\mathrm{e}-\mathrm{ph}}\right| \alpha ; \operatorname{vac}\right\rangle\left.\right|^{2} \delta\left(E_{f}-E_{i}\right), \tag{25}
\end{equation*}
$$

we finally calculate the two leakage rates numerically.


FIG. 2. Spin-flip-tunneling-assisted leakage rates out of the qubit space across the whole ( $1,1,1$ ) charge region, from (a) $|1\rangle$ and (b) $|0\rangle$ to $\left|Q_{2}\right\rangle$ in units of $\gamma_{\mathrm{ex}} \equiv d^{2} \Xi_{u}^{2} E_{\mathrm{Z}}^{3} / l_{\mathrm{so}}^{2} \hbar^{4} v_{t}^{5} \rho_{0}$ (see text for the choice of parameters). (c) $\Gamma_{1,0}$ as a function of $V_{m}$ for $\epsilon=0$ (circles and crosses), i.e., along the vertical dashed lines in (a) and (b). Solid lines show the analytical results from Eqs. (9) and (10). (d) $\Gamma_{1,0}$ as a function of $\epsilon$ for $V_{m}=-0.3 U$, i.e., along the horizontal dashed lines in (a) and (b).

The results are shown in Fig. 2, where we plot the leakage rates in units of $\gamma_{\mathrm{ex}} \equiv d^{2} \Xi_{u}^{2} E_{\mathrm{Z}}^{3} / l_{\mathrm{so}}^{2} \hbar^{4} v_{t}^{5} \rho_{0}$. We used $t_{12}=$ $t_{23} \equiv \tau=16 \mu \mathrm{eV}, U=50 \tau, U_{c}=15 \tau, E_{\mathrm{Z}}=2 \tau$ and set the angles $\vartheta=\chi=0$. We assumed $\mathrm{Si} / \mathrm{SiGe}$ quantum dots with $\sigma=10 \mathrm{~nm}$ and $d=100 \mathrm{~nm}$, and we used the material parameters $\alpha=609 \mathrm{~m} / \mathrm{s}, \Xi_{d}=5 \mathrm{eV}, \Xi_{u}=9 \mathrm{eV}, \rho_{0}=2330$ $\mathrm{kg} / \mathrm{m}^{3}, v_{l}=9150 \mathrm{~m} / \mathrm{s}, v_{t}=5000 \mathrm{~m} / \mathrm{s}$ [30,46,58,59] and the transverse effective mass $m^{*}=0.19 m_{e}[58,60]$, for which we find $\gamma_{\mathrm{ex}}=960 \mathrm{kHz}$. The value of $\beta$ is irrelevant in this case since $A_{x x}$ is independent of $\beta$ for our choice of angles $\vartheta$ and $\chi$. Figure 2(a) shows the rate $\Gamma_{1}$, and Fig. 2(b) shows the rate $\Gamma_{0}$. We see that the magnitude of the rates ranges from $\sim 10^{-12} \gamma_{\text {ex }}$ to $\sim 10^{-5} \gamma_{\mathrm{ex}}$, which is typically much smaller than the decoherence rates due to other mechanisms, such as phonon-mediated qubit relaxation (transitions from $|1\rangle$ to $|0\rangle$ ) and dephasing caused by charge noise. Vertical and horizontal dashed lines indicate the line cuts that we show in Figs. 2(c) and $2(\mathrm{~d})$. Here we plot the leakage rates as a function of $V_{m}$ for $\epsilon=0$ [Fig. 2(c)] and as a function of $\epsilon$ for $V_{m}=-0.3 U$ [Fig. 2(d)]. Circles and crosses present numerical results, and the solid lines in Fig. 2(c) show the analytical results of Eqs. (9) and (10), which indeed agree well with the numerical results.

At the SS the qubit can also be operated electrically by tuning the tunnel barriers, without the need of leaving this point of low decoherence, as has been pointed out before
[18]. Our numerical calculations confirm that at the SS the relaxation rates between any two states in the lowest part of the spectrum (including the qubit relaxation rate $\Gamma_{\text {rel }}$ ) are strongly suppressed, not only for $t_{12}=t_{23}$ as in Fig. 2 but for any combination of tunneling energies. The triple-dot spin qubit can thus be operated at the SS via a modulation of the tunneling amplitudes (the always-on exchange-only qubit [15]) while being highly insensitive to charge noise, relaxation, and SO-assisted leakage. The constant contributions of virtual valley and orbital excitation to the leakage rates (see Secs. III B and III C) are estimated to be $\sim 10^{-10} \gamma_{\text {ex }}$ for our choice of parameters and therefore do not affect these conclusions qualitatively.

## V. DEPHASING AT THE SS

Dephasing in ${ }^{28}$ Si-based triple-dot spin qubits is believed to mainly come from electric noise in the qubit's environment [13,24]. As a first approximation, one can understand such dephasing by assuming the noise manifests itself as fluctuations of the gate potentials, $V_{i}(t)=V_{i}+\delta V_{i}(t)$, that are Gaussian and have zero mean. To leading order, the qubit frequency then acquires a time dependence $\omega(t)=\omega+\delta \omega(t)$, with $\delta \omega(t)=\sum_{i}\left(\partial \omega / \partial V_{i}\right) \delta V_{i}(t)$, and a qubit prepared in the coherent superposition $|\psi(0)\rangle=|+\rangle=\frac{1}{\sqrt{2}}(|0\rangle+|1\rangle)$ will thus evolve as $|\psi(t)\rangle=\frac{1}{\sqrt{2}}\left(|0\rangle+e^{i[\phi(t)+\delta \phi(t)]}|1\rangle\right)$, where $\delta \phi(t)=$ $\int_{0}^{t} d t^{\prime} \delta \omega\left(t^{\prime}\right)$. The noise-induced dephasing can then be characterized by investigating the expectation value $\left\langle e^{i \delta \phi(t)}\right\rangle$ : Since the fluctuations $\delta \omega(t)$, and thus the fluctuations $\delta \phi(t)$, are Gaussian, only the second cumulant in the expansion of $\left\langle e^{i \delta \phi(t)}\right\rangle$ is nonzero, resulting in low-frequency noise in an exponential decay of the coherent qubit oscillations $\sim e^{-t^{2} / T_{\varphi}^{2}}$, where the exact form of the dephasing time $T_{\varphi}$ depends on the detailed noise spectrum [23,24,61,62].

Exactly at the SS, all first-order derivatives $\partial \omega / \partial V_{i}$ vanish, and therefore this type of dephasing is highly suppressed. To understand the remaining charge-noise-induced dephasing at the SS, one could thus try to use the same approach but now focus on the next order, $\delta \omega(t)=$ $\sum_{i, j}\left(\partial^{2} \omega / \partial V_{i} \partial V_{j}\right) \delta V_{i}(t) \delta V_{j}(t)$. In this case, however, the fluctuations $\delta \omega(t)$ [and thus $\delta \phi(t)$ ] are no longer Gaussian, and one would thus have to include all cumulants in the expansion of $\left\langle e^{i \delta \phi(t)}\right\rangle$ [63]. Therefore it is more convenient to investigate the explicit time evolution of the qubit [5,7,15,28]. Assuming for simplicity quasistatic fluctuations [23,61,62], we can evaluate the time-dependent probability $P(t)=|\langle+\mid \psi(t)\rangle|^{2}$ to find the qubit in the state $|+\rangle$ and average this probability over the fluctuations $\delta V_{i}$ [64]. To good approximation we then find (see Appendix B for details)

$$
\begin{equation*}
\langle P(t)\rangle=\frac{1}{2}+\frac{\cos \left(\omega t-\arctan \left[t / T_{\varphi}\right]\right)}{2 \sqrt{1+t^{2} / T_{\varphi}^{2}}} \tag{26}
\end{equation*}
$$

where $T_{\varphi}=\hbar\left(U-U_{c}\right)^{3} / 4 \tau^{2} \xi^{2}$ is the dephasing time, with $\xi^{2}=\left\langle\left(\delta V_{i}\right)^{2}\right\rangle$ being the variance of the fluctuations. At the SS the leading-order contribution of the charge noise to dephasing thus results in (i) a time-dependent phase shift in the qubit oscillations, which goes to $-\pi / 2$ for $t \gtrsim T_{\varphi}$, and (ii) a decay of the coherent oscillations with a


FIG. 3. Numerically calculated time-dependent return probability $|\langle+\mid \psi(t)\rangle|^{2}$ after initializing in $|+\rangle$, averaged over $10^{5}$ different sets of $\delta V_{1,2,3}$ taken from a normal distribution with $\xi=5 \mu \mathrm{eV}$ (thin blue line). The thick black line shows the envelope function of the oscillations as predicted by Eq. (26), and the dashed red line shows the best fit obtainable assuming an exponential envelope of the form $\frac{1}{2}+\frac{1}{2} e^{-t^{2} / \tilde{T}_{\varphi}^{2}}$.
power-law behavior, $\sim T_{\varphi} / t$ for large times, in contrast to the exponential decay $\sim e^{-t^{2} / T_{\varphi}^{2}}$ one finds away from the SS, whenever $\sum_{i}\left(\partial \omega / \partial V_{i}\right) \delta V_{i}(t) \gg$ $\sum_{i, j}\left(\partial^{2} \omega / \partial V_{i} \partial V_{j}\right) \delta V_{i}(t) \delta V_{j}(t)$ [24]. One can also use a detailed cumulant-expansion approach to describe quadratic coupling to Gaussian noise, which leads to the same long-time behavior as we found here [63].

We can also calculate the averaged probability $\langle P(t)\rangle$ numerically, again assuming quasistatic charge noise. Using the same parameters as before, we tune the Hamiltonian (1) to the $\mathrm{SS}\left(\epsilon=0, V_{m}=-0.3 U\right)$ but then add random offsets $\delta V_{1,2,3}$, taken from a normal distribution with $\xi=$ $5 \mu \mathrm{eV}$ [14]. We diagonalize the resulting Hamiltonian, identify the two qubit states $|1\rangle$ and $|0\rangle$, and create an initial state
 dependent qubit state $|\psi(t)\rangle=\exp \left\{-\frac{i}{\hbar} \hat{H} t\right\}|+\rangle$, and from this we can calculate $P(t)$ for the specific set of $\delta V_{i}$ chosen. This procedure is repeated $10^{5}$ times, and the resulting average $\langle P(t)\rangle$ is shown by the blue curve in Fig. 3. As expected, we see an oscillating probability that decays to $1 / 2$ over time. The black solid line shows the envelope function of the decaying oscillations, as given by Eq. (26), where we have $T_{\varphi} \approx 4 \mu \mathrm{~s}$ for our choice of parameters. We see that the power-law decay predicted by (26) matches the numerical results very well. For comparison we include a best fit of the form $\frac{1}{2}+\frac{1}{2} e^{-t^{2} / \tilde{T}_{\varphi}^{2}}$ (red dashed line), which yields $\tilde{T}_{\varphi} \approx 12.4 \mu$ s but indeed shows a much worse agreement with our numerical results than the power-law from (26).

## VI. CONCLUSIONS

Leakage out of the qubit subspace in XO qubits hosted in ${ }^{28}$ Si-based triple quantum dots is caused mainly by SO interaction via virtual spin-flip tunneling. Together with spinconserving phonon emission, this results in tuning-dependent leakage rates that scale as $\Gamma_{1} \propto E_{\mathrm{Z}}^{7}$ and $\Gamma_{0} \propto E_{\mathrm{Z}}^{5}$ and are strongly reduced at the SS , where the qubit is minimally sensitive to charge noise as well. We found that the other two mechanisms of leakage we investigated, virtual orbital and valley excitation, result in much smaller relaxation rates, scaling as $\Gamma_{1} \propto E_{\mathrm{Z}}^{9}$ and $\Gamma_{0} \propto E_{\mathrm{Z}}^{11}$; they are constant
throughout the entire $(1,1,1)$ charge region, thus becoming the most relevant mechanism of leakage only at the SS. Further, we showed that also (spin-conserving) qubit relaxation, enabled by electron-phonon coupling, is minimal at the SS, making this an ideal operation point in many respects.

We also investigated the residual effects of charge noise at the SS, which are most likely the dominating source of pure dephasing at that point. We found that slow electric fluctuations result in dephasing that makes coherent qubit oscillations decay as $\propto 1 / t$, in analogy to Refs. [63,64]; this
in contrast to the exponential decay that dominates elsewhere in the $(1,1,1)$ charge region.
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## APPENDIX A: DETAILED ANALYTIC RESULTS

The dimensionless functions used in the analytic results presented in Sec. II read explicitly

$$
\begin{gather*}
f_{1}^{\mathrm{ex}}(x)=\frac{4}{5}+\frac{1}{16 x^{5}}\left[128 x\left(x^{2}-9\right) \cos x-2\left(4 x^{2}-9\right)(x \cos 2 x+64 \sin x)+\left(16 x^{2}-9\right) \sin 2 x\right],  \tag{A1}\\
f_{0}^{\mathrm{ex}}(x)=\frac{4}{15}+\frac{1}{16 x^{5}}\left[2 x\left(4 x^{2}-9\right) \cos 2 x-\left(16 x^{2}-9\right) \sin 2 x\right],  \tag{A2}\\
f_{1}^{\mathrm{orb}}(x)= \\
\frac{8}{105}\left(a_{x x}^{2}+a_{y x}^{2}\right)+\frac{1}{32 x^{6}}\left[3 a_{y x}^{2}\left(8 x^{2}-15\right)+2 a_{x x}^{2}\left(8 x^{4}-78 x^{2}+135\right)\right] \cos 2 x  \tag{A3}\\
\\
+\frac{1}{64 x^{7}}\left[a_{y x}^{2}\left(16 x^{4}-84 x^{2}+45\right)-2 a_{x x}^{2}\left(64 x^{4}-258 x^{2}+135\right)\right] \sin 2 x, \\
f_{0}^{\mathrm{orb}}(x)=\frac{8}{35}\left(a_{x x}^{2}+a_{y x}^{2}\right)+\frac{1}{64 x^{7}}\left\{512 x\left[3 a_{y x}^{2}\left(2 x^{2}-15\right)+a_{x x}^{2}\left(x^{4}-39 x^{2}+270\right)\right] \cos x\right.  \tag{A4}\\
-2 x\left[3 a_{y x}^{2}\left(8 x^{2}-15\right)+2 a_{x x}^{2}\left(8 x^{4}-78 x^{2}+135\right)\right] \cos 2 x+512\left[a_{y x}^{2}\left(x^{4}-21 x^{2}+45\right)-a_{x x}^{2}\left(8 x^{4}-129 x^{2}+270\right)\right]  \tag{A5}\\
\left.\times \sin x-\left[a_{y x}^{2}\left(16 x^{4}-84 x^{2}+45\right)-2 a_{x x}^{2}\left(64 x^{4}-258 x^{2}+135\right)\right] \sin 2 x\right\}, \\
f_{1}^{\mathrm{val}}(x)=\frac{16}{105}+\frac{1}{64 x^{7}}\left[2 x\left(16 x^{4}-132 x^{2}+225\right) \cos 2 x-\left(112 x^{4}-432 x^{2}+225\right)\right] \sin 2 x,  \tag{A6}\\
f_{0}^{\mathrm{val}}(x)= \\
\frac{16}{35}+\frac{8}{x^{7}}\left[x\left(x^{4}-33 x^{2}+225\right) \cos x-\left(7 x^{4}-108 x^{2}+225\right) \sin x\right] \\
\quad-\frac{1}{64 x^{7}}\left[2 x\left(16 x^{4}-132 x^{2}+225\right) \cos 2 x-\left(112 x^{4}-432 x^{2}+225\right) \sin 2 x\right],
\end{gather*}
$$

where the spin-orbit velocities in (A3) and (A4) are rescaled with the transverse phonon velocity, $a_{x x, y x} \equiv A_{x x, y x} / v_{t}$.

## APPENDIX B: CHARGE NOISE AND DEPHASING AT THE SWEET SPOT

In the absence of significant hyperfine interaction, the main source of decoherence for exchange-based spin qubits is believed to be (low-frequency) charge noise on the gate electrodes [14-16]. Such noise results in fluctuations of the on-site potentials as used in the Hamiltonian $\hat{H}$ in Eq. (1),

$$
\begin{equation*}
V_{i}(t)=V_{i}+\delta V_{i}(t) \tag{B1}
\end{equation*}
$$

This causes the projected qubit Hamiltonian to fluctuate as well,

$$
\begin{equation*}
\hat{H}_{\text {qubit }}=\frac{\hbar}{2}\left[\omega_{0}+\delta \omega_{z}(t)\right] \hat{\sigma}_{z}+\frac{\hbar}{2} \delta \omega_{x}(t) \hat{\sigma}_{x} . \tag{B2}
\end{equation*}
$$

We focus on pure dephasing in this qubit basis; that is, we investigate how the phase of the qubit gets randomized through the fluctuations in the qubit splitting $\delta \omega_{z}(t)$. To this end, we consider the system to be prepared in the state

tem evolved into the state $|\psi(t)\rangle=\frac{1}{\sqrt{2}}\left(|0\rangle+e^{i \phi(t)}|1\rangle\right)$, where $\phi(t)=\omega_{0} t+\delta \phi(t)$, the unknown part of the phase being $\delta \phi(t)=\int_{0}^{t} \delta \omega_{z}\left(t^{\prime}\right) d t^{\prime}$.

The expectation value of this random component of the phase can be found by evaluating $\ln \left\langle e^{i \phi(t)}\right\rangle$. For simplicity we will assume quasistatic (time independent during each individual time evolution) Gaussian noise in $V_{i}$ :

$$
\begin{equation*}
\delta \phi(t)=t \sum_{i=1}^{3} \frac{\partial \omega_{z}}{\partial V_{i}} \delta V_{i}+\frac{t}{2} \sum_{i, j} \frac{\partial^{2} \omega_{z}}{\partial V_{i} \partial V_{j}} \delta V_{i} \delta V_{j}+\mathcal{O}\left(\delta V^{3}\right) \tag{B3}
\end{equation*}
$$

Usually, one then focuses on the leading (first-order) term, which is linear in the fluctuations $\delta V_{i}$. This makes $\delta \omega_{z}$ also a Gaussian variable, and then one can do a cumulant expansion of the logarithm,

$$
\begin{equation*}
\ln \left\langle e^{i \delta \phi(t)}\right\rangle=\sum_{n=1}^{\infty} \kappa_{n} \frac{(i t)^{n}}{n!} \tag{B4}
\end{equation*}
$$

with $\kappa_{n}$ being the $n$th cumulant of the distribution of $\delta \omega_{z}$, and use the fact that for Gaussian variables with zero mean only the second cumulant $\kappa_{2}=\sum_{i}\left(\partial \omega_{z} / \partial V_{i}\right)^{2}\left\langle\delta V_{i}^{2}\right\rangle$ is nonzero.

This yields the familiar result $\ln \left\langle e^{i \phi(t)}\right\rangle=-\frac{1}{2} t^{2} \kappa_{2}$, from which one can extract an approximate dephasing time.

At the sweet spot, however, where we expect this dephasing time to be maximal, the first derivative of $\omega_{z}$ vanishes (per definition $[18,24]$ ), and one has to use the next (second-)order term in the series expansion of the phase (B3). A subtle point, sometimes overlooked, is that, although the fluctuations $\delta V_{i}$ are Gaussian, the product $\delta V_{i} \delta V_{j}$ of two Gaussian random variables is not Gaussian anymore. This implies that the cumulant expansion has many more nonzero terms that become relevant at long times, causing $\ln \left\langle e^{i \phi(t)}\right\rangle \neq-\frac{1}{2} t^{2} \kappa_{2}$ [63]. One can use such an equality only as long as $\frac{\partial \omega_{z}}{\partial V_{i}} \gg \frac{\partial^{2} \omega_{z}}{\partial V_{i} \partial V_{j}}$, a condition that is not satisfied at the sweet spot.

To extend the analysis to the sweet spot we focus on the Schrödinger equation resulting from the effective qubit Hamiltonian instead. We will consider only a diagonal Hamiltonian,

$$
\begin{equation*}
i \hbar \frac{\partial}{\partial t} \psi(t)=\frac{\hbar}{2}\left(\omega_{z}+\delta \omega_{z}\right) \sigma^{z} \psi(t) \tag{B5}
\end{equation*}
$$

and use again the initial condition $|\psi(t=0)\rangle=|+\rangle=$ $\frac{1}{\sqrt{2}}(|0\rangle+|1\rangle)$, with $|0\rangle$ and $|1\rangle$ being two eigenvalues of the qubit Hamiltonian for $\delta \omega_{z}=0$. In this case, the probability of finding the qubit in the initial state $|+\rangle$ after time $t$ is

$$
\begin{equation*}
P=|\langle+\mid \psi(t)\rangle|^{2}=\cos \left(\frac{t\left[\omega_{z}+\delta \omega_{z}\right]}{2}\right)^{2} \tag{B6}
\end{equation*}
$$

For the exchange-only qubit at the sweet spot, the fluctuation $\delta \omega_{z}$ is given by the second-order term

$$
\begin{equation*}
\delta \omega_{z}=\frac{\tau^{2}}{\left(U-U_{c}\right)^{3}}\left[\left(\delta V_{2}-\delta V_{1}\right)^{2}+\left(\delta V_{2}-\delta V_{3}\right)^{2}\right] \tag{B7}
\end{equation*}
$$

where we again have set $t_{12}=t_{23} \equiv \tau$.

In order to average over the fluctuations, we define two variables, $x_{1}=\delta V_{2}-\delta V_{1}$ and $x_{2}=\delta V_{2}-\delta V_{3}$, that we will consider independent for simplicity. These variables have mean zero and standard deviation $\sqrt{2} \xi$ (with $\xi$ being the standard deviation of the original variables $\delta V_{i}$ ) and can be combined into one $\chi^{2}$-distributed random variable $y=\frac{x_{1}^{2}}{2 \xi^{2}}+$ $\frac{x_{2}^{2}}{2 \xi^{2}}$. With this the probability becomes

$$
\begin{equation*}
P=\frac{1}{2} \int_{0}^{\infty} d y e^{-y / 2} \cos ^{2}\left[\frac{t}{2 \hbar}\left(\frac{2 \tau^{2}}{U-U_{c}}+\frac{2 \sigma^{2} \tau^{2}}{\left(U-U_{c}\right)^{3}} y\right)\right] \tag{B8}
\end{equation*}
$$

This integral can be solved analytically, yielding

$$
\begin{equation*}
P=\frac{1}{2}+\frac{\cos \left(t \frac{2 \tau^{2}}{\hbar\left(U-U_{c}\right)}-\arctan \left[t \frac{4 \tau^{2} \xi^{2}}{\hbar\left(U-U_{c}\right)^{3}}\right]\right)}{2 \sqrt{1+t^{2} \frac{16 \tau^{4} \xi^{4}}{\hbar^{2}\left(U-U_{c}\right)^{6}}}} \tag{B9}
\end{equation*}
$$

We see that, as expected, the probability oscillates with a frequency $2 \tau^{2} / \hbar\left(U-U_{c}\right.$ ) (while also gradually acquiring a phase shift that goes to $-\pi / 2$ for $t \rightarrow \infty$ ). The amplitude of the oscillations decays within the envelope function

$$
\begin{equation*}
P_{\mathrm{env}}=\frac{1}{2}+\frac{1}{2 \sqrt{1+t^{2} \frac{16 \tau^{4} \xi^{4}}{\hbar^{2}\left(U-U_{c}\right)^{6}}}} \tag{B10}
\end{equation*}
$$

which, for long times, predicts a decay $\propto T_{\varphi} / t$ with a dephasing time of $T_{\varphi}=\hbar\left(U-U_{c}\right)^{3} / 4 \tau^{2} \xi^{2}$. This is in contrast to the exponential decay $\propto e^{-t^{2} / T_{\varphi}^{2}}$ that is predicted by the "cumulant expansion method" $[23,24]$. A simple simulation of the time evolution of the state $|+\rangle$ under the action of quasistatic random noise at the sweet spot corroborates this result (see Sec. V).
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#### Abstract

We propose an implementation of a singlet-only spin qubit in a GaAs-based triple quantum dot with a (1, $4,1)$ charge occupation. In the central multielectron dot, the interplay between Coulomb interaction and an out-of-plane magnetic field creates an energy spectrum with a tunable singlet-triplet splitting, which can be exploited to create a six-particle singlet-only qubit with a qubit splitting that can straightforwardly be tuned over tens of $\mu \mathrm{eV}$ by adjusting the external magnetic field. We confirm the full exchange-based electric control of the qubit and demonstrate its superior coherence properties due to its singlet-only nature.
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Introduction. Semiconductor spin qubits are among the most promising candidates for the physical realization of quantum processors [1,2]. Multispin exchange-only (XO) qubits, in particular, have drawn much attention in recent years since they offer fast qubit manipulation and full electric control [3-10]. However, rapid decoherence of the qubit-due to magnetic noise from randomly fluctuating nuclear spins [11,12], electric noise in the qubit's environment [13-15], electron-phonon coupling [16-18], and other spin-mixing mechanisms [19-22]-still causes the usable operation time of most XO qubits to be too short for scaling up. Besides, the typically small qubit splitting $[4,8]$ hinders the long-distance coupling of XO qubits via, e.g, microwave resonators, where a large qubit splitting is required for fast two-qubit gates [23-25].

There have been several proposals put forward to increase the coherence time of quantum-dot-based XO qubits while retaining their conceptual simplicity and ease of manipulation. Of special interest are (i) proposals to suppress the effects of charge noise and electron-phonon interaction, via a symmetric operation of the qubit or operating at a sweet spot (SS) [17,2628], and (ii) proposals to reduce magnetic noise or suppress its effects, either by isotope purification or by constructing decoherence-free qubit subspaces [9,29-32].

In the exchange-only singlet-only (XOSO) spin qubit proposed in Ref. [31], the leading effects of magnetic noise are suppressed by encoding the qubit states in a four-electron singlet-only subspace, while electric noise can be mitigated by operating the system symmetrically at a SS. However, the exceptionally long coherence time of the qubit comes at the cost of an increase in device complexity (a quadruple quantum dot in a T geometry) and the proposal suffers from the common problem with XO qubits of having a relatively small qubit splitting.
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Here, we propose a GaAs-based implementation of the XOSO qubit that overcomes both drawbacks and, furthermore, has a qubit splitting that is straightforwardly tunable over a large range of energies. The reason why the XOSO qubit of Ref. [31] used a fourth quantum dot is that the qubit splitting scales with the singlet-triplet splitting of the "central" two electrons: Implementing the same qubit in a linear triple dot in a $(1,2,1)$ charge configuration is in principle possible but results in a qubit with a splitting of the order of the orbital level splitting on the central dot $(\sim \mathrm{meV})$, which is too large for practical purposes. In Ref. [32], it was pointed out that one can implement the same qubit in a Si-based triple dot, where the on-site singlet-triplet splitting is typically set by the valley splitting, which can be $20-200 \mu \mathrm{eV}$. The drawback of this proposal is that (i) the magnitude of the valley splitting is hard to control or predict in practice [2] and (ii) uncontrollable phase differences between valley couplings on different dots can severely affect the exchange effects used to define and operate the qubit [33]. Besides, Si can be purified to be almost nuclear spin free, which eradicates the need for a singlet-only qubit [9].

The solution is to tune the triple quantum dot to a $(1,4,1)$ charge configuration and apply an out-of-plane magnetic field. On the central dot, the interplay between the magnetic field and the Coulomb interaction between the electrons results in an energy spectrum with many crossings between levels with different total spin and orbital angular momentum. For the case of four electrons, the ground state changes from a triplet to a singlet character, typically at a moderate field of $\approx 100 \mathrm{mT}$ [34]. Tuning close to this crossing and adding the singly occupied outer dots to the picture yields a XOSO qubit where the singlet-triplet splitting on the central dot, and thus the qubit splitting, can be tuned by adjusting the external magnetic field. This yields a superior GaAs-based XOSO qubit that is not more complicated to create or operate than existing spin qubits and has a qubit splitting that is straightforwardly tunable from zero to tens of $\mu \mathrm{eV}$ [35]. This high degree of tunability could also be beneficial for a Si-based version of this qubit.

Multielectron dot. The single-particle Hamiltonian of an electron labeled $i$ in a two-dimensional planar quantum dot,
assuming a parabolic confinement and an external magnetic field perpendicular to the plane, is

$$
\begin{equation*}
H_{0}^{(i)}=\frac{\left[\mathbf{p}_{i}+e \mathbf{A}\left(\mathbf{r}_{i}\right)\right]^{2}}{2 m^{*}}+\frac{1}{2} m^{*} \omega_{0}^{2} r_{i}^{2}+\frac{1}{2} g \mu_{\mathrm{B}} B \sigma_{i}^{z}, \tag{1}
\end{equation*}
$$

where $\mathbf{A}(\mathbf{r})=\frac{1}{2} B(x \hat{y}-y \hat{x})$ is the vector potential, $\omega_{0}$ sets the effective radius of the dot in the absence of a magnetic field $\sigma_{0}=\sqrt{\hbar / m^{*} \omega_{0}}, g$ is the $g$ factor of the host material, and $\sigma^{z}$ is the third Pauli matrix. The eigenstates of this Hamiltonian are the Fock-Darwin states

$$
\begin{equation*}
\psi_{n, l, \eta}(\mathbf{r})=\sqrt{\frac{n!}{\pi \sigma^{2}(n+|l|)!}} \rho^{|l|} e^{-\rho^{2} / 2} L_{n}^{|l|}\left(\rho^{2}\right) e^{-i l \theta}, \tag{2}
\end{equation*}
$$

in terms of the dimensionless polar coordinates $\rho=r / \sigma$ and $\theta$. We used $\sigma=\sqrt{\hbar / m^{*} \Omega}$, with $\Omega=\sqrt{\omega_{0}^{2}+\omega_{c}^{2} / 4}$ and $\omega_{c}=$ $e B / m^{*}$, and $L_{a}^{b}(x)$ is the associated Laguerre polynomial. The quantum numbers $n \in \mathbb{N}_{0}, l \in \mathbb{Z}$, and $\eta= \pm 1$ label the radial state, orbital angular momentum, and spin of the electron, respectively. The corresponding eigenenergies are (we will set $\hbar=1$ from now on)

$$
\begin{equation*}
E_{n, l, \eta}=\Omega(2 n+|l|+1)-\frac{1}{2} \omega_{c} l+\frac{1}{4} g \omega_{c} \frac{m^{*}}{m_{e}} \eta . \tag{3}
\end{equation*}
$$

In order to find the approximate eigenenergies and spin structure of multielectron states in the presence of electron-electron interactions, we follow the method used in Refs. [34,36]; see the Supplemental Material [37] for the details. We create a many-particle basis of antisymmetrized products of single-particle states (2), where we restrict ourselves to the states with $n \leqslant 1$ and $|l| \leqslant 3$, which corresponds to including all single-particle levels up to $\approx 4 \Omega$ at small fields. In the thusly constructed basis, we evaluate all matrix elements of the interaction Hamiltonian

$$
\begin{equation*}
V=\sum_{i<j} \frac{e^{2}}{4 \pi \varepsilon\left|\mathbf{r}_{i}-\mathbf{r}_{j}\right|} \tag{4}
\end{equation*}
$$

and the eigenstates and eigenenergies of the full many-particle Hamiltonian $H_{1}=\sum_{i} H_{0}^{(i)}+V$ can then be found from numerical diagonalization or, in the weak-interaction limit characterized by $\kappa \equiv e^{2} / 4 \pi \varepsilon \sigma_{0} \omega_{0} \ll 1$, from perturbation theory in $\kappa$. For few particles and not too large $\kappa$ (we consider up to five electrons and $\kappa \leqslant 1.5$ ), the low-energy part of the spectrum of $H_{1}$ will resemble the exact many-particle spectrum fairly accurately $[34,44]$.

In Fig. 1(a), we present typical results for the lowest few levels for the case of four electrons, where we set $\kappa=0.5$ and $g=-0.4$. The dots show the numerically calculated lowest five eigenenergies, where green (blue) dots indicate a state with a four-particle spin singlet (triplet) structure. The three triplet states are labeled $\left|T_{\beta}\right\rangle$ and have the largest weight in the orbital configuration $(0,0)^{2}(0,1)^{1}(0,-1)^{1}$, where $(n, l)^{m}$ means $m$ electrons in the orbital state $(n, l)$ [34]. The three lowest singlet states, labeled $\left|S_{\alpha, \beta, \gamma}\right\rangle$, live mostly in the orbital configurations $(0,0)^{2}(0,1)^{2},(0,0)^{2}(0,1)^{1}(0,-1)^{1}$, and $(0,0)^{2}(0,-1)^{2}$, respectively.

For small $\kappa$, these lowest eigenenergies can also be approximated through perturbation theory in the interaction Hamiltonian $V$. Up to second order in $\kappa$, this yields for the


FIG. 1. (a) Field-dependent low-energy part of the spectrum of a four-electron quantum dot with $\kappa=0.5$ and $g=-0.4$. Dots present numerical results and solid lines show the perturbative results of (5). (b) The numerically evaluated energy of the state $\left|S_{\alpha}\right\rangle$ (green lines) relative to $\left|T_{\beta}^{0}\right\rangle$ for two values of $\kappa$.
lowest six states the generic expression
$E_{\nu}=6 \Omega-\frac{L}{2} \omega_{c}+\frac{S}{2} g \omega_{c} \frac{m^{*}}{m_{e}}+c_{1}^{(\nu)} \kappa \sqrt{\Omega \omega_{0}}+c_{2}^{(\nu)} \kappa^{2} \omega_{0}$,
where $L$ and $S$ denote the total orbital and spin angular momentum along $\hat{z}$ of the four electrons. The coefficients $c_{1,2}^{(\nu)} \sim 1$ differ per state $|\nu\rangle$ but can be found explicitly; see Ref. [37] for their exact values. The resulting energies $E_{v}$ are plotted in Fig. 1(a) as solid lines and show good agreement with the numerics. For larger $\kappa$, the perturbation theory breaks down, but the low-energy part of the spectrum is qualitatively the same. This suggests that one can use Eq. (5) to describe the $E_{v}$ if one treats the coefficients $c_{1,2}^{(\nu)}$ as fit parameters to the numerical data. As illustrated in Ref. [37] for the case $\kappa=1.5$, this still leads to excellent agreement. In Fig. 1(b), we show the numerically evaluated energy of the state $\left|S_{\alpha}\right\rangle$ relative to $\left|T_{\beta}^{0}\right\rangle$ as a function of $\omega_{c}$, for $\kappa=0.5$ and $\kappa=$ 1.5. In both cases, the splitting between $\left|S_{\alpha}\right\rangle$ and $\left|T_{\beta}^{0}\right\rangle$ is to good approximation linear in $\omega_{c}$ in the regime of interest, and the ground state changes from a spin triplet to a singlet around $\omega_{c} / \omega_{0} \sim 0.1$. These two generic features are the key ingredients for our qubit proposal.

Triple-dot six-electron states. We will construct our qubit in two six-electron states hosted in a linear arrangement of three quantum dots with a perpendicular magnetic field applied, such as sketched in Fig. 2(a), where the effective on-site potentials $V_{i}$ and the interdot tunnel couplings $t_{i j}$ can be controlled through nearby gate electrodes, as schematically


FIG. 2. (a) Sketch of the linear triple-dot setup in a $(1,4,1)$ charge configuration with a perpendicular magnetic field applied. (b) Six-electron charge stability diagram around the $(1,4,1)$ ground state, as a function of $V_{m}$ and $V_{d}$.
indicated. We describe this system using a simple Hubbardlike Hamiltonian [16,31,45],

$$
\begin{equation*}
H=\sum_{i=1}^{3}\left(H_{1}^{(i)}-V_{i} n_{i}\right)+\sum_{\langle i, j\rangle} U_{c} n_{i} n_{j}-\sum_{\langle i, j\rangle, \eta} \frac{t_{i j}}{\sqrt{2}} c_{i \eta}^{\dagger} c_{j \eta}, \tag{6}
\end{equation*}
$$

where $n_{i}=\sum_{\eta} c_{i \eta}^{\dagger} c_{i \eta}$ is the number operator for $\operatorname{dot} i, c_{i \eta}$ annihilates an electron on dot $i$ with spin $\eta, U_{c}$ accounts for the cross capacitance between neighboring dots, and $H_{1}^{(i)}$ is the single-dot many-particle Hamiltonian for dot $i$ as described above. We thus made several simplifying assumptions: (i) The gate-induced potentials are smooth enough so that they affect all electronic orbitals in the same way. (ii) The separation between the dots is large enough to allow us to treat the interdot electrostatic energy as being dependent only on the $n_{i}$ and not on the exact orbital configuration of the electrons on the neighboring dots. (iii) All tunneling processes we will consider below mostly involve a $(0,0)$ orbital on a lateral dot and a $(0, \pm 1)$ orbital on the central dot; since all $(0, \pm 1)$ orbitals have the same radial structure, we assume that this allows us to use tunneling coefficients $t_{i j}$ that are independent of the exact electronic orbitals involved.

We first study the electrostatic properties of $H$ by diagonalizing the first two terms in Eq. (6). The charge stability diagram in Fig. 2(b) shows the resulting six-electron groundstate charge configuration ( $n_{1}, n_{2}, n_{3}$ ), where $n_{i}$ is the number of electrons on dot $i$, as a function of the detuning parameters $V_{d}=\frac{1}{2}\left(V_{3}-V_{1}\right)$ and $V_{m}=\frac{1}{2}\left(V_{1}+V_{3}\right)-V_{2}$. We fixed $V_{1}+$ $4 V_{2}+V_{3}$ and focused on the regime around the $(1,4,1)$ state. As indicated in Fig. 2(a), we assumed different dot sizes, $\sigma_{0}=30 \mathrm{~nm}$ for the central dot and $\sigma_{0}=20 \mathrm{~nm}$ for the lateral dots, which results in a good ratio between the orbital splitting on the outer dots and the splitting of the many-electron states in the middle dot [46]. Furthermore, we used $U_{c}=0.2 \omega_{0}$ (where $\omega_{0}$ is the bare level splitting on the central dot) and set $\omega_{c} / \omega_{0}=0.1, \kappa=0.5$, and $m^{*} / m_{e}=0.067$.

In the $(1,4,1)$ region, the four lowest-energy six-particle states with $S^{2}=0$ can be written as

$$
\begin{gather*}
|0\rangle=\left|S_{\alpha} S_{(13)}\right\rangle,  \tag{7}\\
|1\rangle=\frac{1}{\sqrt{3}}\left[\left|T_{\beta}^{0} T_{(13)}^{0}\right\rangle-\left|T_{\beta}^{-} T_{(13)}^{+}\right\rangle-\left|T_{\beta}^{+} T_{(13)}^{-}\right\rangle\right],  \tag{8}\\
|2\rangle=\left|S_{\beta} S_{(13)}\right\rangle,  \tag{9}\\
|3\rangle=\left|S_{\gamma} S_{(13)}\right\rangle, \tag{10}
\end{gather*}
$$

where $\left|S_{(13)}\right\rangle$ and $\left|T_{(13)}\right\rangle$ indicate pairing in a singlet or triplet state of the two electrons in the outer dots, and $\left|S_{\alpha, \beta, \gamma}\right\rangle$ and $\left|T_{\beta}\right\rangle$ are the lowest four-particle singlets and triplet on the central dot, see above.

The qubit. We propose to tune close to the degeneracy of $\left|S_{\alpha}\right\rangle$ and $\left|T_{\beta}\right\rangle$ on the central dot, which for $\sigma_{0}=30 \mathrm{~nm}$ happens at $B \approx 75 \mathrm{mT}$. The two lowest-energy singlet states $|0\rangle$ and $|1\rangle$ can then be used as qubit basis, and the singlets $|2\rangle$ and $|3\rangle$ will be split off by an energy much larger than the qubit splitting.

We assume that $t / \Delta \ll 1$, with $t$ the magnitude of the tunnel couplings (typically $t \sim 10 \mu \mathrm{eV}$ ) and $2 \Delta$ the width of the $(1,4,1)$ region; see its definition in Fig. 2(b). Then we can
treat the tunnel coupling perturbatively for most of the $(1,4,1)$ region, and we thus project the full Hamiltonian (6) onto the qubit subspace by means of a Schrieffer-Wolff transformation [37], yielding to order $t^{2}$

$$
\begin{equation*}
H_{\mathrm{qb}}=\frac{1}{2}\left(E_{S T}+J_{z}\right) \sigma_{z}+J_{x} \sigma_{x}, \tag{11}
\end{equation*}
$$

where $\sigma_{x, z}$ are Pauli matrices. The qubit splitting is dominated by the singlet-triplet splitting on the central dot $E_{S T}=E_{T_{\beta}^{0}}-$ $E_{S_{\alpha}}$ [see Fig. 1(b)], which follows to good approximation from the expressions given in Eq. (5),

$$
\begin{equation*}
E_{S T} \approx \gamma_{0} \omega_{0}+\omega_{c}, \tag{12}
\end{equation*}
$$

with $\gamma_{0}=-0.235 \kappa+0.128 \kappa^{2}$, accurate for $\kappa \lesssim 0.5$ (see Ref. [37] for all derivations and an explicit expression for $\left.\gamma_{0}\right)$. We wrote $E_{S T}$ here up to linear order in $\omega_{c} / \omega_{0}$; the next correction is smaller by a factor $\approx 10^{-2} \kappa \omega_{c} / \omega_{0}$. Through $\omega_{c} \propto B$, this term, and thus the qubit splitting, can be easily tuned over tens of $\mu \mathrm{eV}$. We emphasize that this magnetic field dependence arises through coupling of the field to the orbital degrees of freedom of the electrons; the (singlet-only) qubit subspace is insensitive to the coupling of magnetic fields to the spin of the electrons.

Close to the line where $V_{d}=0$ and assuming approximately symmetric tunnel couplings $t_{12} \approx t_{23}$, the two exchange terms read as [37]

$$
\begin{gather*}
J_{z} \approx-t^{2}\left[\frac{\Delta}{\Delta^{2}-V_{m}^{2}}+\frac{3\left(\Delta+\omega_{c}\right)}{\left(\Delta+\omega_{c}\right)^{2}-V_{m}^{2}}\right]  \tag{13}\\
J_{x} \approx \frac{\sqrt{6} t \Delta}{\Delta^{2}-V_{m}^{2}}\left[\delta t+\frac{2 t V_{m}}{\Delta^{2}-V_{m}^{2}} V_{d}\right] \tag{14}
\end{gather*}
$$

for $\Delta$ as defined in Fig. 2(b) and with $t=\frac{1}{2}\left(t_{12}+t_{23}\right)$ and $\delta t=t_{12}-t_{23}$. We see that $J_{z}$ in general presents a small tuning-dependent correction to the qubit splitting, which is dominated by $E_{S T}$, whereas $J_{x}$ provides a coupling to $\sigma_{x}$ linear in $\delta t$ and/or $V_{d}$ (depending on tuning), which can be used to drive Rabi oscillations.

We now discuss two regimes of special interest in the charge stability diagram shown in Fig. 2(b): (i) In the resonant-exchange (RX) regime, close to the top and bottom of the $(1,4,1)$ region, the strong coupling to the other charge states offers fast qubit control through $V_{d}$ [8]. In Fig. 3(a), we show the lowest-lying states as a function of $V_{d}$ along the horizontal dashed line in Fig. 2(b) $\left(V_{m} / \omega_{0}=0.27\right)$ calculated from the Hamiltonian as given in (6), where we ignored the Zeeman splitting for clarity. We used the same parameters as in Fig. 2(b) and further set $t=25 \mu \mathrm{eV}$ and $\delta t=0$. We labeled the two qubit states $|0\rangle$ and $|1\rangle$, three spin triplets $\left|T_{1,2,3}\right\rangle$, and a spin quintuplet $|Q\rangle$; including the Zeeman effect, a triplet (quintuplet) acquires an additional threefold (fivefold) splitting of $1.7 \mu \mathrm{eV}$ for $\omega_{c} / \omega_{0}=0.1$. (ii) In the center of the $(1,4,1)$ region, we find a SS where the qubit is to linear order insensitive to fluctuations of the potentials $V_{i}$, offering some protection against charge noise. In Fig. 3(b), we show the spectrum at the SS for the same parameters as in Fig. 3(a), now as a function of $\delta t$ while setting $V_{d}=0$. At the SS exchange effects are much smaller and thus the qubit splitting is closer to $E_{S T}\left(\approx 18.3 \mu \mathrm{eV}\right.$ for $\left.\omega_{c} / \omega_{0}=0.1\right)$, but apart from that the spectrum looks similar to the RX regime.


FIG. 3. Low-energy part of the spectrum of the Hamiltonian (6) (a) as a function of $V_{d}$ at $V_{m} / \omega_{0}=0.27$ and (b) as a function of $\delta t$ at the $\mathrm{SS}, V_{d}=V_{m}=0$. The green and blue lines show the spin-singlet qubit states $|0\rangle$ and $|1\rangle$ respectively; the gray lines show the spin triplet and quintuplet states. (c) The qubit splitting as a function of the magnetic field, where $\omega_{c} / \omega_{0}=0.1$ corresponds to $B \approx 75 \mathrm{mT}$. (d) The derivative $d J_{x} / d q$ for $q \in\left\{\delta t, V_{d}\right\}$ as a function of $V_{m}$ and at $V_{d}=0$.

In Fig. 3(c), we plot the qubit splitting $\omega_{\mathrm{qb}}$ as a function of the magnetic field, in the RX regime ( $V_{m}=0.27, V_{d}=0$, yellow line) and at the SS (purple line). This confirms the high degree of tunability of our qubit. We further note how the spectra in Figs. 3(a) and 3(b) strongly resemble those in the XOSO spin-qubit proposals of Refs. [31,32], the main difference being the large and straightforwardly tunable qubit splitting $\omega_{\mathrm{qb}} \propto B$ in our proposal. This permits an efficient and adaptable coupling to other systems such as microwave cavities which can be used to couple distant qubits [47-50].

Qubit operation. Single-qubit rotations can be performed via resonant Rabi driving, using a sinusoidal modulation of a tuning parameter $q=\left\{V_{d}, V_{m}, t, \delta t\right\}$ with a small amplitude $\tilde{q}$ and frequency $\omega$, i.e., $q(t)=q_{0}+\tilde{q} \sin (\omega t)$. For small enough $\tilde{q}$, the qubit Hamiltonian (11) can be approximated as

$$
\begin{equation*}
H_{\mathrm{qb}}=\frac{1}{2} \omega_{\mathrm{qb}} \sigma_{z}+A_{q} \sin (\omega t) \sigma_{x} \tag{15}
\end{equation*}
$$

where $A_{q}=\tilde{q}\left(d J_{x} / d q\right)_{q=q_{0}}$. Driving the qubit resonantly, $\omega=\omega_{\mathrm{qb}}$, then induces Rabi oscillations with a frequency $A_{q}$. At the RX regime, where we can use $V_{d}$ as the driving parameter, an amplitude of $\tilde{V}_{d}=5-10 \mu \mathrm{eV}$ gives a Rabi period of $T_{\text {Rabi }} \approx 20-40 \mathrm{~ns}$. At the SS, Rabi rotations are much more efficient via a driving of $\delta t$, which gives a period of $T_{\text {Rabi }} \approx$ 20 ns for an amplitude $\delta \tilde{t}=2 \mu \mathrm{eV}$. Fast qubit rotations can therefore be achieved both in the RX regime and at the SS. In Fig. 3(d), we plot the "efficiency" $d J_{x} / d q$ of the two driving parameters $q \in\left\{\delta t, V_{d}\right\}$ as a function of $V_{m}$, along the line $V_{d, 0}=0$. We see that at the SS the sensitivity to $V_{d}$ vanishes, in accordance with Eq. (14), whereas driving of $\delta t$ stays effective all the way down to $V_{m}=0$.

Qubit initialization and readout can be accomplished by standard spin-to-charge conversion, i.e., pulsing the qubit to one of the neighboring charge configurations that has only one low-lying six-particle singlet state. For example, when tuning into the $(1,3,2) /(2,3,1)$ charge regions, only the qubit state $|0\rangle$ is adiabatically connected to the new groundstate charge configuration. This allows for initialization in $|0\rangle$ as well as readout of the qubit by means of charge detection.

Decoherence. In most GaAs-based spin qubits, the main source of decoherence is the fluctuating bath of nuclear spins that couples to the electron spins via contact hyperfine interaction. On a mean-field level, the effect of this interaction can be described by the Hamiltonian $H_{\mathrm{hf}}=\frac{1}{2} g \mu_{\mathrm{B}} \sum_{i} \mathbf{K}_{i} \cdot \boldsymbol{\sigma}_{i}$, with $\mathbf{K}_{i}$ being a random effective nuclear field acting on electron $i$, typically of the order of a few mT . In the device we propose in this paper, both qubit states are singlets and therefore the qubit splitting is not directly influenced by any intrinsic or external (gradient) of Zeeman fields acting on the electrons, thereby reducing the hyperfine-induced decoherence dramatically $[31,32]$. We estimate the coupling between the nuclear magnetic moments and the orbital degrees of freedom of the electrons to be negligible and dominated by hyperfine coupling of the qubit states to nearby triplet states, which leads to random higher order shifts of the qubit levels [31]. The timescale of this residual hyperfine-induced dephasing can be estimated as $T_{2}^{*} \sim A_{q} \hbar(\delta \varepsilon)^{2} / \sigma_{K}^{4}$, where $\delta \varepsilon$ is the energy splitting between $|0\rangle$ and $\left|T_{1}\right\rangle$; see Figs. 3(a) and 3(b) [37]. For the range of parameters considered here, we find $T_{2}^{*} \sim$ $0.5-5 \mu \mathrm{~s}$ [37], giving a number of visible, coherent Rabi oscillations of $n_{\text {coh }}=T_{2}^{*} / T_{\text {Rabi }} \sim 25-250$.

Another source of decoherence for exchange-based qubits are low-frequency fluctuations in the electrostatic environment of the system. A common way to mitigate such charge noise is to operate the qubit at the SS [Fig. 3(b)], where the qubit splitting is insensitive to fluctuations in the potentials $V_{i}$ to leading order; there we find a dephasing time of $T_{2}^{*} \gg$ $10 \mu \mathrm{~s}$. Away from the SS, the effects of charge noise are larger. At the RX regime [Fig. 3(a)], far away from the SS, the contribution from charge noise to dephasing becomes similar to that of nuclear noise, with a dephasing time of $T_{2}^{*} \sim 0.5 \mu \mathrm{~s}$ [37].

Finally, qubit relaxation via electron-phonon coupling causes qubit decoherence. The relaxation rate can be estimated using Fermi's golden rule and depends on the qubit splitting and on the strength of the exchange interaction [31]. In the RX regime, where the qubit splitting can be extensively tuned through $\omega_{c}$, we estimate relaxation rates from $\Gamma_{\text {rel }} \sim$ 1 GHz for $\omega_{\mathrm{qb}} \sim 50 \mu \mathrm{eV}$ to $\Gamma_{\text {rel }} \sim 1 \mathrm{MHz}$ for $\omega_{\mathrm{qb}} \sim 10 \mu \mathrm{eV}$. And, as is common in exchange-based qubits [18,31], the relaxation rate is strongly suppressed as we approach the SS.

Conclusions. We propose a six-electron exchange-only singlet-only spin qubit hosted in a GaAs linear triple quantum dot. Its singlet-only nature makes the qubit intrinsically insensitive to randomly fluctuating nuclear fields. The qubit can be operated fully electrically, either in an RX regime which enables fast qubit operations or at a SS where the qubit is better protected against charge noise. Furthermore, the fact that the qubit splitting is highly tunable over a large range of energies allows for efficient and adaptable coupling
to microwave resonators, enabling coupling of distant qubits. The only ingredient on which this tunability relies is the appearance of a ground-state singlet-triplet transition at finite magnetic field in the multiparticle spectrum of the central dot. This is a very commonly observed feature in quantum dots of various shapes and sizes.
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[^0]:    ${ }^{1}$ We will not go into full detail here. The effective Hamiltonian for a triple quantum dot spin qubit will instead be derived below, since triple dot spin qubits are more relevant for this thesis. For more details about the S-T qubit please refer to Ref. [9].

[^1]:    ${ }^{2}$ Other charge states are also possible, but we want to keep it simple and consider only states that are coupled to $(1,1,1)$ by only one tunneling event. At the same time, we only consider states with no more than two electrons per quantum dot.

[^2]:    ${ }^{3}$ See the Appendix A for more details about the SW transformation.

[^3]:    ${ }^{4}$ The tunneling $t_{i j}$ accounts for the overlap of wave functions and also for the Coulomb exchange interaction between two electrons in different quantum dots.

[^4]:    ${ }^{5}$ We can actually show that at zero detuning $\left(J_{x}=0\right)$ the Hamiltonian $H_{\mathrm{qb}}^{(1)}$ can be diagonalized and we can obtain a new set of qubit states. In this new basis the Hamiltonian will then read $H_{\mathrm{qb}}^{(1)}=\frac{1}{2}\left(J_{z}+\delta_{z}^{\prime}\right) \sigma_{z}$, with $\delta_{z}^{\prime} \simeq \delta_{z}+2 \delta_{x}^{2} / J_{z}$. Since we expect the two energy variations $\delta_{z}$ and $\delta_{x}$ to be of the same order of magnitude, it is reasonable to consider only the effects of noise in $J_{z}$ and drop out $\delta_{x}$.

[^5]:    ${ }^{6}$ Even though quantum dot-based spin qubits are usually operated in the spin blockade regime, where excited orbitals are not accessible, we will allow for a virtual excitation of these high energy states to make this section comprehensive.

[^6]:    ${ }^{1}$ There are several ways to see this. The simplest is to construct the four-particle spin operator $\mathbf{S}^{2}$ and diagonalize it. But the most beautiful way is to count on one's fingers: we know that there are only five quintuplet states (the state $|\uparrow \uparrow \uparrow \uparrow\rangle$ has $S_{z}=2$, and quintuplets come in groups of five) and we also know that there are $\binom{4}{2}=6$ states with $S_{z}=0$; the only possible combination is five quintuplets, three three-fold (nine in total) triplets and two singlets.

[^7]:    ${ }^{2}$ This is similar to what we showed in Fig. 3.4, where via a modulation of $t_{23}$ the ground state of the system changes from the qubit state $|0\rangle$ to $|1\rangle$.

[^8]:    ${ }^{1}$ In Si-based quantum dots the magnitude of the valley splitting, as well as the phase differences between valley couplings on different dots, are hard to control or predict in practice [10], severely affecting the qubit operation and its coherence time [69].

[^9]:    ${ }^{2}$ The coupling between the nuclear magnetic moments and the orbital degrees of freedom of the electrons in the central dot is, on the other hand, negligible, and will therefore not be considered here.

[^10]:    ${ }^{1}$ Let us note, though, that perfect purification in Si is not possible, hence there is always a weak random magnetic field gradient between dots. Moreover an effective Zeeman noise has been reported in Si quantum dots [33]. This Zeeman noise has been shown to be one of the main sources of decoherence, together with electric noise, in triple QDs.

[^11]:    ${ }^{1}$ An equation of the form $A \cdot B=C$, with $A, B$ and $C$ three different $n \times n$ matrices can be written as $\mathcal{A} \cdot \mathbf{b}=\mathbf{c}$, with $\mathcal{A}$ an $n^{2} \times n^{2}$ matrix and $\mathbf{b}$ and $\mathbf{c}$ two vectors of length $n^{2}$. Writing a matrix equation in this form allows us to use the tools from linear algebra to solve it.

