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Abstract

When superconductors are contacted by other, non-superconducting ma-
terials, the latter may attain some of the properties of the former, and vice
versa. This is the origin of a wealth of interesting phenomena. A strik-
ing example is the coexistence of superconductivity and ferromagnetism
in superconductor-ferromagnet hybrid structures, which under certain
conditions gives rise to dissipationless spin transport.

This work consists of 14 research papers, wherein a variety of super-
conducting hybrid structures are investigated theoretically using the quas-
iclassical Green function formalism. Focus is given to two- and three-
dimensional geometries, the study of which has been made possible with
the use of a numerical framework known as the finite element method.

Among several topics discussed are superconducting vortices nucle-
ated in non-superconductingmaterials without the application of external
magnetic fields. The generation of long ranged triplet superconducting
correlations in superconductor-ferromagnet structures is also explored,
either as generated by an inhomogeneity of the magnetisation, or by spin-
orbit coupling.
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Preface

This thesis is submitted in partial fulfilment of the requirements for the
degree of philosophiae doctor at the Norwegian University of Science and
Technology (NTNU). The research presented herein was conducted as part
of a four-year graduate programme in physics. It also included 30 ECTS
credits of coursework, and one year of undergraduate teaching assistant
duties. My research has been supervised by Professor Jacob Linder, and
Professor Asle Sudbø was my co-supervisor.

I have tried to make this thesis as self-contained as possible, and it
has been my ambition to give a pedagogical introduction to the theoret-
ical foundation underlying the research conducted. In particular, I have
gone to significant lengths in reviewing the quasiclassical Green function
formalism, on which the numerical framework relies. This has been a
highly challenging undertaking, in which I have attempted to fill in details
not discussed in the literature – often requiring a great deal of effort. It is
my hope that this will be of use for others wanting to enter this field. In
order to increase readability, I have intentionally interspersed technically
difficult sections with simple and intuitive derivations and applications of
results.

Much of my time has been devoted to software development. I have
developed a numerical framework which has been quite successful, and
has facilitated the study of a variety of superconducting hybrid structures.
The bulk of the work is contained in the research papers, all of which are
appended in their entirety at the end of the thesis. I have therefore elected
not to review each paper individually, but instead provide summaries of a
selection of papers, in a way which fits with the narrative of the thesis.
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Notation and conventions

This thesiswill use SI units, with the convention that the elementary charge
is defined as negative, e =−|e|. Scalars are typeset in an italic font, A, and
vectors in bold italic, A. Unit vectors along the Cartesian axes are denoted
as ex , e y , and ez .

Many quantities encountered will have a matrix structure. For 2×2
matrices, no additional notation will be introduced, and any ambiguity
will be clarified in the text. 4× 4 matrices are denoted as Â, and 8× 8
matrices as Ǎ. The unit matrix is thus denoted as I , Î , or Ǐ , depending on
matrix size. Matrices can also be vectors, in which case they are given a
bold font. An example is the Pauli matrix vector,

σ=σx ex +σy e y +σz ez ,

where σ j , j ∈ {x, y, z} are the conventional, 2× 2 Pauli matrices. Block
diagonal 4×4 may be expanded in a basis of ρ matrices, defined as

ρ0 =
(

I 0
0 +I

)
, ρ1 =

(
σx 0
0 +σx

)
, ρ2 =

(
σy 0
0 +σy

)
, ρ3 =

(
σz 0
0 +σz

)
,

ρ4 =
(

I 0
0 −I

)
, ρ5 =

(
σx 0
0 −σx

)
, ρ6 =

(
σy 0
0 −σy

)
, ρ7 =

(
σz 0
0 −σz

)
.

(1)

The Green function, a quantity to be discussed at length, depends on
two position variables, r1 and r2, and two time variables, t1 and t2. This
allows for several variations of the Fourier transform. Considered here
are systems of sufficient size for the approximation 1

V

∑
k → ∫ dk

(2π)3 to be
reasonable, with V the system volume. The spatial Fourier transform is
then defined as

G(k1,k2) =
∫

dr1

∫
dr2 G(r1,r2)e−i k1·r1+i k2·r2 ,

G(r1,r2) =
∫

dk1

(2π)3

∫
dk2

(2π)3 G(k1,k2)e i k1·r1−i k2·r2 .
(2)
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A different variation, which will be utilised frequently, is the mixed rep-
resentation, where the Green function is Fourier transformed in the re-
lative coordinate r = r1 − r2, but not in the centre of mass coordinate,
R = (r1 + r2)/2, thus giving

G(k ,R) =
∫

dr G

(
r + 1

2
R ,r − 1

2
R

)
e−i k ·r , (3)

or alternatively,

G(k ,R) =
∫

dδk

(2π)3 G

(
k + 1

2
δk ,k − 1

2
δk

)
e iδk ·R , (4)

where δk = k1 −k2, and k = (k1 +k2)/2.
With one notable exception in Paper II, only stationary systems will

be considered, for which the temporal Fourier transform in the relative
coordinate τ= t1 − t2 is defined as

G(ε) =
∫

dτ

~
G(τ)e iετ/~,

G(τ) =
∫

dε

2π
G(ε)e−iετ/~.

(5)

Finally, a convolution GC , given as

GC (r1,r2) =
∫

dr ′G A(r1,r ′)GB (r ′,r2),

takes the following form in the mixed representation,

GC (k ,R) =exp

[
i

2

(∇A
R ·∇B

k −∇A
k ·∇B

R

)]
G A(k ,R)GB (k ,R)

≡G A(k ,R)⊗GB (k ,R), (6)

where ⊗ is called theMoyal product [1]
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Chapter 1

Introduction

1.1 A brief history of modern computing

The 1880United States national censuswas largely tabulated usingmanual
methods, and, due to rapid population growth, took eight years to com-
plete. Hence, in 1888 the U.S. Census Bureau – motivated, presumably,
by the prospect of never having to go through that again – issued a com-
petition for more efficient means of processing the collected data [2]. The
winner of this competition was Herman Hollerith, with his eponymous
Hollerith machine [3]. It worked by reading punch cards containing the
required information, such as age and gender, and was much faster than
previous methods, completing the 1890 census in about two years.

The first programmable digital computer was the ENIAC (Electronic
Numerical Integrator And Computer), which appeared in 1945 [4]. Its abil-
ity to perform logical operationswas constructed fromcircuitry containing
more than 17000 electronic switches made from vacuum tubes. These
switches were much like the incandescent light bulb in that they were
not very durable, and quite power hungry. They were, however, common
components in electronic computers until they were replaced by the tran-
sistor [5]. Invented in 1947, the transistor brought about a new paradigm
of electronics, in which semiconductors such as silicon took centre stage.
It required much less power than the vacuum tube, had an, in principle,
indefinite lifetime, and could be made much more compact. This made
possible the creation of the integrated circuit in 1958-1959 [6].

The first microprocessor came in 1971, the Intel 4004 [7]. It consisted
of 2300 transistors of the MOSFET type (metal-oxide-semiconductor field-
effect transistor) [8]. A few years later, in 1974, it was realised that the

1



2 CHAPTER 1. INTRODUCTION

power density of a MOSFET does not depend upon its size [9]. Known as
theDennard scaling law, this led to a cascade of ever-smaller micropro-
cessors containing increasingly large numbers of transistors, which in turn
contributed to making faster processors. In 1975 Gordon Moore made
the prediction that the number of transistors used in an integrated circuit
would double every two years [10] (a modification of his 1965 prediction
of annual doubling [11]). This is known asMoore’s law, and has proven
surprisingly accurate – even today.

Our insatiable need for more powerful electronics is, however, faced
with some serious challenges. Cramming more and more components
onto integrated circuits, to quote Ref. [11], requires them to be smaller and
smaller. This, in turn,makes themmore susceptible to damagedue to Joule
heating, i.e., the increase in temperature due to resistance as electric cur-
rents are passed through the circuitry. In fact, it is generally agreed that the
Dennard scaling law broke down around 2006, due to current leakage and
risk of thermal runaway processes [12, 13]. To circumvent this issue, the
industry shifted towards multi-core processors, and increased parallelism,
rather than increasing the operating speeds of individual processors. Thus
far, this has been successful, and Moore’s law is still clung to. Neverthe-
less, with state-of-the-art processors now making use of 7 nm transistors
numbering in the billions, and with 3 nm transistors to be released in the
immediate future [14], we are nearing the limits of what can physically be
achieved. With device improvement by shrinking soon to be an unviable
option, the race is on to find the next step in the technological evolution
of electronics. One contender for that distinction is spintronics [15].

1.2 Spintronics

Electrons possess an intrinsic angular momentum known as spin. So
named because of its resemblance to the classical picture of a sphere spin-
ning on its own axis, the electron spin is a quantum number which can
attain one of two possible values, “up” or “down”, along a given quant-
isation axis. The electron spin is responsible for some materials being
ferromagnetic, through a quantum mechanical effect known as the ex-
change interaction, to be discussed in Section 6.1.

While conventional electronics is concerned with the transport of
charge, the field of spintronics aims to utilise the electron spin as informa-
tion carriers. The binary nature of spin makes it a natural choice for use in
digital electronics, where the fundamental building blocks of logic consist
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of 0s and 1s. In fact, there are devices based on concepts from spintronics
in common use today. One such example is the hard disk drive (HDD), a
data storage device used in most computers. Its design was revolution-
ised by the effect of giant magnetoresistance (GMR) [16, 17], which is the
observation that when a non-magnetic (normal) metal is sandwiched
between two ferromagnets, and a voltage is applied across the trilayer, the
resistance is different whether the two ferromagnets are aligned parallel or
antiparallel, as illustrated in Fig. 1.1. Hence, a different current signal can
be created by switching themagnetisation in one of the ferromagnets relat-
ive to the other, and this can be used to code information. Modern HDDs
have transitioned to using tunnel magnetoresistance (TMR) [18], which is
similar to GMR, except that the conducting normal metal is replaced with
an insulator, so that the transfer of electrons occurs through tunnelling.
Since the discovery of a significant magnetoresistance ratio of more than
10 % [19, 20] at room temperature, research into such tunnelling junctions
has exploded [21–24], reaching a room temperature magnetoresistance
ratio of 604 % [25]. This has allowed the industry to increase the storage
capacity of HDDs almost fourfold over the past decade [26].

Parallel Antiparallel

F F FF

Figure 1.1: Illustration of the giant magnetoresistance (GMR). Stacks of fer-
romagnets are separated by non-magnetic interlayers. Particles with spins
parallel to the magnetisation experience fewer collisions than particles
with opposite spins, thereby giving a difference in the net resistance de-
pending on whether the ferromagnetic layers are in a parallel or antiparal-
lel configuration.

Another device in which TMR has found application is the MRAM
(Magnetoresistive Random Access Memory) [27], where the orientation of
the magnetisation is used to form computer memory. While conventional
DRAM and SRAM (Dynamic and Static Random Access Memory, respect-
ively) used in computers today, require continual access to power in order
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to store information, MRAM is non-volatile, meaning that memory is re-
tained evenwhen the power is turned off. Storing information in anMRAM
was initially prohibitively demanding of energy, as switching the relative
magnetisation of the TMR was done using magnetic fields, which in turn
required large currents. This problem was, however, solved by the use
of spin transfer torque (STT) [28–30]. The so-called STT-MRAM works by
using spin polarised currents to switch the relative magnetisation in the
TMR [31, 32], and allowed for much more compact and energy efficient
MRAMs, with state-of-the-art commercial STT-MRAM devices reaching
1 Gbit [33].

S D

S D

VG = 0

VG ≠ 0

N

N

ON

OFF

Figure 1.2: The Datta-Das transistor. A ferromagnetic source (S) and drain
(D) is attached to a non-magnetic metal (N). A gate voltage VG is used
to manipulate the spin polarisation of the current in the normal metal
through spin-orbit coupling. The arrows indicate the spin direction.

There is ongoing research to produce computational logic with spin-
tronics. Utilising spin in a transistorwas shown to be conceptually possible
with the Datta-Das transistor [34]. It works by using ferromagnetic sources
and drains, with a parallel magnetisation, inducing a spin polarisation
in the current travelling between them. A gate voltage is used to intro-
duce spin-orbit coupling into the intermediary normal metal layer, which
creates a misalignment between the polarisation of the current and the
magnetisation in the drain. The gate voltage therefore modifies the con-
ductance of the system, thereby acting as a switch, as shown in Fig. 1.2. Al-
though several experimental realisations of such a spin-based logic devices
exist [35–38], more research is required to find a true replacement for the
MOSFET.
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The examples mentioned so far all have in common that the electron
spin is used to add functionality, but they do nothing to mitigate Joule
heating. Indeed, the central component in all devices mentioned is a
charge current, which means that the same heating issues that occur
in conventional electronics appear also in these cases. Several research
avenues exists which attempt to solve this problem. For instance, the
field of spin insulatronics aims to separate spin and charge transport by
using magnons in either ferromagnetic or antiferromagnetic insulators as
spin carriers, with promising results [39–43]. The focus of this thesis will,
however, be on superconducting spintronics [44, 45].

1.3 Superconducting spintronics

When some materials, typically metals, are cooled to cryogenic temper-
atures, their electrical resistance may suddenly vanish completely. This
phenomenon is known as superconductivity, and was discovered by Kam-
merlingh Onnes in 1911 [46]. Associated with the superconducting state
is also the expulsion of applied magnetic fields, known as the Meissner
effect [47]. These findings were explained theoretically in 1957 by the BCS
theory, named after its discoverers Bardeen, Cooper and Schrieffer [48].
Clearly, the access to dissipationless currents would greatly reduce the
power consumption of electronics. However, the temperatures required
for the onset of superconductivity are prohibitively low – reaching at most
39 K at ambient pressure for conventional (BCS) superconductors [49,
50]. Better off are the so-called high-temperature superconductors, which
do not conform to the BCS theory, where the record transition temper-
ature of 138 K is held by the cuprates [51]. Creating room temperature
superconductivity is therefore still very much an unsolved problem within
condensed matter physics. On the other hand, close-to room temperature
superconductivity is possible at increased pressure, as was recently shown
to be the case for some hydride compounds [52, 53]. Unfortunately, with
the required pressure being on the order of hundreds of gigapascals, these
materials are hardly an option for everyday electronics.

Setting the challenge of sufficient cooling aside, a marriage of super-
conductivity and spintronics is an intriguing idea, in which the energy
efficiency of the former complements the increased functionality of the
latter. This prospect is, however, slightly overshadowed by the fact that fer-
romagnetic order and superconductivity are antagonistic properties [54,
55]. Superconductivity emerges due to the formation of bound states
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between pairs of electrons, called Cooper pairs [56], which typically have
opposite momentum and opposite spins (the spin singlet state). A mag-
netic field, on the other hand, will tend to align spins, and hence break up
the Cooper pairs. Nevertheless, there exists materials which are both su-
perconducting and ferromagnetic [57], such as the rare-earth compounds
HoMo6S8 [58, 59] and ErRh4B4 [60, 61], where both types of ordering may
be found in a small temperature region surrounding the superconductor-
ferromagnet transition. In addition, coexistence of ferromagnetism and
superconductivity has been observed in materials labelled as ferromag-
netic superconductors [62], such as some uranium compounds [63–66].
These materials are likely examples of so-called unconventional supercon-
ductors, where the Cooper pairs form in an equal spin triplet configuration,
which is thus insensitive to the spin splitting generated by the ferromag-
netic ordering [67].

Apart from the above examples, which themselves involve rather exotic
compounds, materials which intrinsically support both superconductiv-
ity and ferromagnetism are rare. Fortunately, there is an alternate ap-
proach, which is perhaps more promising with regards to future applic-
ations, where conventional metallic superconductors can be combined
with common ferromagnetic materials and produce spin-dependent su-
perconducting effects – the proximity effect [68–71]. This phenomenon,
which will be discussed in Chapters 5 and 6, occurs when a supercon-
ductor is contacted by a non-superconducting material. In this case, the
superconducting correlations in the former may leak into the latter, and
thus influence its properties.

The proximity effect is the origin of interesting phenomena in hybrid
structures of ferromagnets and superconductors. In particular, at the in-
terface between two such materials, the spin splitting of the energy bands
introduces a finite momentum to the Cooper pairs, giving the supercon-
ducting correlations an oscillatory decay into the ferromagnet [72–74].
However, for a homogeneous ferromagnet, the decay is very sharp, due
to the aforementioned incompatibility of superconductivity and ferro-
magnetism. What saves the proximity effect as a viable candidate for
superconducting spintronics is what happens when a superconductor is
attached to, for instance, an inhomogeneous ferromagnet. As is elaborated
in Chapter 6, equal spin triplet superconducting correlations may then be
generated in the ferromagnet – even if the sourcing superconductor is of
the conventional singlet type [75–77]. Such triplets, when their spins are
alignedparallel to themagnetisation in the ferromagnet, donot experience
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the pair breaking effect of the spin splitting, and may therefore exhibit
much longer decay lengths. This has earned them the name of long ranged
triplet superconducting correlations. The first experimental verification
of this effect came in 2006, when a Josephson effect (see Section 5.2) was
measured in CrO2, which is a half metal, and thus cannot allow a sing-
let proximity effect, leaving triplets as the only possible explanation [78].
Shortly thereafter, a different breakthrough came with the observation of
conductance oscillations in a ferromagnetic Josephson junction, using
holmium as the ferromagnetic interlayer [79]. Since the magnetisation in
holmium is intrinsically inhomogeneous, having a conical structure, this
was another indication of the presence of long ranged triplets. In 2010 a
series of other experimental works appeared, providing further evidence
of the effect [80–83].

The requirement of inhomogeneousmagnetisation for the appearance
of long ranged triplets is challenging for device manufacture. Ferromag-
nets which are intrinsically inhomogeneous (such as holmium) are rare,
and artificially generated spatial variations through layers of homogen-
eous ferromagnets are difficult to control. However, spin-orbit coupling
provides an alternative route. Homogeneous ferromagnets in contact with
materials with strong spin-orbit coupling, such a platinum or tungsten,
results in the necessary spin-mixing to induce long ranged triplets, as was
predicted in severalworks [84–88], and recently verified experimentally [89,
90].

The field of superconducting spintronics is quickly evolving towards a
level where it may find use in practical applications [91]. For instance, a
memory cell using a ferromagnetic Josephson junction, referred to as a JM-
RAM, has been proposed [92], and a very recent experimental work repor-
ted an increase in magnetoresistance by three orders of magnitude by the
onset of superconductivity in a ferromagnet-superconductor bilayer with
interfacial spin-orbit coupling [93]. A three order of magnitude increase
with respect to the normal state has also been observed in the inverse
spin Hall effect of superconducting NbN [94]. Another observation with
great potential is that of giant thermoelectric effects in superconductor-
ferromagnet structures, which can exceed that of normal state equival-
ents [95, 96]. Nevertheless, there is still much to explore in this fascinating
topic. This thesis will begin by a thorough derivation of the quasiclassical
Green function formalism in Chapter 2, which has been very successful in
describing superconducting hybrid structures. In Chapter 3 an introduc-
tion to superconductivity is given. After a brief excursion into numerical
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solution methods in Chapter 4, the proximity effect in spin-independent
systems is studied in some detail in Chapter 5. Finally, superconductor-
ferromagnet hybrid structures are tackled in Chapter 6.



Chapter 2

Green Function Formalism

Green functions is the most powerful computational tool for use in con-
densed matter physics. With it, all observables of interest, such as the
current density or density of states, can be calculated. One might expect
that such a general mathematical tool is complicated and unwieldy in its
use, and indeed, Green functions are very much the artillery in the arsenal
of analytical tools. With but a few exceptions, it is not possible to find
an exact expression for the Green function of a given process. One must
therefore rely on approximations.

In this chapter, an attempt will be made at giving a pedagogical intro-
duction to the Green function formalism. Furthermore, a very successful
approximation scheme – particularly for use in superconductivity – will
be introduced, namely the quasiclassical approximation.

2.1 Definition of the Green function

Consider the operators c†
ν and cν, which create and annihilate a particle

in the state associated with the set of quantum numbers ν, respectively.
In the following, only fermions will be discussed, and so these operators
satisfy the following relations,{

c†
ν , cν′

}
= δνν′ ,

{
cν , cν′

}
=

{
c†
ν , c†

ν′

}
= 0. (2.1)

To study bosons, one needs only to replace the anticommutators with
commutators in Eq. (2.1). From the two operators, a pair of field operators
may be defined by changing to a position basis,

ψ†
σ(r ) =∑

ν
〈ν|r 〉c†

νσ , ψσ(r ) =∑
ν
〈r |ν〉cνσ, (2.2)

9
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where the spin quantum number σ is displayed explicitly. Note that the
field operators have unit m−3/2. The physical interpretation of ψ†

σ(r ) and
ψσ(r ) is that they create andannihilate aparticlewith spinσ at theposition
r . Since the particle is a fermion, they satisfy relations similar to Eq. (2.1),{

ψ†
σ(r ) , ψσ′(r ′)

}
=δσσ′δ(r − r ′), (2.3){

ψσ(r ) , ψ†
σ′(r ′)

}
=0, (2.4){

ψ†
σ(r ) , ψ†

σ′(r ′)
}
=0. (2.5)

In the Heisenberg picture, these operators are time dependent, and their
time evolution is governed by the Heisenberg equation,

i~
∂ψσ

∂t
=[

H ,ψσ

]
, (2.6)

i~
∂ψ†

σ

∂t
=

[
H ,ψ†

σ

]
, (2.7)

where H is the second-quantised Hamilton operator.
The Green function is defined as a correlation function between two

field operators. Several versions exist, and the onewith perhaps the easiest
interpretation is the time-ordered Green function,

Gσσ′(r , t ;r ′, t ′) =−i
〈
T ψσ(r , t )ψ†

σ′(r ′, t ′)
〉

. (2.8)

The angular brackets symbolise quantum and thermal averaging, which
in equilibrium may be performed in the grand canonical ensemble, 〈A〉 =
Z−1Tr

[
e−β(H−µN ) A

]
, where Z =Tr

[
e−β(H−µN )

]
, µ is the chemical potential

and N is the number operator. The parameter β= 1/kBT , where T is the
temperature and kB is the Boltzmann constant. Finally, the time ordering
operator T ensures that the field operators act in chronological order
from right to left. In other words, T does nothing if t > t ′, otherwise it
switches the position of ψ†

σ and ψσ′ , incurring in the process a minus sign
due to the fermion nature of the field operators. Assuming, then, that
t > t ′, the interpretation of Gσσ′ is clear. It is the probability amplitude for
finding a particle with spin σ at position r at time t , provided that at time
t ′ a particle with spin σ′ is inserted in position r ′. Colloquially it can be
said that the particle propagates from r ′ to r , although this is not entirely
correct due to the particles being indistinguishable.
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Other useful flavours of Green functions are the retarded and advanced
variations, GR and G A , defined as,

GR
σσ′(r , t ;r ′, t ′) =− iθ(t − t ′)

〈{
ψσ(r , t ) , ψ†

σ′(r ′, t ′)
}〉

, (2.9)

G A
σσ′(r , t ;r ′, t ′) =+ iθ(t ′− t )

〈{
ψσ(r , t ) , ψ†

σ′(r ′, t ′)
}〉

, (2.10)

which describe processes that are causal and anti-causal, respectively.
Notice that they are related through the transformation

G A
σσ′(r , t ;r ′, t ′) = [

GR
σ′σ(r ′, t ′;r , t )

]∗
, (2.11)

and hence it is seldom necessary to discuss G A explicitly.
As will become clear when considering superconducting systems in

Chapter 3, it is advantageous towrite the field operators as a vector describ-
ing both particles and holes, which is known as Nambu⊗spin space [97],

Ψ(r , t ) =
(
ψ↑(r , t ) ψ↓(r , t ) ψ†

↑(r , t ) ψ†
↓(r , t )

)T
(2.12)

To maintain a familiar form of the anticommutation relation, the anticom-
mutator in Nambu⊗spin space is defined as,

{A , B} = AB + (
B T AT )T

, (2.13)

with a similar definition for the commutator. The anticommutation rela-
tion for Ψ then becomes{

Ψ(r , t ),Ψ†(r ′, t )
}
= Îδ(r − r ′), (2.14)

where Î is the identity matrix in Nambu⊗spin space. The Green functions
now become 4×4 matrices,

ĜR (r , t ;r ′, t ′) =− iθ(t − t ′)ρ̂4

〈{
Ψ(r , t ),Ψ†(r ′, t ′)

}〉
, (2.15)

Ĝ A(r , t ;r ′, t ′) =+ iθ(t ′− t )ρ̂4

〈{
Ψ(r , t ),Ψ†(r ′, t ′)

}〉
, (2.16)

and their matrix structure takes the form,

Ĝ X (r , t ;r ′, t ′) =
(

G X (r , t ;r ′, t ) F X (r , t ;r ′, t ′)[
F X (r , t ;r ′, t ′)

]∗ [
G X (r , t ;r ′, t ′)

]∗)
, (2.17)

where G X and F X are 2×2 matrices in spin space, and X ∈ {R, A}. F X are
known as the anomalous Green functions.
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2.2 The equation ofmotion

In order to compute the Green functions, it is necessary to find their equa-
tions of motion. For the retarded Green function, this is done by differen-
tiating, e.g., with respect to the time coordinate t , and applying Eq. (2.6).
For a given Hamiltonian Ĥ in Nambu⊗spin space, it is thus found that[

i~ρ̂4
∂

∂t
− Ĥ(r )

]
ĜR (r , t ;r ′, t ′) = ~Îδ(t − t ′)δ(r − r ′). (2.18)

If the Hamiltonian is independent of time, as will always be the case for
the systems considered here (with the exception of Paper II), Eq. (2.18)
may be Fourier transformed in the relative time coordinate t − t ′, which
gives [

(ε+ iδ)ρ̂4 − Ĥ(r )

]
ĜR (r ,r ′;ε) = Îδ(r − r ′), (2.19)

Note the convergence factor δ, which is necessary to ensure a well-defined
temporal Fourier transform, and is chosen so that ǦR = 0 for t − t ′ < 0, as
is consistent with the definition of the retarded Green function. A similar
equation may be found by differentiation with respect to t ′,

ĜR (r ,r ′;ε)

[
(ε+ iδ)ρ̂4 − Ĥ(r ′)

]
= Îδ(r − r ′), (2.20)

where any operators in Ĥ must act towards the left. The same steps may
be repeated to produce equations of motion for the advanced component
Ĝ A , but with δ→−δ. From now on, δ will be assumed contained in ε for
brevity.

Free electron gas

The simplest example where an analytical expression for the Green func-
tion can be found is the free electron gas. In this case the Hamiltonian is
given as

Ĥ =−
[ ~2

2m
∇2 +µ

]
Î , (2.21)

whereµ is the chemical potential. The equation ofmotion for ĜR therefore
takes the form,[

ερ̂4 +
( ~2

2m
∇2 +µ

)
Î

]
ĜR (r ,r ′,ε) = Îδ(r − r ′). (2.22)
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This system has translation invariance, and hence may be Fourier trans-
formed in the relative coordinate r − r ′, which gives immediately

ĜR (k ,ε) =
[
ερ̂4 −

(~2k2

2m
−µ

)
Î

]−1

. (2.23)

2.3 NonequilibriumGreen functions

It is not always straightforward to compute the average in Eq. (2.8). Typic-
ally, a perturbation V (t ) from a known state H0 is assumed to be switched
on at some time t0. It is convenient to treat this problem in the interaction
picture, where the field operators evolve in time as

ψI (t ) = S(t , t ′)ψI (t ′),

where S(t , t ′) is the S matrix [98],

S(t , t0) =
T exp

[
− i

~
∫ t

t0
V (t ′) d t ′

]
t > t0

T̃ exp
[
− i

~
∫ t

t0
V (t ′) d t ′

]
t < t0

(2.24)

and T̃ is the anti-time ordering operator. They are related to the field
operators in the Heisenberg picture via

ψ(t ) = S(t0, t )ψI (t )S(t , t0). (2.25)

Notice that the interaction picture agrees with the Heisenberg picture at
t = t0. The time ordered product in Eq. (2.8) may thus be written as

T ψ(t1)ψ†(t2) = θ(t1 − t2)ψ(t1)ψ†(t2)−θ(t2 − t1)ψ†(t2)ψ(t1)

= θ(t1 − t2)S(t0, t1)ψI (t1)S(t1, t2)ψ†
I (t2)S(t2, t0)

−θ(t2 − t1)S(t0, t2)ψ†
I (t2)S(t2, t1)ψI (t1)S(t1, t0)

= S(t0, tmax)T
[

S(tmax, t0)ψI (t1)ψ†
I (t2)

]
,

where tmax =max(t1, t2). It has been used that V within the second quant-
isation formalism typically consists of products of an even number of
fermion operators, and hence, S(t1, t2) commutes with ψ and ψ† within
the time ordering bracket. Notice that, as seen in Eq. (2.24), the fermion
operators in S(t1, t2) are applied at times t ∈ [t1, t2], which constrains its
time ordering properties.
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At a temperature T = 0, Eq. (2.8) is simply a quantum mechanical aver-
age over the ground state, ignoring for the moment the spin and position
variables,

G(t1; t2) =−i 〈ψI (t0)|S(t0, tmax)T
[

S(tmax, t0)ψI (t1)ψ†
I (t2)

]
|ψI (t0)〉 .

The ground state |ψI (t0)〉 is, however, unknown due to the presence of
V (t ). Since no information about the system prior to t0 is of interest, it
can be assumed that the perturbation is switched on adiabatically, slowly
increasing from zero at t =−∞, reaching its full value at t = t0. Similarly,
the perturbation may be switched off adiabatically at times t > tmax, so
that it once again is zero at t =∞. The ground state at t =−∞, |ψI (−∞)〉,
is the ground state of H0, which is known. Furthermore, since the ground
state is non-degenerate, and the Hamiltonian is given by H0 at t =∞ as
well, |ψI (∞)〉 can only differ from |ψI (−∞)〉 by a phase factor e iφ. Hence,

G(t1; t2) =−i
〈ψI (−∞)|T

[
S(∞,−∞)ψI (t1)ψ†

I (t2)
]
|ψI (−∞)〉

〈ψI (−∞)|S(∞,−∞) |ψI (−∞)〉 , (2.26)

where it has been used that

e iφ = 〈ψI (−∞)|ψI (∞)〉 = 〈ψI (−∞)|S(∞,−∞)|ψI (−∞)〉 .

This procedure does not work at finite temperatures T > 0. In that case,
the thermal average of Eq. (2.8) involves all states, not just the ground state,
and hence non-degeneracy cannot be guaranteed. That particular issue
can be circumvented by using imaginary time (or Matsubara frequencies),
in which case the Green function becomes periodic [99]. Such trickery
is not possible for nonequilibrium systems, however, where |ψI (∞)〉 gen-
erally cannot be related to |ψI (−∞)〉. This motivates the introduction of
a different formalism. It turns out that it is possible to define real-time
Green functions which are valid at both finite temperatures and out of
equilibrium. This can be done by allowing the time dependence to evolve
– not along the conventional time axis – but along a time contour which
eventually doubles back on itself at some time τ∗, as illustrated in Fig. 2.1.
In this way, only the ground state at |ψI (−∞)〉 is required.
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tt1 t2
⇒

t

t1 t2

τ

τ∗

Figure 2.1: Illustrationof the timecontour alongwhich the contourordered
Green function Gc evolves.

.

A contour ordered Green function may then be defined as

Gc (t1; t2) =−i
〈
Tcψ(t1)ψ†(t2)

〉
, (2.27)

where Tc is an operator which orders the fermion operators along the
contour in Fig. 2.1. Note that depending on where t1 and t2 are located
relative to the contour turning point τ∗, several species of Green functions
may be defined,

Gc (t1, t2) =


GT (t1, t2) t1, t2 < τ∗

G<(t1, t2) t1 < τ∗, t2 > τ∗

G>(t1, t2) t1 > τ∗, t2 < τ∗

G T̃ (t1, t2) t1, t2 > τ∗

(2.28)

where GT and G T̃ are the time ordered, and anti-time ordered Green func-
tions, respectively. The former is defined in Eq. (2.8). Furthermore

G<(t1, t2) =+ i
〈
ψ†(t2)ψ(t1)

〉
(2.29)

G>(t1, t2) =− i
〈
ψ(t1)ψ†(t2)

〉
(2.30)

Note that these Green functions are not linearly independent, but are
related through a variety of identities,

GT +G T̃ =G>+G<

GR = θ(t1 − t2)
(
G<−G>)=GT −G< =G>−G T̃ ,

G A = θ(t2 − t1)
(
G>−G<)=GT −G> =G<−G T̃ ,

as is seen by inspecting Eq. (2.9) and Eq. (2.10). Different variations of
the time contour are possible. Transient behaviour from an initial time t0

may be studied via the Kadanoff-Baym contour [100], shown in Fig. 2.2a).
Only stationary systems are of concern here, however, in which case it is



16 CHAPTER 2. GREEN FUNCTION FORMALISM

more convenient to let t0 →−∞ and τ∗ →∞, as shown in Fig. 2.2b). This
is known as the Keldysh contour [101].

t

t1 t2 τ∗t0

t0 − iβh̄

t

t1 t2

a) b)

Figure 2.2: Different variations of the time contour. In a) is shown the
Kadanoff-Baym contour, and in b) the Keldysh contour.

Special routines are required in order to perform convolutions along
the Keldysh contour C . Consider a convolution

C<(t1, t2) =
∫
C

dτ A(t1,τ)B(τ, t2). (2.31)

t1 should in this case lie on the upper branch of Fig. 2.2, and t2 on the
lower. Integrating over the two branches separately gives

C<(t1, t2) =
∫ ∞

−∞
dτ A(t1,τ)B(τ, t2)+

∫ −∞

∞
dτ A(t1,τ)B(τ, t2)

=
∫ ∞

−∞
dτ

[
AT (t1,τ)B<(τ, t2)− A<(t1,τ)B T̃ (τ, t2)

]
,

or equivalently,

C<(t1, t2) =
∫ ∞

−∞
dτ

[
AR (t1,τ)B<(τ, t2)+ A<(t1,τ)B A(τ, t2)

]
. (2.32)

Similarly,

C>(t1, t2) =
∫ ∞

−∞
dτ

[
AR (t1,τ)B>(τ, t2)+ A>(t1,τ)B A(τ, t2)

]
, (2.33)

C R (t1, t2) =
∫ ∞

−∞
dτ AR (t1,τ)B R (τ, t2), (2.34)

C A(t1, t2) =
∫ ∞

−∞
dτ A A(t1,τ)B A(τ, t2). (2.35)

Eqs. (2.32) to (2.35) are the Langreth rules [102], which convert contour
integrals to conventional integrals along the time axis.
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Typically, an additional Green function is defined,

GK
σσ′(r , t ;r ′, t ′) =−i

〈[
ψσ(r , t ) , ψ†

σ′(r ′, t ′)
]〉

, (2.36)

which is known as the Keldysh Green function. It satisfies GK =G>+G<,
and hence its Langreth rule is

C K (t1, t2) =
∫ ∞

−∞
dτ

[
AR (t1,τ)B K (τ, t2)+ AK (t1,τ)B A(τ, t2)

]
. (2.37)

Eqs. (2.34), (2.35) and (2.37) can be made more compact by introducing
a matrix structure. Including the structure in Nambu⊗spin space, the
resulting Green function becomes an 8×8 matrix of the form

Ǧ =
(
ĜR ĜK

0 Ĝ A

)
. (2.38)

In this way, the Langreth rules are automatically incorporated into the
matrix product, so that one only needs to worry about conventional time
coordinates.

GK for a stationary system in equilibrium

For a stationary system in equilibrium, the quantum and thermal average
of two operators satisfies the identity, with H̄ = H −µN ,

〈A(t )B(0)〉 = Z−1Tr
[

e−βH̄ A(t )B(0)
]

= Z−1Tr
[

e−βH̄ e i H̄ t/~A(0)e−i H̄ t/~B(0)
]

= Z−1Tr
[

B(0)e−βH̄ e i H̄ t/~A(0)e−i H̄ t/~eβH̄ e−βH̄
]

= 〈
B(0)A(t + iβ~)

〉
.

Applying this to Eq. (2.36), it is clear that GK can be expressed as

GK (t ,0) =G>(t ,0)−G>(t + iβ~,0). (2.39)

By Fourier transforming one then gets

GK (ε) =
(
1−e−βε

)
G>(ε). (2.40)

Furthermore,

GR (t ,0)−G A(t ,0) =−i
〈{

ψ(t ),ψ†(0)
}〉

=G>(t ,0)+G>(t + iβ~,0), (2.41)
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which means that an expression for G> is found to be

G>(ε) =
(
1+e−βε

)−1 (
GR (ε)−G A(ε)

)
. (2.42)

Combining Eqs. (2.40) and (2.42) thus gives

GK (ε) = (
GR (ε)−G A(ε)

)
tanh

βε

2
. (2.43)

The retarded and advanced Green functions are only concerned with the
spectral properties of the system, and the quantity GR −G A is a measure
of dissipation. The Keldysh Green function, on the other hand, includes
the quasiparticle occupation, and thus expresses fluctuations. Hence,
Eq. (2.43) is an incarnation of the fluctuation-dissipation theorem [103].

2.4 The quasiclassical approximation

The quasiclassical approximation is a techniquewhich can greatly simplify
the calculationofGreen functions. It requires the existenceof ahigh energy
scale in the system, such as the Fermi energy, EF, compared to which all
other energy scales involved are small. This also implies that the spatial
variations of any external perturbations included in the theory must be
small with respect to the Fermi wavelength λF. From Eq. (2.23) it can
be seen that the Green function is large if its denominator is small. In
other words, if both the quasiparticle energy ε and the term ~2k2/2m −µ

is smaller than some arbitrarily chosen small cut-off energy Ec , then Ǧ
is at least of the order E−1

c , and is thus a large quantity [104]. With µ =
EF = ~2k2

F/2m, it is seen that this occurs for particle momenta close to
the Fermi momentum ~kF, which is intuitively reasonable; all of the low-
energy processes should take place near the Fermi level. Furthermore, at
high energies, the kinetic energy dominates all other self-energies (which
are small by assumption), and the system approaches a free electron gas.
The low-energy regime, therefore, encompasses most of the interesting
physics. In order to develop an approximation scheme it is practical to
separate the low-energy part of the Green function from the high-energy
part [105],

Ǧ = Ǧl +Ǧh (2.44)
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where the indices l and h indicate that the corresponding Green function
is nonzero only in the low and high-energy regimes, respectively,

Ǧ =
{

Ǧl , |k −kF| < δk

Ǧh , otherwise
, (2.45)

whereδk =
√

2mEc /~2. Note that Ǧl ismuch larger than Ǧh , and as a book-
keeping device, the size of Ǧl can be said to be of order α−1 > (Ec /EF)−1,
whereas Ǧh is of order α0 = 1.

Consider next the introduction of a potential V̌ (r ) with an arbitrary
matrix structure, which has a characteristic size of V /EF ∼α, and is slowly
varying in space with a characteristic wave number q . The equation of
motion now takes the form[

ερ̌4 +
( ~2

2m
∇2 +µ

)
Ǐ − V̌ (r )

]
Ǧ(r ,r ′,ε) = Ǐδ(r − r ′). (2.46)

To proceed, it is convenient to transform to the mixed representation,
where one gets[

ερ̂4 +
(
µ− ~2k2

2m
+ i~2

2m
k ·∇R + ~2

8m
∇2

R

)
Ǐ

]
Ǧ(R ,k)− V̌ (R)⊗Ǧ(R ,k) = Ǐ ,

where the ⊗-product is given in Eq. (6). To see which terms are negli-
gible, an order-of-magnitude analysis may be performed. In the low-
energy regime, Ǧ = Ǧl ∼α−1. The quasiparticle energy ε/EF is restricted
to be of order α by the energy cut-off Ec . Furthermore, the difference
(µ−~2k2/2m)/EF ∼α as well. The gradient terms ∇RǦ can be estimated
as being of order qǦ , since V̌ is its only source of spatial variations. If it
is assumed that |q |/kF ∼α2, then the fourth term on the left hand side is
of order ~2|q ||k |/2mEF ' |q |/kF ∼ α2, whereas the fifth term is of order
~2|q |2/8mEF ∼α4. From a Taylor expansion of the ⊗-product, known as
the gradient approximation, it is found that

V̌ (R)⊗Ǧ(R ,k) =V̌ (R)Ǧ(R ,k)+ i

2
∇RV̌ (R) ·∇kǦ(R ,k)

− 1

4
∇2

RV̌ (R)∇2
pǦ(R ,k)+ . . . (2.47)

The first term of Eq. (2.47) is of order α0 = 1. The term kF∇kǦ is of order
α−2, as can be seen by differentiation of Eq. (2.23), and hence the linear
gradient terms ∇RV̌ ·∇kǦ/EF ∼ α. The third term in Eq. (2.47) similarly



20 CHAPTER 2. GREEN FUNCTION FORMALISM

is of order α2, with each consecutive term in the expansion acquiring
an additional power of α. To order α0 = 1 in the low-energy regime, the
equation of motion for the Green function therefore becomes

[
ερ̌4 +

(
µ− ~2k2

2m

)
Ǐ − V̌ (R)

]
Ǧl (R ,k) = Ǐ ,

which may be solved immediately, giving

Ǧl (R ,k) =
[
ερ̌4 +

(
µ− ~2k2

2m

)
Ǐ − V̌ (R)

]−1

. (2.48)

Eq. (2.48) is known as the quasiparticle approximation [106, 107]. Assum-
ing for concreteness that α= 0.01, and using a typical value for the Fermi
wave vector of kF ∼ 10−8 cm−1[108], the approximation would be valid for
perturbing potentials with characteristic wavelengths of ∼ 1µm. This will
turn out to be too restrictive for systems to be studied here.

If the restraint on the spatial variations of the perturbing potential is
relaxed to |q |/kF ∼α, the equation of motion to order α0 = 1 becomes

[
ερ̌4 +

(
µ− ~2k2

2m
+ i~2

2m
k ·∇R

)
Ǐ

]
Ǧl (R ,k)− V̌ (R)⊗Ǧl (R ,k) = Ǐ , (2.49)

The terms in Eq. (2.47) are now all of the same size, so the series can-
not be truncated. This problem is, however, solved by the quasiclassical
approximation, which is applied by replacing the Green function by a
quasiclassical Green function. It is defined as

ǧ (R ,kF) = i

π

∫ Ec

−Ec

dξk Ǧ(R ,k), (2.50)

where ξk = ~2k2/2m −µ. The effect of integrating Ǧ over ξk is that the
dependence on k is replaced by a resultant momentum, which is equal to
the Fermi momentum, kF, due to the strongly peaked nature of Ǧ . Notice
that while the magnitude of k is locked to the Fermi level, the momentum
direction dependence is retained.

An expression for the quasiclassical form of ∇kǦl is also required. By
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direct computation it is found that

i

π

∫ Ec

−Ec

dξk ∇kǦl =
i

π

∫ Ec

−Ec

dξk

(
k̂

∂

∂k
Ǧl +∇Ωk Ǧl

)

=k̂
i

π

√
2~2

m

∫ Ec

−Ec

dξk

√
ξk +µ

∂

∂ξk
Ǧl +∇Ωk ǧ

=k̂
i

π

√
2~2

m

[√
ξk +µǦl

]Ec

−Ec

− k̂
i

π

√
2~2

m

∫ Ec

−Ec

dξk
1

2
√

ξk +µ
Ǧl +∇Ωk ǧ

'− k̂F

kF
ǧ +∇Ωk ǧ ,

where k̂F is a unit vector in the direction of kF. The boundary term has
been neglected, as it falls outside the low-energy regime. Furthermore
the approximation

√
ξk +µ'p

µ has been made, with µ= ~2k2
F/2m. The

quantity ∇Ωk ǧ is the angular gradient of ǧ , the size of which depends on
the spatial variation of the perturbing fields. It is assumed to be of the same
size as ǧ /kF. The integration over ξk introduces a factor α. Hence, the first
termof Eq. (2.47) is of orderα, the second term is of order |q |V ǧ /kFEF ∼α2,
and so on.

It seems reasonable to find an equation ofmotion for the quasiclassical
Green function by integrating Eq. (2.49) over ξk . However, this does not
work. On the right hand side of Eq. (2.49), the factor Ǐ would result in
an explicit dependence on the unphysical cut-off Ec . A term ξkǦl is also
present on the left hand side, which hinders the formulation of a closed
equation for ǧ . To avoid this problem, a different equation of motion can
be formulated for the r ′ dependence of Ǧ(r ,r ′,ε), as given by Eq. (2.20).
Repeating the above steps then results in

Ǧ(R ,k)

[
ερ̌4 +

(
µ− ~2k2

2m
− i~2

2m
k ·∇R

)
Ǐ

]
−Ǧ(R ,k)⊗ V̌ (R) = Ǐ , (2.51)

where the operator ∇R is now assumed to act towards the left. Subtracting
Eq. (2.51) from Eq. (2.49), a procedure first introduced by Eilenberger,
removes the problematic terms, giving,

i~2

m
k ·∇RǦl (R ,k)+ [

ερ̌4 − V̌ (R) , Ǧl (R ,k)
]= 0,

where the⊗ product has been truncated so as to yield an accuracy of order
α in the quasiclassical regime. This amounts to neglecting all gradient
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terms in Eq. (2.47). Since Ǧl is nonzero only for momenta close to kF, the
replacement k → kF can be made in the first term. Integrating over ξk

then results in the quasiclassical equation of motion,

i~vF ·∇R ǧ (R ,kF)+ [
ερ̌4 − V̌ (R) , ǧ (R ,kF)

]= 0, (2.52)

with vF = ~kF/m.Eq. (2.52) is known as the Eilenberger equation [109].
Note that the matrix structure of ĝ R and ĝ A now takes the form

ĝ X =
(

g X f X

− f̃ X −g̃ X

)
, (2.53)

where ã(ε) = a∗(−ε), and X ∈ {R, A}.

2.5 Normalisation

There is a problem with Eq. (2.52): it is not unique. In fact, any con-
stant function ǧ = Č which commutes with ε̌− V̌ is a solution. To gain
insight into this issue, an alternative derivation of Eq. (2.52), first made
by Shelankov [110], will be presented. Consider the transformation of the
Green function to the mixed representation,

Ǧ(r1,r2) =
∫

dk

(2π)3 Ǧ(R ,k)e i k ·r , (2.54)

where r = r1 − r2 and R = (r1 + r2)/2. Notice that Ǧ is strongly peaked
at momentum |k | = kF, and nowhere else. Consider, for a moment, the
following trivial rewrite,

Ǧ(r1,r2) = e i kF·r
∫

dk

(2π)3 Ǧ(R ,k)e iδk ·r ,

where δk = k − kF. The low-energy regime is defined by kinetic ener-
gies close to the Fermi level, ~2(k2 −k2

F)/2m < Ec , or equivalently, |δk |.
Ec /~vF, where vF is the Fermi velocity. To extract only information from
this region in momentum space, note that for large r the rapid oscilla-
tions of the factor e iδk ·r causes the integral to cancel out – except when
|δk | ∼ 1/|r |. In other words, the large wavelength limit provides informa-
tion about small δk . Hence, assuming that r ∼ (Ec /~vF)−1, and returning
to Eq. (2.54), it is clear that the combination k ·r ' kF ·r is a large quantity.
An asymptotic expression may be derived by starting with a plane wave
expansion,

e i k ·r =∑
l

(2l +1)i l jl (kr )Pl (k̂ · r̂ ), (2.55)
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where jl are the spherical Bessel functions and Pl are the Legendre func-
tions. For kr À 1, jl may be approximated as

jl (kr ) ' sin
(
kr − l π

2

)
kr

= 1

2i kr

[
(−i )l e i kr − i l e−i kr

]
,

hence,

e i k ·r = 1

2i kr

∑
l

(2l +1)
[

Pl (k̂ · r̂ )e i kr −Pl (−k̂ · r̂ )e−i kr
]

,

where the property Pl (−x) = (−1)l Pl (x) has been used. Inserting a factor
Pl (1) = 1 in both terms in the square brackets, and using the property∑

l
(2l +1)Pl (x)Pl (y) = 2δ(x − y)

gives

e i k ·r ' 1

i kr

[
δ(k̂ · r̂ −1)e i kr −δ(k̂ · r̂ +1)e−i kr

]
(2.56)

Inserting Eq. (2.56) into Eq. (2.54) gives [110]

Ǧ(r1,r2) '− m

2π~2

e i kFr

r
ǧ+(r1,r2)+ m

2π~2

e−i kFr

r
ǧ−(r1,r2), (2.57)

with

ǧ±(r1,r2) = i

2π

∫ ∞

−∞
dk

~2k

m
e±i (k−kF)r Ǧ(R ,±kr̂ )

' i

2π

∫ ∞

−∞
dξk e±iξk r /~vFǦ(R ,±ξk r̂ ), (2.58)

where it has been used that ξk = ~2k2

2m −µ' ~vF(k −kF). The functions ǧ±
may be identified as the slowly varying amplitudes to the rapid oscillations
of Ǧ . Hence,

∇2
1Ǧ(r1,r2) '− m

2π~2

e i kFr

r

(−k2
F ǧ++2i kFr̂ ·∇1ǧ+

)
+ m

2π~2

e−i kFr

r

(−k2
F ǧ−−2i kFr̂ ·∇1ǧ−

)
. (2.59)

The equation of motion for the functions ǧ± is found by realising that
Eq. (2.46) may only be solved if, for r1 6= r2

±i~vFr̂ ·∇1ǧ±+ [
ερ̌4 − V̌

]
ǧ± = 0. (2.60)
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From Eq. (2.60) it is clear that ǧ± express motion along a straight line
connecting r1 and r2. This means that Eq. (2.60) may be solved for a given
constant trajectory direction n̂, which motivates a parametrisation using
trajectory coordinates. Indeed, any point ri along a straight line with
direction n̂ may be written as

ri = ξ+ηi n̂, (2.61)

where ξ is an arbitrary point on the line, and ηi is the location of ri along
the line, as illustrated in Fig. 2.3.

y

x

n̂

r2

η2

r1

η1

ξ

Figure 2.3: Illustration of a trajectory between r1 and r2 in two dimensions.
n̂ is a unit vector indicating the direction of the trajectory, η1 and η2 are
parameters indicating the positing of r1 and r2 along the trajectory, and
ξ is an arbitrary point on the trajectory, necessary to uniquely define its
location in space. For simplicity, it has here been chosen to lie along the y
axis.

The trajectory Green function ǧn is then either ǧ+ or ǧ− depending on
where the coordinate η1 is located along the trajectory, relative to η2,

ǧn(η1,η2) =
{

ǧ+(ξ+η1n̂,ξ+η2n̂) η1 > η2

ǧ−(ξ+η1n̂,ξ+η2n̂) η1 < η2
(2.62)

Notice that if n̂ is chosen such that n̂ · r̂ = 1 when η1 > η2, then n̂ · r̂ =−1
when η1 < η2. Hence,

ǧn(η1,η2) = i

2π

∫ ∞

−∞
dξk e iξk (η1−η2)/~vFǦ(R ,ξk n̂). (2.63)
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Consider next the quantity

lim
ε→0

ǧn(η+ε,η)− ǧn(η−ε,η) =− 1

π
lim
ε→0

∫ ∞

−∞
dξk sin

(
ξkε

~vF

)
Ǧ(R ,ξk n̂).

(2.64)

The factor sin(ξkε/~vF) in the limit of small ε, has the effect of suppressing
the integrand for small values of ξk . In otherwords, the integrand becomes
appreciable only for momenta far away from the Fermi surface. Hence,
Ǧ may be approximated by a free electron gas. From Eq. (2.23) it is found
that Ǧ '− 1

ξk
Ǐ , and so

lim
ε→0

ǧn(η+ε,η)− ǧn(η−ε,η) = Ǐ . (2.65)

Combining this discontinuity condition with Eq. (2.60), a new equation of
motion, valid also for r1 = r2 may be defined as

i~vF
∂

∂η1
ǧn + [

ερ̌4 − V̌ (η1)
]

ǧn = i~vF Ǐδ(η1 −η2), (2.66)

and similarly, if this derivation is repeated for the variable r2,

−i~vF
∂

∂η2
ǧn + ǧn

[
ερ̌4 − V̌ (η2)

]= i~vF Ǐδ(η1 −η2). (2.67)

Eqs. (2.66) and (2.67) finally allows the derivation of Shelankov’s gener-
alised normalisation condition [110]. To do so, observe that the quantity

A(η) = ǧn(η1,η)ǧn(η,η2) (2.68)

is constant for all η except at the points η1 = η2. This can be seen by
differentiating by η, and inserting Eqs. (2.66) and (2.67). Furthermore, the
Green function ǧn(η1,η2) must vanish as η1−η2 →∞. This means that for
any η in Eq. (2.68) satisfying η< η1 and simultaneously η< η2, A = 0, since
the limit η→−∞ may be chosen without changing its value. By a similar
argument, A = 0 also for η > η1,η2. For η1 < η < η2, η may be chosen as
η2 −ε. Taking the limit ε→ 0 and using Eq. (2.65) then gives

lim
ε→0

A(η2 −ε) = lim
ε→0

ǧn(η1,η2 −ε)ǧn(η2 −ε,η2)

= lim
ε→0

ǧn(η1,η2 −ε)
(
ǧn(η2 +ε,η2)− Ǐ

)
=− ǧn(η1,η2).
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Similarly, with η2 < η< η1 one gets

lim
ε→0

A(η2 +ε) = ǧn(η1,η2).

Summarised one finds the following generalised normalisation conditions,

ǧn(η1,η)ǧn(η,η2) =


+ǧn(η1,η2) η2 < η< η1

0 otherwise
−ǧn(η1,η2) η1 < η< η2

(2.69)

By subtracting Eq. (2.67) from Eq. (2.66), and taking the limit η1 → η2 it
is seen that ǧn(η,η) satisfies the Eilenberger equation, given in Eq. (2.52),
where uniqueness is ensured by Eq. (2.69). To see how ǧn(η,η) is related
to Eq. (2.50), consider the quantity

ǧ ′(η) = lim
ε→0

[
ǧn(η+ε,η)+ ǧn(η−ε,η)

]
, (2.70)

which must also solve Eq. (2.52). Eq. (2.63) then gives,

ǧ ′(η) = i

π
lim
ε→0

∫ ∞

−∞
dξk cos

(
ξkε

~vF

)
Ǧ(R ,ξk n̂), (2.71)

from which it is clear that ǧ ′ is indeed the quasiclassical Green function ǧ
from Eq. (2.50), where the only difference is that the hard cut-off of Ec in
the latter is replaced by a soft cut-off in the former. Using Eq. (2.65) and
Eq. (2.69), along with the identity

lim
ε→0

ǧ (η±ε,η) = lim
ε→0

ǧ (η,η∓ε)

the normalisation for the quasiclassical Green function is found to be

ǧ 2 = Ǐ , (2.72)

where ǧ may be expressed in terms of the trajectory Green function as

ǧ (R) = lim
ε→0

1

2

(
ǧn(η±ε,η)∓ Ǐ

)
. (2.73)

The matrix structure of ǧ is given in Eq. (2.38), which means that Eq. (2.72)
results in the conditions (

ĝ R)2 =Î , (2.74)(
ĝ A)2 =Î , (2.75)

ĝ R ĝ K + ĝ K ĝ A =0, (2.76)
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where Eq. (2.76) may be automatically satisfied by the parametrisation

ĝ K = ĝ R ĥ − ĥĝ A . (2.77)

The matrix ĥ is referred to as the distribution function. From Eq. (2.43) it
is seen that ĥ = Î tanh βε

2 in equilibrium.
Eq. (2.69) has an interesting corollary [111, 112]. Consider a system

where a boundary is present between two half-spaces, as shown in Fig. 2.4.

y

x

n̂

rs

η2

η1

Figure 2.4: The same trajectory as in Fig. 2.3, but now in the presence of a
half-space boundary, as determined by rs .

The introduction of such a boundary will, of course, alter the Green func-
tion. However, away from the boundary, it must satisfy the same equation
of motion as a Green function ǧ 0 where the boundary is absent – their
Hamiltonians are identical. A relationship between ǧ and ǧ 0 may therefore
be established by a similar analysis as was used for Eq. (2.69) by defining
B(η) = ǧ 0

n(η1,η)ǧn(η,η1). In this case, however, the limit η→∞ can only
be reached along a direction which does not cross the boundary. Using
Eq. (2.65) and Eq. (2.69), and allowing η1 to approach η2 from above, it is
seen that

lim
ε→0

ǧ 0
n(η+ε,η)ǧn(η,η−ε) = lim

ε→0

(
ǧ 0(η−ε,η)+ Ǐ

)
ǧn(η,η−ε)

= lim
ε→0

ǧn(η+ε,η),
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and similarly, with B(η) = ǧn(η1,η)ǧ 0
n(η,η2),

lim
ε→0

ǧn(η+ε,η)ǧ 0
n(η,η−ε) = lim

ε→0

(
ǧn(η−ε,η)+ Ǐ

)
ǧ 0

n(η,η−ε)

= lim
ε→0

ǧ 0
n(η+ε,η),

By inserting Eq. (2.73), one finds(
ǧ 0 − Ǐ

)(
ǧ + Ǐ

)=0 (2.78)(
ǧ − Ǐ

)(
ǧ 0 + Ǐ

)=0 (2.79)

2.6 Impurities

It is also possible to formulate a quasiclassical equation of motion in the
presence of impurities. The impurity potential is assumed to be made up
of a large number of identical, but randomly located impurities,

Vimp(r ) =∑
i

U (r − ri ), (2.80)

where ri is the position of impurity i . Consider first the case where Vimp
is the only perturbation of a free electron gas. If the unperturbed Green
function is denoted as Ǧ0, then the equation of motion in position space
can be written as [

Ǧ−1
0 −Vimp(r )Ǐ

]
Ǧ(r ,r ′) = δ̌(r − r ′), (2.81)

where the operator Ǧ−1
0 is short-hand notation for the unperturbed equa-

tion of motion. Alternatively, one can write

Ǧ(r ,r ′) = Ǧ0(r − r ′)+
∫

dr1 Ǧ0(r − r1)Vimp(r1)Ǧ(r1,r ′), (2.82)

which can be seen by inserting Eq. (2.82) into Eq. (2.81). In momentum
space, Eq. (2.82) takes the form

Ǧ(k ,k ′) = Ǧ0(k)δ(k −k ′)+Ǧ0(k)
∫

dk1

(2π)3 Vimp(k −k1)Ǧ(k1,k ′), (2.83)

where Vimp(q) =∑
i U (q)e−i q ·ri . Eq. (2.83) may be solved by iteration;

Ǧ(k ,k ′) = Ǧ0(k)δ(k −k ′)+Ǧ0(k)Vimp(k −k ′)Ǧ0(k ′)

+Ǧ0(k)
∫

dk1

(2π)3 Vimp(k −k1)Ǧ0(k1)Vimp(k1 −k ′)Ǧ0(k ′)+ . . .

≡ Ǧ (0) +Ǧ (1) +Ǧ (2) + . . .
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This process can be repeated ad infinitum, which takes higher and higher
order corrections into account, and is, of course, impossibly complex. If
the density of impurities is large, however, performing an impurity aver-
aging allows for some simplifying approximations [113, 114]. The averaged
Green function is defined as

〈Ǧ(k ,k ′)〉imp =
∏

i

(
1

V

∫
dri

)
Ǧ(k ,k ′) (2.84)

This process is equivalent to replacing the impurity potentials by their
averaged counterparts,

〈Vimp(q)〉imp =
〈∑

i
U (q)e−i q ·ri

〉
imp

= (2π)3nU (q)δ(q), (2.85)

where n = N /V is the density of impurities. Products of two impurity
potentials become

〈Vimp(q1)Vimp(q2)〉imp =
〈∑

i
U (q1)e−i q1·ri

∑
j

U (q2)e−i q2·r j

〉
imp

=U (q1)U (q2)

〈∑
i

e−i (q1+q2)·ri

〉
imp

+
〈∑

i 6= j
e−i q1·ri e−i q2·r j

〉
imp


'U (q1)U (q2)

[
(2π)3nδ(q1 +q2)+ (2π)6n2δ(q1)δ(q2)

]
,

where in the second term it has been used that N (N −1) ' N 2. Similar ex-
pressionsmay be found for higher powers of impurity potentials. Inserting
this into the recurrence relation, it becomes clear that each term ends up
with a factor δ(k −k ′), which means that 〈Ǧ〉imp is translation invariant – a
reasonable result. Furthermore, the notation can be simplified greatly by
replacing mathematical expressions with the diagrams given in Table 2.1,
along with the instructions that i) momentum is conserved at every vertex,
ii) every internal propagator Ǧ0 implies momentum integration, and iii) a
factor (2π)3δ(k −k ′) is added to every diagram.
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Table 2.1: List of diagrams used in the impurity averaging.

Ǧ(k ,k ′)
k ′k

Ǧ0(k)
k

U (q)
q

n ×

Expression Diagram

We thus get

Ǧ (1) =
,

×

+

×
Ǧ (2) =

× ×

,

and so on. The Dyson equation is given diagramatically as

= Σ̌ ,

where Σ̌ is the irreducible self energy. To second order, it takes the form,

Σ̌= +

× ×

.

The first term in Σ̌ is just a constant, which will disappear when the left-
right trick discussed in the previous section is applied, and thus may be
discarded immediately. The accuracy of the second termmay be increased
by replacing the internal propagator Ǧ0 with the full propagator Ǧ . This
amounts to including an infinite number of additional diagrams, giving
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Σ̌(k ,k ′) =

k
−q

q −
k

×

k k ′ .

Translated back into equations, this results in

Σ̌(k ,k ′) =n
∫

d q

(2π)3 U (k −q)Ǧ
(
q , q − (k −k ′)

)
U (q −k)

=n
∫

d q

(2π)3 |U (k̄ −q)|2Ǧ

(
q + 1

2
δk , q − 1

2
δk

)
, (2.86)

where k̄ = (k +k ′)/2 and δk = k −k ′. In the mixed representation this
becomes

Σ̌(R ,k) = n
∫

d q

(2π)3 |U (k −q)|2Ǧ(q ,R), (2.87)

where a change in notation k̄ → k has been made.
To find a quasiclassical expression for Σ̌, the momentum integral in

Eq. (2.87) must be restricted to the low-energy regime. This introduces a
factor α (e.g. a small quantity) [104]. Next, it is assumed that the impurity
potential is of order n|U |2/E 2

F ∼ α. Since in the low-energy regime Ǧ =
Ǧl ∼α−1, this gives Σ̌∼α, which is appropriate for quasiclassical theory.
The integration measure can be written as

d q = q2dΩq d q 'π2ν0dΩq dξq , (2.88)

where dΩq is the angular integration measure, and ν0 = mkF/~2π2 is the
density of states of a free electron gas at the Fermi level. Hence,

Σ̌(R ,k) 'nν0

2

∫ dΩq

4π

∫ Ec

−Ec

dξq |U (k −q)|2Ǧl (R , q)

'nν0

2

∫ dΩq

4π
|U (k −qF)|2

∫ Ec

−Ec

dξq Ǧl (R , q)

=− iπnν0

2

∫ dΩq

4π
|U (k −qF)|2ǧ (R , qF). (2.89)

In other words, only a spherical average of the quasiclassical Green func-
tion over the Fermi level remains. The Dyson equation in momentum
space now takes the form

Ǧ−1
0 Ǧ(k ,k ′)−

∫
d q

(2π)3 Σ̌(k , q)Ǧ(q ,k ′) = δ(k −k ′), (2.90)
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which in the mixed representation becomes[
ερ̌4 +

(
µ− ~2k2

2m
+ i~2

2m
k ·∇R

)
Ǐ − Σ̌(R ,k)

]
Ǧl (R ,k) = Ǐ , (2.91)

where Σ̌⊗ Ǧl ' Σ̌Ǧl to an accuracy of order α. Eq. (2.91) is not closed.
It involves both the full Green function Ǧ and the quasiclassical Green
function ǧ , a problem which is easily remedied by integration over ξk .
Repeating the steps made towards obtaining Eq. (2.52) therefore gives,

i~vF ·∇R ǧ (R ,kF)+ [
ερ̌4 − Σ̌(R ,kF) , ǧ (R , pF)

]= 0. (2.92)

In the presence of both an external perturbation V̌ , and the impurity
potential Vimp, a similar perturbation expansion in diagrams may be per-
formed. Tallying up all the diagrams involved, it becomes clear that all
diagrams which were used in the impurity averaging, without any external
perturbations, still appear. Similarly, diagrams of all orders involving only
the external perturbations also contribute. Finally, there are an infinite
number of diagrams expressing cross terms between V̌ and Vimp. Since
each order η of V̌ introduces a factor αη, only first order perturbations
(η= 1) are included. Furthermore, all cross diagrams are at least an order
α smaller than the impurity self energy Σ̌ and are neglected. From what
remains, the equation of motion may be formulated as,

i~vF ·∇R ǧ (R ,kF)+ [
ερ̌4 − V̌ (R)− Σ̌(R ,kF) , ǧ (R ,kF)

]= 0. (2.93)

2.7 Diffusive limit

If there is a high density of impurities, the particles may scatter so fre-
quently that all information about momentum direction is lost - it gets av-
eragedout. In this case, thequasiclassicalGreen functionmaybewrittenas
a spherically symmetric part, and a much smaller momentum-dependent
part,

ǧ = ǧs + k̂F · ǧk , (2.94)

so that ǧ 2
k is negligible. Note that from Eq. (2.72), this implies that{

ǧs , ǧk
}= 0. (2.95)

Insertion into Eq. (2.89), neglecting ǧk compared with ǧs , gives

Σ̌(R) =− i~
2τimp

ǧs(R), (2.96)
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where τimp = πnν0
~

∫ dΩq

4π |U (kF − qF)|2. Averaging Eq. (2.93) over kF the
following pair of equations are found,

i~vF

3
∇· ǧk+

[
ερ̌4 − V̌ , ǧs

]= 0, (2.97)

i~vF∇ǧs+
[
ερ̌4 − V̌ − Σ̌ , ǧp

]= 0. (2.98)

In Eq. (2.97), the impurity self energy vanishes, since Σ̌∝ ǧs . In Eq. (2.98),
on the other hand, it is assumed that impurity self energy is dominating,
leading to

vF∇ǧs + 1

2τimp

[
ǧs , ǧk

]= 0,

which after multiplication with ǧs from the left leads to

ǧk =−τimpvFǧs∇ǧs . (2.99)

The equation of motion in the diffusive limit can therefore be written as

~D∇· ǧs∇ǧs + i
[
ερ̌4 − V̌ , ǧs

]= 0, (2.100)

where D = v2
Fτimp/3 is the diffusion constant. Eq. (2.100) is known as the

Usadel equation [115].

A diffusive normalmetal

An infinite diffusive normalmetalmay be described by removing the gradi-
ent term, and setting V̌ = 0 in Eq. (2.100). The solution for the retarded
Green function is given as

ĝ R = ρ̂4.

The advanced Green function may be found by using the general identity
of Eq. (2.11), whose quasiclassical Nambu⊗spin space equivalent is

ĝ A =−ρ̂4
(
ĝ R)†

ρ̂4, (2.101)

leading to

ĝ A =−ρ̂4.

Finally, the Keldysh Green function is found from Eq. (2.43) to be

ĝ K = 2ρ̂4 tanh
βε

2
.
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Chapter 3

Superconductivity

A material may become superconducting at low temperatures if there is
an attractive interaction between the constituent electrons. Naïvely one
would expect such a phenomenon to be impossible due to the strong
Coulomb repulsion between charges of equal sign. To understand why
superconductivity nevertheless takes place, and in fact, is quite common,
the origin of the attractive interaction will be explored. This discussion
will lead up to a description within the Green function formalism.

3.1 Screening in an electron gas

The Coulomb interaction between two charges has an infinite range, and
produces a strong repulsion. In a gas of charged particles, this repulsion
leads to a greater average distance between the particles, and results in a re-
duced interaction compared towhat would have been the case if theywere
fixed in place. This can be thought of as each particle being surrounded by
an oppositely charged cloud, reducing its net charge. To understand how
this effect, knownas screening, comes about, a simplemodelwill be presen-
ted, see e.g. [108] for an extended discussion. Consider a charge density
ρext introduced somehow to an electron gas, for instance by the insertion
of a point charge Q at some position r0, for which ρext(r ) =Qδ(r −r0). The
Coulomb potential generated by such a charge density is found from the
Poisson equation,

∇2V ext(r ) =− 1

ε0
ρext(r ), (3.1)

where ε0 is the vacuum permittivity. The presence of this alien charge
density will induce a response in the electron gas, in the form of an addi-

35
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tional charge density, ρind which partially screens ρext, so that the total
charge density becomes ρ = ρext+ρind, with the potential given as

∇2V =− 1

ε0
ρ(r ). (3.2)

To proceed, a concept from dielectric materials is borrowed, namely that
V ext is related to V via,

V ext =
∫

dr ′ε(r − r ′)V (r ′), (3.3)

which gives the relation

V (q) = 1

ε(q)
V ext(q) (3.4)

in Fourier space. Similarly, the induced charge density is assumed related
to V through

ρind(q) =χ(q)V (q). (3.5)

Combining Eqs. (3.1), (3.2), (3.4) and (3.5) then gives

ε(q) = 1− χ(q)

ε0q 2 . (3.6)

To determine χ(q), approximations are necessary, and the simplest of
which is perhaps the Thomas-Fermi method [108]. It is a semiclassical
model, where the energy eigenstates of the system are assumed to be of
the form

ε(k ,r ) = ~2k2

2m
−eV (r ). (3.7)

In other words, a dependence on both the wave vector k and the position
r is retained, which only makes sense if V (r ) is a slowly varying function.
The electron number density may then be found from the Fermi-Dirac
distribution,

n(r ) = 2
∫

dk

(2π)3

1

1+eβ(ε(k ,r )−µ)
, (3.8)

where the factor 2 stems from the electron spin, and β= 1/kBT , with kB
the Boltzmann constant and T the temperature. It is assumed that the
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screening of ρext is efficient enough for the chemical potential µ to be only
negligibly perturbed. The induced charge density must then be given by

ρind(r ) =−e

(
n

[
V (r )

]
−n

[
V (r ) = 0

])
, (3.9)

which, if V is small, can be estimated as

ρind(r ) =−e2 ∂n

∂µ
V (r ), (3.10)

fromwhichχ(q) =−e2 ∂n
∂µ is found. It is customary todefine q2

TF =−χ(q)/ε0,
so that

ε(q) = 1+ q2
TF

q 2 . (3.11)

Screening in the electron gas is therefore taken into account by making
the replacement ε0 → ε0ε in the Coulomb interaction. For a point charge,
where V ext(q) =Q/ε0q 2, one finds

V (q) = Q

ε0εq 2 = 1

ε0

Q

q 2 +q2
TF

. (3.12)

In position space, the screened potential has the form of a Yukawa poten-
tial,

V (r ) = 1

4πε0

Q

|r |e
−qTF|r |. (3.13)

At low temperatures, the Fermi-Dirac distribution may be approximated
as a step function θ(x), and using that

∂

∂µ
θ(ε(k ,r )−µ) =− m

~2kF
δ(k −kF),

with µ= ~2k2
F/2m, it is found that

∂n

∂µ
'−mk2

F
π2~2 ,

which means that

qTF '
√

e2mkF
π2ε0~2 =

√
4kF
πa0

, (3.14)

where a0 = 4πε0~2/me2 is the Bohr radius. Typically, kF ∼ 1/a0, which
means that qTF is on the order of kF. The conclusion is that an electron
gas is excellent at screening charges.
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3.2 The jelliummodel

In a metal, the electrons in the outermost atomic orbitals are quite free to
roamabout, leaving behind a lattice of charged ions. A typicalHamiltonian
for these electrons therefore includes interactions between the electrons,
Vee , interactions between the ions Vi i , and interactions between the elec-
trons and the ions Vei ,

H =− ~2

2m
∇2 +µ+Vee +Vi i +Vei . (3.15)

Tounderstandhowsuperconductivitymayemerge inametal, a very simple
model will be used, which is called jellium. For concreteness, consider a
box of volume V containing N electrons. Both V and N are assumed to
be large, but with the electron density n = N /V remaining finite, which
is known as the thermodynamic limit. The N electrons provide a total
charge of −eN . In the jellium model, the ion lattice is smeared out, giving
a uniform positive background charge density, which in order to maintain
charge neutrality, must be ρi =+eN /V . For a static lattice, the Coulomb
interaction between the ions is then given as

Vi i = 1

2

1

4πε0

∫
dr

∫
dr ′ρi (r )ρi (r ′)

|r − r ′| e−qTF|r−r ′| = e2N 2

2ε0V q2
TF

, (3.16)

where the factor 1/2 is necessary to avoid double counting. The electron-
ion interaction is given as

Vei =− e

4πε0

N∑
i=1

∫
dr

ρi (r ′)
|r − ri |

e−qTF|r−ri | =− e2N 2

ε0V q2
TF

. (3.17)

Hence, both Vi i and Vei give a constant contribution in the jellium model.
Furthermore, the second-quantised form of the electron-electron interac-
tion is given as

Vee = 1

2

e2

ε0V

∑
kk ′q

1

q 2 +q2
TF

c†
k+q c†

k ′−q ck ′ck . (3.18)

Examining the q = 0 term, which expresses an average over the volume V ,
gives

V q=0
ee = e2

2ε0V q2
TF

(
N̂ 2 − N̂

)
, (3.19)
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where N̂ =∑
k c†

k ck is the number operator. Anticipating that the operator
Vee will act on an eigenstate of the number operator, N̂ may be replaced
by its eigenvalue N for the sake of this discussion. This means that the N 2

term in Eq. (3.19) cancels the contribution from Vi i and Vei , which is just
a manifestation of charge neutrality. It can also be argued that the N term
in Eq. (3.19) gives a negligible contribution in the thermodynamic limit,
as the average energy per particle is proportional to 1/V → 0, whereas the
average kinetic energyperparticle remains constant [98]. Nevertheless, the
important point is that the static ion lattice does not participate explicitly
in the Hamiltonian within the jellium approximation.

3.3 Electron-phonon interaction

As was shown in Section 3.2, the interactions between an electron gas and
a static, smeared out ion lattice are trivially absorbed into the electron-
electron interactions. However, if the lattice is allowed to vibrate this pic-
ture changes, and a new interaction is introduced – the electron-phonon
interaction. In the jellium model, these vibrations take the form of density
fluctuations ni (r , t ) = n0,i +δni (r , t ), where n0,i = Ni /V and Ni is the ion
number. The charge density is then given by

ρi (r , t ) = Z eni (r , t ) = ρi ,0 +δρi (r , t ). (3.20)

Note that the ion number is related to the electron number via Ni = N /Z ,
where Z is the atomic number. This perturbation of the uniform back-
ground charge density (which is assumed to be small) generates an electric
displacement field,

∇·D(r , t ) = δρi (r , t ),

which is related to the electric field via

D(r , t ) = ε0

∫
dr ε(r − r ′)E (r ′, t ).

Fourier transforming yields

i q ·E (q , t ) = 1

ε0ε(q)
δρi (q , t ).

The force density f induced by this field is given by f = Eρi ' Eρi ,0 to
lowest order in the charge density perturbation, thus giving

i q · f (q , t ) = 1

ε0ε(q)
ρi ,0δρi (q , t ). (3.21)
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A time variation of the charge density produces a current density J ,
which satisfies the continuity equation

∂

∂t
δρi (r , t )+∇· J (r , t ) = 0. (3.22)

Due to the density fluctuations, the continuum has a velocity v , so that
the current may be expressed as J = ρi v ' ρ0,i v . Differentiating Eq. (3.22)
and using Newton’s second law, f = Mni

∂
∂t v ' Mn0,i

∂
∂t v where M is the

ion mass, one then gets

∂2

∂t 2 δρi (r , t )+ e

M
∇· f (r , t ) = 0. (3.23)

By Fourier transforming in space, and inserting Eq. (3.21) this results in

∂2

∂t 2 δρi (q , t )+ Z eρ0,i

Mε0ε(q)
δρi (q , t ) = 0, (3.24)

which is nothing but a harmonic oscillator, with eigenfrequencies ωq

defined as

ωq =
√

Z eρ0,i

Mε0ε(q)
. (3.25)

Note that for small q , ωq approaches a linear dispersion, ωq = cq , where
c = 1

3 vF
√

Z m
M , and the identity N /V = k3

F/3π2 has been used for the elec-
tron density [108]. In other words, the density fluctuations are acoustical
in nature. This is known as the Bohm-Staver relation [116].

The screening effect of the vibrating lattice may be found by consider-
ing Maxwell’s equations for the electric field,

∇× (∇×E (r , t )) =−µ0
∂

∂t

(
J (r , t )+

∫
dr ′ ε(r − r ′)

∂

∂t
E (r ′, t )

)
.

Inserting ∂
∂t J ' Z eρ0,i E/M =ωqε0ε(q) and Fourier transforming in both

space and time gives

q 2E (q ,ω)+µ0ε0ε(q)

(
1−

ω2
q

ω2

)
ω2E (q ,ω) =−i

q

ε0ε(q)
δρi (q ,ω). (3.26)

A new dielectric constant may now be defined,

εep (q ,ω) = ε0ε(q)

(
1−

ω2
q

ω2

)
. (3.27)
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In this case, the left hand side of Eq. (3.26) takes the form of a (nonlinear)
wave equation. The right hand side represents a source term which de-
pends on δρi . The physical interpretation of this is that a perturbation of
the ion lattice propagates as waves throughout the system. An effective
Coulomb interaction, which takes into account the effect of both static
and dynamic screening effects may therefore be given as

V (ω) = ∑
kk ′q

V eff(q ,ω)c†
k+q c†

k−q ck ′ck , (3.28)

with

V eff(q ,ω) = e2

εep (q ,ω)q 2 = e2

ε0

1

q 2 +q2
TF

ω2

ω2 −ω2
q

, (3.29)

which is shown in Fig. 3.1. Note that for |ω| <ωq , V eff becomes negative,
i.e., it is attractive. Typically, ωq is approximated as constant and equal to
the Debye frequency, ωD [117].

ω

V eff(q,ω)

ωq−ωq

Figure 3.1: The approximate screened Coulomb potential due to both
electron-electron and electron-phonon interactions, for an arbitrary q .

.

3.4 The Cooper instability

In the previous section it was shown that the electron-phonon interaction
in ametal can lead to an attraction between electrons. This has a profound
effect on the low temperature behaviour of such systems. To illustrate
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this, a brief review of the model problem proposed by Cooper will be
presented [56], which will show that attractive interactions lead to an
instability of the Fermi surface.

Consider an electron gas at temperature T = 0. In this case, all states
with energies below the Fermi level, EF, are occupied, and all states with
energies above EF are empty. To this system, two electrons are added,
which then must have energies εk > EF. Coulomb interactions between
these superfluous electrons and the occupied states are disregarded, and
hence the Pauli exclusion principle prevents any participation of the latter.
The picture to have inmind is thus that of two electrons skating on a frozen
Fermi sea. The two electrons may however scatter off each other, through
an interaction potential VC . The Shcrödinger equation for the two-particle
system may then be written as[

− ~2

2m
∇2

1 −
~2

2m
∇2

2 +VC (r1 − r2)

]
ψ(r1,σ1;r2,σ2) = εψ(r1,σ1;r2,σ2).

Due to the translation invariance of this system, it is convenient to Fourier
transform, which gives(

εk1 +εk2 −ε
)
ψ(k1,k2)+

∫
d q

(2π)3 VC (k1 −q)ψ(q ,k1 +k2 −q) = 0, (3.30)

where εki = ~2k2
i /2m, and the spin indices are suppressed for brevity. To

mimic the effect of the electron-phonon interaction, VC is assumed to be
attractive within an energy shell of thickness ~ωD surrounding the Fermi
level, and zero otherwise,

VC (k) =
{
−V0, EF < εk < EF+~ωD

0, otherwise
(3.31)

The centre of mass momentum, k̄ = (k1 +k2)/2 is conserved in the scat-
tering process. Furthermore, introducing δk = k1 −k2, it is clear that the
lowest total kinetic energy

εk1 +εk2 = 2
~2k̄2

2m
+ 1

2

~2δk2

2m

is found by assuming that k = 0. This eats up the least of the allotted
energy interval in which VC is nonzero, and must therefore maximise
the interaction. This further implies that k1 =−k2 ≡ k . Defining ψ(k) ≡
ψ(k ,−k), Eq. (3.30) becomes

(εk −ε)ψ(k)−V0

∫
d q

(2π)3 ψ(q) = 0, (3.32)
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provided that εk ∈ [EF , EF+~ωD ]. A comment needs to bemade regarding
the symmetry of ψ(q). Due to the Pauli exclusion principle, the wave
function ψ(r1,σ1;r2,σ2) = φ(r1,r2)χ(σ1,σ2) needs to be antisymmetric.
If the spin function χ(σ1,σ2) is symmetric, which indicates a spin triplet
state, then the orbital part φ(r1,r2) must be antisymmetric. This however
means that ψ(q) is antisymmetric in q , so that Eq. (3.32) only admits
the trivial solution of ψ(k) = 0. On the other hand, for an antisymmetric
χ(σ1,σ2), which is the spin singlet state, ψ(q) is symmetric in q , and a
non-trivial solution is found by integrating over k ,

V0

∫
dk

1

2εk −ε
= 1. (3.33)

Using that dk = ν(ε)dε, where ν(ε) is the density of states per volume, the
integral becomes

V0

∫ EF+~ωD

EF

dε′
ν(ε′)

2ε′−ε
' 1

2
V0ν(EF ) ln

(
2EF+2~ωD −ε

2EF−ε

)
= 1.

The approximation ν(ε′) ' ν(EF) ≡ ν0 is reasonable as long as ~ωD ¿ EF.
Solving for the energy ε then finally gives

ε= 2EF− 2~ωD

e2/V0ν0 −1
' 2EF−2~ωD e−2/V0ν0 , (3.34)

in theweak coupling regime V0ν0 ¿ 1. The conclusion is that the electrons
reduce their energy by forming a bound pair, known as a Cooper pair. This
occurs regardless of the strength of V0.

3.5 Mean field approach to superconductivity

It is an interesting result that the effective Coulomb interaction between
electrons moving in a lattice has the potential of forming bound pairs
– even more so due to the fact that, under the right circumstances, this
state seems to be preferred. To gain more insight into how this behaviour
can lead to superconductivity in a many-particle system, a slightly more
general model will be described next, namely the BCS Hamiltonian [48]

H =∑
kσ

(
εk −µ

)
c†

kσ
ckσ+∑

kk ′
Vkk ′c†

k ′↑c†
−k ′↓c−k↓ck↑, (3.35)

where, along the same lines as Eq. (3.31),

Vkk ′ =
{
−V0, EF < εk ,εk ′ < EF+~ωD

0, otherwise
(3.36)



44 CHAPTER 3. SUPERCONDUCTIVITY

To solve Eq. (3.35), the mean field approach will be used. This is done by
defining an operator [98]

dk =c−k↓ck↑−〈c−k↓ck↑〉 (3.37)

d †
k =c†

k↑c†
−k↓−〈c†

k↑c†
−k↓〉. (3.38)

dk expresses the deviation from the average of c−k↓ck↑. This gives

c†
k ′↑c†

−k ′↓c−k↓ck↑ =d †
k ′dk +d †

k ′〈c−k↓ck↑〉+dk〈c†
k ′↑c†

−k ′↓〉+〈c†
k ′↑c†

−k ′↓〉〈c−k↓ck↑〉
'd †

k ′〈c−k↓ck↑〉+dk〈c†
k ′↑c†

−k ′↓〉+〈c†
k ′↑c†

−k ′↓〉〈c−k↓ck↑〉.

In the last line the term d †
k ′dk has been neglected, under the assumption

that the fluctuations around the average, or mean field, result are small.
By inserting into Eq. (3.35) one gets

H =∑
kσ

(
εk −µ

)
c†

kσ
ckσ−∑

k

[
∆k d †

k +∆∗
k dk +∆∗

k 〈c−k↓ck↑〉
]

, (3.39)

where

∆k =−∑
k ′

Vk ′k〈c−k ′↓ck ′↑〉. (3.40)

Inserting the expressions for dk and d †
k then gives

H =∑
kσ

(
εk −µ

)
c†

kσ
ckσ−∑

k

[
∆k c†

k↑c†
−k↓+∆∗

k c−k↑ck↑−∆k〈c†
k↓c†

−k↑〉
]

.

(3.41)

Eq. (3.41) canbediagonalisedbyaBogoliubov–Valatin transformation [118,
119]

γk↑ =uk ck↑− vk c†
−k↓ (3.42)

γ−k↓ =uk c−k↓+ vk c†
k↑ (3.43)

γ†
k↑ =u∗

k c†
k↑− v∗

k c−k↓ (3.44)

γ†
−k↓ =u∗

k c†
−k↓+ v∗

k ck↑. (3.45)

To ensure that the new operators still describe fermions, they are defined
to satisfy{

γkσ , γk ′σ′
}
=

{
γ†

kσ
, γ†

k ′σ′

}
= 0,

{
γkσ,γ†

k ′σ′

}
= δkk ′δσσ′ , (3.46)
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from which the relation

|uk |2 +|vk |2 = 1 (3.47)

emerges. Expressing Eq. (3.41) in terms of the operators γkσ, it can be
shown to take the form

H =∑
k

Ek

(
γ†

k↑γk↑+γ†
−k↓γ−k↓

)
(3.48)

+∑
k

[
2(εk −µ)|vk |2 −2ℜ(∆k uk vk )+∆k〈c†

k↑c†
−k↓〉

]
, (3.49)

if the parameters uk and vk are chosen so that they define

2(εk −µ)uk vk +∆∗
k v2

k −∆k u2
k = 0 (3.50)

2(εk −µ)u∗
k v∗

k +∆k v∗2
k −∆∗

k u∗2
k = 0. (3.51)

The excitation energies, Ek are then given as

Ek =±
√(

εk −µ
)2 +|∆k |2, (3.52)

which produces a gap around the Fermi level of width 2∆k , as illustrated
in Fig. 3.2. For simplicity, uk , vk and ∆k are assumed to be real. The
constraint in Eq. (3.47) hints at a convenient parametrisation. Defining
uk = sinθk and vk = cosθk , the solution of Eq. (3.50) readily presents itself
as tan2θk =∆k /Ek .

In the ground state of this system, there are no excitations, which
means that the eigenstate must satisfy

γk↑ |ψ〉 = γ−k↓ |ψ〉 = 0, (3.53)

for all k . Due to the Pauli exclusion principle, one may thus write,

|ψ〉 =∏
k

γk↑γ−k↓ |0〉 , (3.54)

where |0〉 is the vacuum state of the ckσ operators. By inserting the expres-
sion for the γ operators, |ψ〉 becomes, after normalisation,

|ψ〉 =∏
k

(
uk + vk c†

k↑c†
−k↓

)
|0〉 . (3.55)

From Eq. (3.55) it is clear that the parameter v2
k is the probability of the

pair state |k ↑,−k ↓〉 being occupied, and u2
k is the probability of it being

empty.
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The presence of an energy gap introduces an associated length scale.
Setting ∆k =∆0 for simplicity, this energy gap represents the binding en-
ergy of a Cooper pair. The Heisenberg uncertainty principle then dictates
that the constituent quasiparticles must interact for at least a duration of
τξ = ~/∆0. In a clean material, the quasiparticles move with a velocity of
vF, from which the average size of a Cooper pair is found to be [120]

ξ0 = ~vF

π∆0
, (3.56)

where the factor π is a matter of convention.

k

Ek

Normal state

Figure 3.2: The quasiparticle energy band Ek , assuming a constant super-
conducting gap ∆k =∆0. For comparison the normal state dispersion is
shown in grey.

3.6 Green functions and superconductivity

It is challenging to study complex systems by attempting to diagonalise
the correspondingHamiltonian, and hence it is useful to include a descrip-
tion of superconductivity in the Green function framework developed in
Chapter 2.

In a Fermi liquid, it can be shown that the resulting Green function,
after a summation of diagrams, takes the form

G(k) ∼ 1

ε− ~2k2

2m +µ−Σ(k)
,

for some self energy Σ, which depends on the included interactions. The
poles of the Green function determine the energy dispersion ε(k), and
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since the excitation energies for a superconductor are given by Eq. (3.52)
within the mean field approximation, a naïve guess would be to expect
Green functions of the form

G(k) ∼ 1

ε∓
√(

~2k2

2m −µ
)2 +|∆k |2

when the attractive potential of the BCS Hamiltonian, given in Eq. (3.35), is
treated as a perturbation. This is not correct. In this case, the perturbation
expansion turns out to be unstable [121]. A clue as to why that is appeared
in the discussion of the Cooper instability in Section 3.4. It was derived
in Eq. (3.34) that the formation of a bound state between the introduced
electron pair reduced the energy of this system by a quantity proportional
to e−2/V0ν0 , which becomes singular in the limit V0 → 0. Conventional
normal state Green functions are therefore not an appropriate starting
point for a perturbation expansion. This is because the appearance of
superconducting correlations in a normal metal is an example of a phase
transition. The behaviour of the material on one side of the phase trans-
ition is completely different from the behaviour on the other side. Green
functions derived for a normal metal therefore cannot hope to describe
the superconducting transition. For that to be possible, a framework in
which both sides of the phase transition is properly described is required.
This is precisely what the Nambu formalism introduced in Section 2.1
does. Indeed, with the basis defined in Eq. (2.12), it is seen from Eqs. (2.15)
to (2.17) that the anomalous Green function,

Fσσ′(r , t ;r ′, t ′) =−i
〈
T ψσ(r , t )ψσ′(r ′, t ′)

〉
,

describe the superconducting correlations – they take the same form as
the order parameter in Eq. (3.40).

The attractive potential in the BCS model is constant if the energies
involved are restricted to lie in the interval between EF and EF + ~ωD .
Typically, ~ωD is at least an order of magnitude larger than the supercon-
ducting gap [122]. Hence, to describe physics taking place at the same
energy scales as the latter, it is reasonable to simplify the BCS potential
as V (k1,k2) =−V0, which in position space becomes a simple contact po-
tential, V (r1,r2) =−V0δ(r1 − r2). Its second-quantised form is then given
as

VBCS =−V0

∫
dr ψ†

↑(r )ψ†
↓(r )ψ↓(r )ψ↑(r ) (3.57)
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As in the previous section, an order parameter may be defined as

∆(r ) =−V0〈ψ↓(r )ψ↑(r )〉, (3.58)

where the minus sign is included by convention. Repeating the mean field
analysis then gives,

VBCS =
∫

dr
[
∆(r )ψ†

↑(r )ψ†
↓(r )+∆∗(r )ψ↓(r )ψ↑(r )

]
, (3.59)

where the constant contribution has been disregarded. The time evolution
of the field operators is determined by the Heisenberg equation, which
now takes the form

i~
∂

∂t
ψσ(r , t ) =−

( ~2

2m
∇2 +µ

)
ψσ(r , t )+δσ↑∆(r )ψ†

↓(r , t )−δσ↓∆(r )ψ†
↑(r , t ),

and similarly for the adjoint. By converting to the Nambu basis, and Four-
ier transforming in time, equations for the retarded, advanced andKeldysh
Green functions may be established. The result is[

ερ̌4 +
( ~2

2m
∇2 +µ

)
Ǐ + ∆̌(r )

]
Ǧ(r ,r ′) = Ǐδ(r − r ′), (3.60)

where ∆̌= diag
(
∆̂ , ∆̂

)
, and ∆̂ is a 4×4 matrix which takes the form

∆̂(r ) =


0 0 0 ∆(r )
0 0 −∆(r ) 0
0 ∆∗(r ) 0 0

−∆∗(r ) 0 0 0

 (3.61)

Note that
{
∆̂, ρ̂4

}= 0, which has been used in the derivation of Eq. (3.60).
Eq. (3.60) has the same form as Eq. (2.46), and hence the quasiclassical
equation of motion for a pure superconductor, the Eilenberger equation,
may immediately be written down as

i~vF ·∇ǧ (r ,kF)+ [
ερ̌4 + ∆̌(r ) , ǧ (r ,kF)

]= 0. (3.62)

Similarly, the Usadel equation, which is valid in the diffusive limit, is given
as

~D∇· ǧ∇ǧ + i
[
ερ̌4 + ∆̌ , ǧ

]= 0. (3.63)

Physics involving the superconducting correlations take place on the en-
ergy scale of the superconducting gap size. By scaling all energies in
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Eq. (3.63) by a characteristic gap size ∆0, it is seen that the corresponding
length scale becomes

ξ=
√

~D

∆0
, (3.64)

which is known as the diffusive coherence length. It describes the size of
the Cooper pairs in a diffusive material, and is related to the coherence
length in a clean material, given in Eq. (3.56), via

ξ=
√

~vFlmfp

3∆0
'

√
ξ0lmfp.

A uniform superconductor

Consider an infinite, completely isotropic superconductor with a constant
gap∆k =∆. In this case,∇ǧ = 0, and Eq. (3.63) may be solved immediately,
giving for the retarded component

ĝ R = |ε|p
ε2 −∆2

ρ̂4 + sgn(ε)p
ε2 −∆2

∆̂, (3.65)

and similarly for the advanced component. From Eq. (3.65), the density of
states may be computed as

νσ(ε) =− 1

π
ℑGR

σσ(r ,r ;ε). (3.66)

Its quasiclassical counterpart becomes, with ν= (ν↑+ν↓)/2,

ν(r ,ε) = ν0

4
ℜTr

[
ρ̂4ĝ R (r ,ε)

]
, (3.67)

where ν0 is the density of states at the Fermi level. The result is shown in
Fig. 3.3, where the absence of quasiparticle states for |ε| <∆ is clearly seen.
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+1-1
ε/∆

ν(ε)

Normal state

Figure 3.3: Spin-independent density of states for a uniform supercon-
ductor with gap ∆. For comparison, the density of states for a normal
metal is shown in grey.

The current density

At this point it is appropriate to discuss the current density. It is defined
from the continuity equation,

∂

∂t
ρ+∇· J = 0, (3.68)

where ρ(r ) = e
〈
ψ†

σ(r )ψσ(r )
〉
= ene,σ. The time derivative of the charge

density may be found by applying Eqs. (2.6) and (2.7) to ne,σ, which gives

∂

∂t
ne,σ =

〈(
∂

∂t
ψ†

σ

)
ψσ+ψ†

σ

∂

∂t
ψσ

〉
=− i~

2m

〈(
∇2ψ†

σ

)
ψσ−ψ†

σ∇2ψσ

〉
,

=− i~
2m

∇·
〈(

∇ψ†
σ

)
ψσ−ψ†

σ∇ψσ

〉
.

To express ∂
∂t ρ in terms of GK requires some sleight of hand. Rather than

evaluating the products of field operators at the same coordinate r , two
slightly displaced coordinates r1 and r2 are used instead. This gives the
identity〈(

∇ψ†
σ

)
ψσ−ψ†

σ∇ψσ

〉
= lim

r1→r2
− (∇1 −∇2)

〈
ψ†

σ(r2)ψσ(r1)
〉

. (3.69)

By applying the anticommutator relations to Eq. (2.36) it is seen that〈
ψ†

σ(r2)ψσ(r1)
〉
=− i

2
GK

σσ(r1,r2)+ 1

2
〈δ(r1 − r2)〉 . (3.70)
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The second term does not contribute to the current, and is discarded.
Hence one finds the following expression for the current density,

J = lim
r1→r2

− ~e

8m
(∇1 −∇2)Tr

[
ρ̂4ĜK (r1,r2)

]
, (3.71)

where a generalisation to Nambu⊗spin space has been made, incurring
in the process another factor of 1/2, and a ρ̂4. In terms of the mixed
representation Green function, this becomes

J =− ~e

8m

∫
dk

(2π)3

∫
dε

2π
2i kTr

[
ρ̂4ĜK (k ,ε)

]
, (3.72)

where the integral over ε appears due to the fact that the field operators
are evaluated at equal times. Within the quasiclassical approximation, this
becomes

J =− eν0

16m

∫
dε

∫
dΩk

4π
kFTr

[
ρ̂4ĝ K ]

. (3.73)

In the diffusive limit, Eq. (2.99) may be inserted, which results in

J = eν0D

16

∫
dεTr

[
ρ̂4

(
ǧ∇ǧ

)K
]

. (3.74)

Equilibrium currents

The defining characteristic of a superconductor is that it allows for equilib-
rium currents, or supercurrents, which appear whenever there is a phase
gradient in the superconducting gap. To confirm this, consider a gap func-
tion with a constant phase gradient a in the x direction, ∆(x) = |∆|e i ax ,
with a, for now, undetermined constant magnitude |∆|. An infinite dif-
fusive superconductor is assumed, which is described by Eq. (3.63). An
appropriate normalisation for the retarded Green function is [123]

ĝ R =
(

I coshθ iσy sinhθe iχ

iσy sinhθe−iχ −I coshθ

)
, (3.75)

whichautomatically satisfies thenormalisationconditiongiven inEq. (2.74).
The open boundary conditions dictate that the superconductor be uni-
form, which implies that the parameter θ must be constant. A solution to
Eq. (3.63) is then found by setting χ(x) = ax, with θ satisfying

θ = atanh

[ |∆|
ε

− i
~Da2

2ε
sinhθ

]
, (3.76)
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which is easily solved by fixed point iterations, setting, e.g., |∆| =∆0, the
gap of a bulk superconductor with no phase gradient. The charge current
may be found from Eq. (3.74), which turns out to be

J =−1

2
eν0Da

∫
dεℑ(

sinh2 θ
)

tanh
βε

2
, (3.77)

using Eqs. (2.11) and (2.43). Note that there is an implicit dependence on
a also in |∆|, to be discussed shortly.

3.7 The gap equation

As is typical in all but the simplestmean field theories, the order parameter
∆(r ) must be determined by self consistency iterations. To do so, Eq. (3.58)
at the centre of mass coordinate r must be expressed in terms of Green
functions. This can be done using the relation given in Eq. (3.70). One
finds that the pair correlation becomes

Φ(r ) = 〈ψ↓(r , t )ψ↑(r , t )〉 = lim
ρ,τ→0

i

2
ĜK

23(ρ,τ), (3.78)

where ĜK
i j refers to the matrix element in row i and column j of ĜK , τ=

t − t ′, and ρ = r − r ′. Fourier transforming in relative coordinates gives

Φ(r ) = i

2

∫
dk

(2π)3

∫
dε

2π
ĜK

23(r ,k ,ε). (3.79)

Hence, within the quasiclassical approximation, one gets

Φ(r ) = ν0

8

∫
dε ĝ K

23(r ,ε), (3.80)

where ĝ K is the diffusive quasiclassical Green function (i.e., an angular
averaging has been performed). The order parameter thus becomes

∆(r ) =−V0Φ(r ) =−λ

8

∫
dε ĝ K

23(r ,ε), (3.81)

with λ=V0ν0 a dimensionless coupling strength. In order to determine
∆(r ), one needs to guess at an initial value, solve the Usadel equation a
sufficient number of times, at varying ε, for the integral in Eq. (3.81) to
be reasonably estimated. This gives a new value for ∆(r ), and the process
may be repeated until self consistency is achieved. This is in general a
highly nontrivial numerical problem to be discussed further in Section 4.4.
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The gap of a bulk superconductor

The retardedGreen function for abulk superconductor is given inEq. (3.65),
from which the Keldysh Green function may be found from Eqs. (2.16)
and (2.36). When inserted into Eq. (3.81), this leads to the following gap
equation,

1

λ
=

∫ ~ωD

∆
dε

tanh βε
2p

ε2 −∆2
, (3.82)

where the Debye energy ~ωD has been used as a cut-off. In the low-
temperature limit, tanh βε

2 ' 1, in which case one gets, after some al-
gebra [87],

ωD = ∆

~
cosh

1

λ
. (3.83)

On the other hand, ∆' 0 in the limit of T → Tc , the critical temperature of
the superconductor, which gives [117, 124]

1

λ
=

∫ ~ωD

0
dε

tanh βcε
2

ε

= tanh
βc~ωD

2
ln

(
βc~ωd

2

)
−

∫ βc~ωD /2

0
d z

ln z

cosh2 z
,

with βc = 1/kBTc . In the weak coupling limit, with ~ωD Àβ−1
c , one gets

1

λ
' ln

(
βc~ωD

2

)
− ln

( π

4eγ

)
= ln

(
2eγβc~ωD

π

)
,

where γ is the Euler-Mascheroni constant. Hence, in this limit,

ωD = πkBTc

2~eγ
e1/λ. (3.84)

Combining Eqs. (3.83) and (3.84) results in the relation, with λ¿ 1 in the
weak coupling limit,

∆= π

eγ
kBTc ' 1.76kBTc . (3.85)
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Equilibrium currents – revisited

Returning to the problem of finding the supercurrent in a uniform super-
conductor, the task at hand is to find the correct energy gap. Using the θ

parametrisation in Eq. (3.75), along with Eq. (3.83), the gap equation takes
the form

∆= 1

acosh ~ωD
∆0

∫ ~ωD

0
dεℜsinhθ tanh

βε

2
, (3.86)

where ∆0 is gap with no currents present. Starting with ∆=∆0, Eq. (3.76)
may be solved to find θ, which is inserted into Eq. (3.86) to produce an
updated value. This procedure is repeated until convergence is achieved,
resulting in Fig. 3.4

0.5 1 1.5

1 ∆/∆0

J/J0

aξ

Figure 3.4: Size of the energy gap and the supercurrent as a function of the
phase gradient a, given in units of the superconducting coherence length
ξ. The supercurrent is scaled by J0 = eν0D∆0/ξ.

For low values of the phase gradient, |∇φ| = a, the supercurrent is approx-
imately proportional to a, but as the gradient becomes larger, the increase
in kinetic energy eventually results in a suppression of superconductivity.

3.8 The influence of amagnetic field

When a superconductor is exposed to a magnetic field, interesting things
happen. A superconductor can exhibit perfect diamagnetism, which
means that any entering magnetic flux is screened by circulating supercur-
rents – a phenomenon known as theMeissner effect [47]. For an increasing
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magnetic field, this complete screening can persist until the supercon-
ductivity is quenched, which is the case for type I superconductors. An-
other possibility is that flux lines eventually begin to penetrate, creating
topological excitations known as vortices. This is known as type II super-
conductivity. To study such effects, it is necessary to include a magnetic
field B in the Green function formalism. This is done by altering the ~

i ∇
operators to properly represent the canonical momentum,

~
i
∇→ ~

i
∇̃ = ~

i
∇−e A(r ), (3.87)

where e is the elementary charge, and A is the vector potential, which
satisfies B =∇×A. There is a certain freedom in the choice of A, in that any
transformation A = A′+∇χ leaves the magnetic field B unchanged. This
gauge transformationmodifies the wave function by a phase, ψ′ =ψe i eχ/~,
and hence the Green function by

Ǧ ′(r1,r2) = e i eχ̌(r1)/~Ǧ(r1,r2)e−i eχ̌(r2)/~, (3.88)

where χ̌(r ) =χ(r )ρ̌4. Multiplying Eq. (3.60) with e i eχ̌(r )/~ from the left, and
e−i eχ̌(r ′)/~ from the right one finds that the equation of motion remains
invariant if

∆̌′(r ) = e i eχ̌(r )/~∆̌(r )e−i eχ̌(r )/~, (3.89)

and hence

∆′(r ) =∆(r )e2i eχ(r )/~. (3.90)

The conclusion is that a gauge transformation results in a modification
of the order parameter phase. From this it is clear that a gauge invariant
phase, φGI, may be defined as

∇φGI =∇φ− 2e

~
A. (3.91)

To introduce a magnetic field to the quasiclassical equations of mo-
tion is conceptually simple, but there are a few intricacies that warrant
discussion. Consider the gauge invariant quantity

Q̌(r1,r2) =∇̃2
1Ǧ(r1,r2)−Ǧ(r1,r2)∇̃2

2

=
(
∇1 − i e

~
Ǎ(r1)

)2

Ǧ(r1,r2)−Ǧ(r1,r2)

(
∇2 − i e

~
Ǎ(r2)

)2

,
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which appears in the equations of motion when performing the left-right
subtraction trick necessary to obtain Eq. (2.52). The vector potential takes
the form Â = diag (+AI , −AI ) in Nambu⊗spin space, and Ǎ = diag

(
Â , Â

)
inKeldysh space. In theCoulombgauge,∇·A = 0, themixed representation
of Q̌ becomes

Q̌(R ,k) = 2i k · ∇̃RǦ −
{

i e

~
Ǎ , ∇Ǧ

}
, (3.92)

where the gauge covariant derivative now takes the form

∇̃R =∇R − i e

~
[

Ǎ,•] . (3.93)

This redefinition emerges as χ̌(ri ) → χ̌(R) in the mixed representation
equivalent of Eq. (3.88). Note, however, that Eq. (3.92) is no longer gauge
invariant. This property has been destroyed in going to the mixed repres-
entation. To remedy this, a gauge covariant Wigner transformation may be
used [125–127]. Alternatively, assuming that the size of the vector potential
is on the order of e|A|/pF 'α¿ 1, the anticommutator in Eq. (3.92) may
be neglected. Hence, gauge invariance is retained to this level of accuracy.
It is the latter approach which will be used here. This has consequences
for the treatment of spin-orbit coupling, encountered in Section 6.7, in
that magnetoelectric effects cannot be described. Repeating the steps
leading up to Eqs. (2.52) and (2.100) produces identical equations, with all
gradients replaced by Eq. (3.93).

3.9 TheMeissner effect

The Meissner effect is the expulsion of magnetic fields from supercon-
ducting materials. This occurs since the presence of a vector potential
induces a phase gradient, as indicated by Eq. (3.91), thereby producing
a supercurrent. The supercurrent, in turn, generates its own magnetic
field, cancelling the applied field. In other words, superconductors exhibit
perfect diamagnetism. To describe this effect it is necessary to determine
how the supercurrent influences the vector potential. From one of the
Maxwell equations one gets

∇2 A =−µ0 J , (3.94)
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where µ0 is the vacuum permeability and, as before, the Coulomb gauge,
∇· A = 0, has been assumed. Inserting Eq. (3.74) leads to

∇2 A = |e|µ0ν0D

16

∫
dεTr

[
ρ̂4

(
ǧ ∇̃ǧ

)K
]

, (3.95)

which generally must be solved by iteration, similar to what was the case
for the gap equation in Eq. (3.81).

Themagnetic field in a superconducting half-space

To get a sense of the screening effect of a superconductor, consider a
superconducting half-space, taking up the region x > 0. For x < 0, there
is vacuum. A uniform magnetic field is applied, for which a reasonable
choice of gauge is A = B xe y , where e y is a unit vector pointing in the y
direction, parallel to the interface. The current is thus given fromEqs. (3.74)
and (3.93) as

Jy =eν0D

16

∫
dεTr

[
ρ̂4

(
ǧ

∂̃

∂y
ǧ

)K ]
,

=eν0D

8

∫
dε

(
ℜTr

[
ρ̂4ĝ R ∂

∂y
ĝ R

]
+ e

~
AyℑTr

[(
ρ̂4ĝ R)2

])
tanh

βε

2
. (3.96)

The Green function ǧ may be found by inserting the parametrisation in
Eq. (3.75) into Eq. (3.63), replacing all gradients with their covariant deriv-
atives, ∇→ ∇̃, in which case one finds that θ must satisfy

θ = atanh

[
|∆|
ε

− i
4e2D A2

y

2~ε
sinhθ

]
, (3.97)

analogous to Eq. (3.76). Assume next that the applied magnetic field is
sufficiently small to neglect all terms of order A2

y and higher. In that case it
is seen that θ ' atanh |∆|

ε , which means that the first term in the integrand
of Eq. (3.96) does not contribute to the current. Hence, one gets

Jy = e2ν0D

~
Ay

∫
dεℑsinh2 θ tanh

βε

2
. (3.98)

To proceed, note that

ℑsinh2 θ = |∆|2ℑ
[

1

ε2 −|∆|2 + isgn(ε)η

]
=−sgn(ε)π|∆|2δ(

ε2 −|∆|2) ,
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where η is an infinitesimal quantity. This results in

Jy =−πe2ν0D∆

~
Ay tanh

β∆

2
.

For low temperatures, tanh β∆
2 ' 1, and the superfluid density, ns , is ap-

proximately equal to the electron density. The latter gives the identity
πν0D∆/~= ns lmfp/mξ0, where lmfp is the mean free path, m is the elec-
tron mass, and ξ0 is the ballistic superconducting diffusion length, given
in Eq. (3.56). One thus gets

Jy = nse2

m

lmfp

ξ0
Ay , (3.99)

which is a diffusive version of the London equation [128, 129], differing
from the ballistic version by the appearance of the factor lmfp/ξ0. Inserting
Eq. (3.99) into Eq. (3.94) gives

∂2

∂x2 Ay = 1

λ2 Ay , (3.100)

where λ is the diffusive penetration depth, and may be expressed in terms
of the London penetration depth, λL =

√
m/µ0nse2, as

λ=λL

√
ξ0

lmfp
. (3.101)

The magnetic field profile Bz (x) is found by solving Eq. (3.100) and using
that B =∇× A. By setting Bz (0) = B , the applied field, one gets

Bz (x) = Be−x/λ. (3.102)

Hence, λ dictates the distance over which an applied field vanishes in a
superconductor.



Chapter 4

Numerical solutionmethods

The equation of motion for the Green function, even after performing
the quasiclassical approximation, and taking the diffusive limit, is still
a challenge to solve. In fact, the Usadel equation, given in Eq. (2.100),
is a system of eight nonlinear partial differential equation. Obviously,
there is little hope of solving such a system analytically in any but the
most trivial of cases, and so this chapter is concerned with numerical
solution methods. The finite element method will be introduced, which
is a numerical framework capable of solving the Usadel equation very
efficiently, and for arbitrarymodel geometries. In addition, other technical
details, such as self consistency acceleration, will be discussed.

4.1 Parametrisation

The Usadel equation, given in Eq. (2.100), is the equation of motion for
the 8×8 quasiclassical Green function ǧ . In equilibrium, it is sufficient to
find the 4×4 retarded component ĝ R , since ĝ A is given by Eq. (2.101), and
ĝ K from the quasiclassical version of Eq. (2.43). Nonequilibrium systems
require in addition the distribution function ĥ, which is a separate issue to
be discussed in Section 4.3. To ease the numerical solution of the Usadel
eqaution, the retarded Green function is parametrised as

ĝ R =
(

N 0
0 Ñ

)(
I +γγ̃ 2γ
−2γ̃ −(I + γ̃γ)

)
, (4.1)

where N = (
I −γγ̃

)−1, Ñ = (
I − γ̃γ

)−1, and γ̃(ε) = γ∗(−ε). This is known as
the Riccati parametrisation [130–132]. The Usadel equation may thus be
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expressed in terms of the 2×2 matrices γ and γ̃ as

D∇2γ+2D∇γ · Ñ γ̃∇γ+2iεγ−∆σy +∆∗γσyγ− iV11γ+ iγV22 = 0, (4.2)

D∇2γ̃+2D∇γ̃ ·Nγ∇γ̃+2iεγ̃+∆∗σy −∆γ̃σy γ̃+ iV ∗
22γ̃− i γ̃V ∗

22 = 0, (4.3)

where an arbitrary self energy V̂ = diag (V11 V22) has been included.

4.2 The finite elementmethod

The most common method of numerically solving a partial differential
equation is by using the so-called finite difference method, in which de-
rivatives are discretised on a predefined grid ∂ f

∂xk
= (

fi+k, j − fi−k, j
)

/2kh,
with vertices at i and j , and lattice spacing h. This is a simple, and of-
ten sufficient method of obtaining approximate solutions, but it has a
significant disadvantage. Since the differential operators within the fi-
nite difference method are non-local on the grid, i.e., the derivative at a
given point depends on function evaluations at its neighbours, the grid
must be regular in some sense. In practice, this means that working with
non-rectangular geometries is generally very difficult. Furthermore, the
application of boundary conditions is challenging as well, with each new
system to be considered often requiring individual treatment in order to
formulate a proper numerical scheme. These issues are handled much
more elegantly by the finite element method, which will be discussed in
the following. For brevity, a change in notation will be made, so that both
γ and γ̃ is described by a single vector

Γ= (
γ11 γ12 γ21 γ22 γ̃11 γ̃12 γ̃21 γ̃22

)T
, (4.4)

where γi j and γ̃i j refer to row i and column j of γ and γ̃, respectively.
Eqs. (4.2) and (4.3) may then be written as

∇2Γ(α) =Q(α)(γ, γ̃,∇γ,∇γ̃). (4.5)

In other words, Eq. (4.5) represents eight coupled equations, where Q(α) is
to be understood as a function which performs all the necessary matrix
multiplications of Eqs. (4.2) and (4.3), and then extracts the appropriate
element α, in accordance with the labelling in Eq. (4.4). While doing this
by hand is a Herculean task, it is trivial on a computer.

A differential equation requires boundary conditions in order to be
properly posed. The quasiclassical boundary conditions to be used with
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the Usadel equation will be discussed at length in Sections 5.1 and 6.4.
Here, it will be sufficient to assume boundary conditions which are either
of the form

n̂ ·∇Γ(α) = B (α)(γ, γ̃), (4.6)

where n̂ is an outwards-pointing surface normal, or of the form

Γ(α) =C (α)(γ, γ̃). (4.7)

Eq. (4.6) and Eq. (4.7) are calledNeumann, andDirichlet boundary condi-
tions, respectively.

The finite element method requires theweak formulation of the dif-
ferential equation. This entails transforming Eq. (4.5) into an integral
equation by first multiplying with a, for now unspecified, scalar test func-
tion v(r ) and integrating over the volume to be studied, Ω. This gives

−
∫
Ω

dr ∇Γ(α) ·∇v +
∫
∂Ω

dS n̂ ·∇Γ(α)v −
∫
Ω

Q(α)v = 0, (4.8)

where ∂Ω is the boundary (surface) of Ω. Notice that for the Neumann
boundary conditions, Eq. (4.6) may be inserted directly into the second
term of Eq. (4.8). Dirichlet boundary conditions may be imposed approx-
imately by introducing a Neumann boundary condition (or more correctly
a Robin boundary condition) of the form

n̂ ·∇Γ(α) =λ
(
Γ(α) −C (α)) , (4.9)

where λ is a parameter chosen large enough, e.g., of order 1010, for the left
hand side to be completely negligible compared to the right hand side, and
may thus vary freely. This is known as the penalty method – a deviation
from the boundary condition is heavily penalised.

Ω

Figure 4.1: Example of the division of a geometryΩ into elements, forming
a mesh.
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The analysis so far, with the exception of the treatment of the Dirichlet
boundary condition, has been exact. In order to reduce Eq. (4.8) to a linear
algebra problem fit for the computer, an appropriate basis needs to be
introduced. This is where the discretisation comes in. The finite element
method consists of dividing the model volume into small pieces, called
elements, as shown in Fig. 4.1 for an arbitrary geometry Ω. Within each
element, the solution Γ is expanded in a finite basis of known functions
φi ,

Γ(α)(r ) '
N∑

i=1
Γ(α)

i φi (r ), (4.10)

where the expansion coefficients Γ(α)
i are independent of position. This

is known as the Galerkin approximation [133]. The basis functions φi

are typically polynomials, which means that the accuracy of Eq. (4.10) is
increased either by considering smaller elements, or higher polynomial
order – in accordance with the Stone-Wierstrass theorem [134]. The order
of the polynomial is denoted as the order of the element. Similarly, the
test function v is chosen as

v(r ) =
N∑

i=1
φi (r ). (4.11)

Consider now an element with volume Ωe . The most common choice
for basis functions are the Lagrange polynomials, which in one dimension
are given as

φi =
N∏

m=1
m 6=i

x −xm

xi −xm
. (4.12)

This is a basis which interpolates between N preselected points within the
element, with coordinates xi . These points are known as the nodes of the
element, and must be placed such that all the symmetries of the element
are equally represented, in order to avoid a geometrical bias. The basis
functions for the so-called TRI6 element, which is a triangular second
order element, are given in Fig. 4.2.
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Figure 4.2: The six basis functions used in the description of the TRI6
element, which has six nodes. It is a second order element, meaning that
the basis functions are quadratic polynomials.

The contribution to Eq. (4.8) from one element is now given as

−∑
i j

∫
Ωe

dr ∇φi ·∇φ jΓ
(α)
i +∑

i j

∫
∂Ωe

dS D (α)
i φ j −

∑
i j

∫
Ωe

Q(α)
i φ j = 0, (4.13)

where D (α) is either given by the right hand side of Eq. (4.6), or the right
hand side of Eq. (4.9) depending on the choice of boundary conditions.
The surface integral over ∂Ωe is nonzero only if the element domain Ωe

intersects with the boundary. Furthermore, while it was possible to factor
out the expansion coefficient Γ(α)

i in the first term of Eq. (4.13), this is in
general not possible for the second and third terms.

Where the finite element method really shines is in its representation
of geometry. This is done by allowing the elements to deform. This de-
formation can be described by the same basis function as Γ,

x =
N∑

i=1
φi (ξ), y =

N∑
i=1

φi (η), z =
N∑

i=1
φi (ζ).

Such elements are referred to as isoparametric. The point is that for a
geometrical model made up of amesh of elements with various distortion,
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it is sufficient to store information about a single undistorted reference
element, along with a Jacobi matrix J which describes the distortion of
each individual element, as illustrated in Fig. 4.3. Note that the latter needs
to be computed only once, at the moment of mesh generation.

y

x

η

ξ

Figure 4.3: Illustration of a coordinate transformation of a QUAD9 ele-
ment (quadrilateral element with nine nodes), which converts a distorted
element into an undistorted reference element.

Hence, expressed with the coordinates of the reference element, ρ =
(ξ,η,ζ), the integration measure in Eq. (4.13) becomes dr = dρ |J |, and
the gradients ∇ = J−1∇ρ . Finally, the integrals are found by numerical
quadrature, i.e., the integrals are replaced by sums of function evaluations
at specific points ρn , known as quadrature points, multiplied by a weight
factor wn . Eq. (4.13) thus becomes

L(α)
e

(
Γ
)= Fe , (4.14)

with

L(α)
e,i j

(
Γ
)=∑

n
wn

[
|J |

(
J−1∇φi · J−1∇φ jΓ

(α)
i +Q(α)

i φ j

)
−|Js |D (α)

a,i φ j

]
ρ=ρn

,

Fe, j =
∑
n

wn |Js |D (α)
b φ j

∣∣∣∣
ρ=ρn

,

where D (α) has been split into two contributions, D (α)
a and D (α)

b , the former
of which depends on γ and γ̃, whereas the latter does not. Note that D (α)

only gives a contribution on the surface of the mesh, where the coordinate
transformations are described by the Jacobi matrix Js . The notation Γ rep-
resents a matrix with elements Γ(α)

i . Both wn and ρn are predefined, and
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depend on the integration method selected. The number of quadrature
points are typically chosen to be the same as the number of nodes in the
element, which is known as full integration.

The discussion so far has been concerned with the contribution from a
single element, and hence for each element in the mesh, Eq. (4.14) applies,
which is a dense matrix equation in the nodal indices of that particular ele-
ment. Assembly of a global matrix equation, which takes into account the
entire mesh requires little more than a simple relabelling. Indeed, rather
than using a nodal numbering scheme which is local to each element, a
global numbering scheme may be used instead. Note that some nodes
are shared between several elements, but most are not. Hence, the dense
elemental matrices Le and Fe may be replaced by sparse global matrices
L and F . Furthermore, Γ is thus to be understood as the solution for all
the eight components in γ and γ̃, at every node in the mesh.

The nonlinearity of the Usadel equation is apparent in the fact that
Eq. (4.14) is a nonlinear matrix equation, and must be solved by iteration.
To proceed, assume that from iteration k to iteration k +1, Γk changes by
a small increment lk . In that case Eq. (4.14) may be linearised to give,

L(α) (Γk+1
)=L(α) (Γk + lk

)' L(α) (Γk
)+K (αβ)l (β)

k .

After a slight rearrangement, one gets

K (αβ)l (β)
k = R (α), (4.15)

from which one finds Γ(α)
k+1 =Γ(α)

k + l (α)
k . The matrix K is called the tangent

stiffness matrix due to the resemblance of Eq. (4.15) to Hooke’s law. It is
given as

K (αβ) = ∂L(α)
(
Γk

)
∂Γ

(β)
k

=∑
n

wn

|J |
δαβ

[
J−1∇φ

]T · J−1∇φ+ ∂Q (α)

∂Γ
(β)
k

φ

−|Js |∂D (α)
a

∂Γ
(β)
k

φ


ρ=ρn

.

Moreover, the residual is given as

R (α) = F −L(α) (Γk
)

.

Solving the linear system Eq. (4.15) therefore provides Γk+1, given know-
ledge about Γk . Starting with an initial guess Γ0, this process is repeated
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until the residual vanishes within a chosen accuracy – a procedure known
asNewton-Raphson iterations. Throughout this work, extensive use has
beenmade of the finite element library libMesh [135] as well as the compu-
tational toolkit PETSc [136–138]. The ability of the finite element method
to model superconducting hybrid structures is explored in several test
cases in Paper I.

4.3 Auxiliary solvers

More complicated systems requires the solution of supplementary equa-
tion systems, in addition to solving Eqs. (4.2) and (4.3). These systems will
be briefly reviewed in the following.

Nonequilibrium systems

In a nonequilibrium system, ĝ K is no longer trivially found from Eq. (2.43).
Rather, it depends on the distribution function ĥ via Eq. (2.77). The distri-
bution function is block diagonal inNambu⊗spin space, whichmeans that
it can be expressed in a basis of the eight ρ-matrices, given in Eq. (1) [139],

ĥ =
7∑

n=0
ρ̂nhn , (4.16)

where hn are scalars. To find an equation for ĥ, the Keldysh compon-
ent of Eq. (2.100) must be considered, which after inserting Eq. (4.16)
becomes [140]

amn∇2hn +bmn ·∇hn + cmnhn = 0, (4.17)

with

amn =1

4
DTr

(
ρ̂n ρ̂m − ρ̂m ĝ R ρ̂n ĝ A)

, (4.18)

bmn =∇amn + 1

4
DTr

(
ρ̂n ρ̂m ĝ R∇ĝ R − ρ̂m ρ̂n ĝ A∇ĝ A)

, (4.19)

cmn =− i

4
Tr

([
Σ̂ , ρ̂n ρ̂m ĝ R .ρ̂m ρ̂n ĝ A]+ [

Σ̂ , ρ̂m
](

ĝ R ρ̂n − ρ̂n ĝ A))
, (4.20)

where Σ̂= ερ̂4 − V̂ . The thing to notice about Eq. (4.17) is that it is linear
in ĥ. Furthermore, Eqs. (4.2) and (4.3), which determine ĝ R and ĝ A are
independent of ĥ an can be computed separately. By introducing the same
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formalism as described in Section 4.2, the resulting numerical problem to
be solved takes the form

Khh = F , (4.21)

where h = (
h0 h1 . . . h7

)T , Kh is the stiffness matrix found from the
equation of motion, given in Eq. (4.17), and F is a force vector which
in practice will include contributions from the boundary conditions, to
be discussed in Chapters 5 and 6. At a given quasiparticle energy ε, a
nonequilibrium system may thus be studied by first finding the retarded
and advanced Green functions from Eq. (4.15), and then solving Eq. (4.21),
using the same mesh in both cases. The major difference between these
two equation systems is that while the former is a nonlinear problem, and
thus requires tens of Newton-Raphson iterations to converge, the latter is
linear, and is solved in a single step. The distribution function is therefore
much faster to obtain.

The vector potential

When studying the Meissner effect, an additional solution step is required
in order to obtain the vector potential A from Eq. (3.95). This proceeds in
the same way as for the nonequilibrium distribution function ĥ – it is a
three-component linear partial differential equation for which a stiffness
matrix K A may be established. There are, however, a few differences. First
of all, it must be solved iteratively until self-consistency is achieved, since
the vector potential influences the superconducting gap, which in turn
modifies the current density. Fortunately, an update of the vector potential
happens rather infrequently during the solution process. It is required at
most once every gap iteration, which means that this solution step can be
significantly more resource intensive than the Usadel equation without
resulting in a noticeable increase in computation time. This observation
is beneficial, as finding the proper vector potential requires modelling the
vacuum surrounding the materials of interest.

The numerical solution of Eq. (3.95) is done by creating an additional
rectangularmodelΩA inwhich the systemmodelΩ is embedded, as shown
in Fig. 4.4. While the Usadel equation is solved solely in Ω, the Maxwell
equation is solved in bothΩ andΩA , enforcing continuity atΓ1, the bound-
ary between the two regions. Typically, the influence of a uniform mag-
netic field, Bext, is sought, which gives no explicit contribution to Eq. (3.95).
Hence, it is convenient to define a = A − Aext. The vacuum region ΩA
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should be chosen large enough for the magnetic field to be equal to the
external field at the outer boundary, which implies the boundary condition
∇×a = 0 at Γ2.

In practice, boundary conditions involving tangential derivatives have
proven troublesome. However, because ΩA is rectangular, they can be
avoided by imposing the boundary conditions

n̂ ·∇(n̂ ·a) = 0,

a − n̂(n̂ ·a) = 0
(4.22)

for surfaces where Bext · n̂ = 0, with n̂ the surface normal, and

a = 0 (4.23)

for surfaces where Bext||n̂. Notice that these boundary conditions im-
plicitly satisfy ∇×a = 0. Furthermore, they decouple when the surface
normals are aligned with the Cartesian coordinate axes of the system,
thereby giving a well-posed boundary value problem.

Γ2

Γ1

ΩA

Ω

Figure 4.4: When studying the Meissner effect, it is necessary to embed
the model geometry Ω into a rectangular vacuum region ΩA . The Usadel
equation is solved only in Ω, whereas the Maxwell equation is solved
in both Ω and ΩA . Continuity is enforced at the boundary Γ1, whereas
Eqs. (4.22) and (4.23) are imposed on Γ2.
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4.4 Fixed point acceleration

The most challenging part of studying superconducting systems numer-
ically with the Usadel equation is finding the correct superconducting
gap ∆(r ), which is determined from Eq. (3.81). Notice that its determina-
tion requires computing an integral over ε, which means that the Usadel
equation must be solved several hundreds, if not thousands, of times for
varying ε in order to obtain an accurate approximation of the integral. Fur-
thermore, the Keldysh Green function ĝ K , which appears in the integrand
on the right hand side of Eq. (3.81), depends on ∆(r ). Hence, the problem
at hand is one of the form

∆= F (∆). (4.24)

Lumped into the function F are all the efforts which go into computing
ĝ K and performing the ε-integral. Its exact dependence on ∆ is there-
fore unknown. In addition, its evaluation is extremely resource intensive,
which motivates using a method that solves Eq. (4.24) with as few function
evaluations as possible. The simplest way of solving it is by fixed point
iterations, where an initial guess for the gap, ∆0, is made, and the next
iteration found from Eq. (4.24), so that one gets

∆n+1 = F (∆n). (4.25)

The convergence criterion is then that the change in the gap from one
iteration to the next, δn+1 = |∆n+1 −∆n |, should be less than some given
tolerance. This iterative procedure works, and it is straightforward to
implement, but it has the significant drawback that its convergence is
slow. Hence, unless one is able to come up with an accurate initial guess,
a large number of iterations are required. For this reason, two methods of
accelerating Eq. (4.25) will be explored in the following.

Steffensen acceleration

The most famous method of finding a root of a function f (x) is perhaps
Newton’s method, where the solution of f (x) = 0 is found iteratively via the
formula

xn+1 = xn − f (xn)

f ′(xn)
.

Eq. (4.24) can be transformed into a root finding problem by defining
f (∆) = F (∆)−∆. A challenge in the application of Newton’s method then
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becomes finding the derivative f ′(∆). Note that after discretisation, ∆ is a
vector containing N values, where N is the number of nodes in the mesh,
and so finding the correct slope of f (∆) requires determining the N ×N
Jacobian matrix – an impossible task in practice. Instead, the multidimen-
sionality of the problem will be ignored, and each element of∆ is assumed
independent of the rest, thus reducing the problem to N separate root
finding problems. In that case, f ′(∆n) for a particular iteration n may be
approximated as

f ′(∆n) ' f (∆n+1)− f (∆n)

∆n+1 −∆n
= ∆n+2 −2∆n+1 +∆n

∆n+1 −∆n
, (4.26)

where Eq. (4.25) has been used in the second equality. With a slight rela-
belling of indices one then finds

∆n+1 =∆n−2 − (∆n−1 −∆n−2)2

∆n −2∆n−1 +∆n−2
. (4.27)

This is known as Steffensen acceleration. Eq. (4.27) requires as input the
three previous iterations. This means that it must be initialised by three
fixed point iterations, after which Eq. (4.27) may be used exclusively to
produce the next iterations. However, experimentation has shown that it is
beneficial to the stability and convergence rate of the numerical iteration
procedure to use Eq. (4.27) more sparingly. Improved performance has
been observed if k > 3 fixed point iterations are made between every
application of Eq. (4.27). Hence, the recommended iterative scheme is

∆n+1 =
{
∆n−2 − (∆n−1−∆n−2)2

∆n−2∆n−1+∆n−2
n = zk,

F (∆n) otherwise,
(4.28)

where z ∈ {1,2,3, . . .}. The integer k is likely to vary from problem to prob-
lem, and must be chosen by the analyst.

Steffensen acceleration is efficient when the spatial variation of the
gap is low. In particular, its performance is significantly poorer if there are
phase gradients in the system. This is presumably because the coherence
between the gap value at different nodes is ignored.

Anderson acceleration

An acceleration method which, in contrast to the Steffensen method, takes
into account that ∆ is a vector in RN is Anderson acceleration [141, 142].
Consider again the quantity f (∆n) = F (∆n)−∆n . Its norm is a measure
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of the residual of a given iteration n, i.e., the deviation from a converged
solution. In the Anderson acceleration method, the next iteration of the
gap, ∆n+1 is constructed from the Mn previous iterations in such a way
that the residual is minimised,

∆n+1 =
Mn∑
j=0

w j∆n−Mn+ j , (4.29)

where the weight factors w j satisfy

Mn∑
j=0

w j = 0. (4.30)

To determine appropriate weight factors, the previous Mn residuals are
collected into a matrix Rn ,

Rn = (
f (∆n−Mn ) f (∆n−Mn+1) . . . f (∆n)

)
, (4.31)

which then becomes an N ×Mn matrix. The weight factors are chosen by
minimising the norm

L = |Rn w |2, (4.32)

with w = (
w0 w1 . . . wMn

)T . In other words, this is a constrained least
squares problem, and the resulting weight factors w j will be small if their
corresponding residual f (∆n−Mn+ j ) is large. This means that the next gap
iteration, as given in Eq. (4.29), may be interpreted as a linear combination
of previous iterations, where those ∆ j which produced a small residual
are favoured.

Eq. (4.32) can be made more convenient by reformulating it as an
unconstrained least squares problem. This is done by the coordinate
transformations [143]

w j =


θ0, j = 0

θ j −θ j−1, 1 ≤ j < Mn

1−θMn−1, j = Mn

(4.33)

With these new weight factors, which automatically satisfy Eq. (4.30),
Eq. (4.32) is given as

L = | f (∆n)− R̃nθ|2, (4.34)
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where θ = (
θ0 θ1 . . . θMn

)T , and

R̃n = (
δ f (∆n−Mn ) δ f (∆n−Mn+2) . . . δ f (∆n−1)

)
, (4.35)

withδ f (∆ j ) = f (∆ j+1)− f (∆ j ). The vectorθwhichminimises L inEq. (4.34)
may thus be found as

θ = R̃+
n f (∆n), (4.36)

where, R̃+
n is theMoore-Penrose pseudoinverse of R̃n . Finally,∆n+1 is given

as

∆n+1 = F (∆n)+
n−1∑

j=n−Mn

(
F (∆ j+1)−F (∆ j )

)
θ j−n+Mn . (4.37)

The integer Mn is typically chosenas Mn = min(n,m), wherem is amemory
factor. This means that the number of columns in R̃n increases by one
every iteration until all m previous iterations are included. m should not
be chosen too large, as early gap iterations are usually poor. A suitable
value for m is problem dependent, but m < 10 is often sufficient.



Chapter 5

Superconducting hybrid
structures

In the BCS model for conventional superconductivity, the attractive po-
tential between the quasiparticles is, if only energies lower than ~ωD are
considered, approximated by a contact potential, V (r − r ′) =−V0δ(r − r ′).
This potential is local in space, and so a hybrid structure, i.e., a supercon-
ductor attached to non-superconducting materials, may be modelled by
allowing V0 to be nonzero only in the former. At interfaces the potential
therefore takes the form of a step function. However, the superconducting
correlations do not respond immediately to such a change in potential,
but may persists for a distance into an adjacent non-superconducting
material on the order of the thermal diffusion length ξT =

√
~D/2πkBT .

This is known as the proximity effect. Such hybrid structures allow for the
combination of superconductivity with other quantum phenomena with
which it normally would not coexist – for instance ferromagnetism, which
will be discussed in Chapter 6. As warm-up, this chapter is concerned with
the proximity effect in materials with spin-independent interactions.

5.1 Quasiclassical boundary conditions

The quasiclassical approximation is valid for self energies which are slowly
varying in space. This is not the case for interfaces, and so at first sight, one
may conclude that the formalism developed in Section 2.4 is inapplicable
to superconducting hybrid structures. This problem may, however, be
circumvented by treating the interface barrier as a perturbation of the full
Green function. The ensuing scattering problem may thus be solved for

73
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the purpose of creating a relationship between the bulk Green functions
(where the quasiclassical approximation is applicable) on opposite sides
of the interface [45, 144–147].

Point impurity

The first step towards formulating a proper set of boundary conditions is to
realise that the quasiclassical theory is valid for point impurities [148]. This
counter-intuitive fact will now be proven. Consider therefore an impurity
represented by the potential V̌i which is strongly localised at someposition
R0. Its Fourier transform is thus given as

V̌i (q) = V̌0,i (q)e−i q ·R0 , (5.1)

where V̌0,i (q) is a slowly varying function. V̌i will be treated as a perturba-
tion of a system with all self energies present, except the point impurity.
The equation of motion in Fourier space then takes the form,∫

d q

(2π)3

[
Ǧ−1

0 (k0, q)− V̌i (k0 −q)
]

Ǧ(q ,kn) = Ǐδ(k0 −kn), (5.2)

where Ǧ0 is theunperturbedGreen function, corresponding to theoperator
Ǧ−1

0 . Written as an integral equation, this becomes

Ǧ(k0,kn) =Ǧ0(k0,kn)

+
∫

d q1

(2π)3

∫
d q2

(2π)3 Ǧ0(k0, q1)V̌i (q1 −q2)Ǧ(q2,k0). (5.3)

By repeated iteration Eq. (5.3), it may be recast into a different form,

Ǧ(k0,kn) =Ǧ0(k0,kn)

+
∫

d q1

(2π)3

∫
d q2

(2π)3 Ǧ0(k0, q1)Ť (q1, q2)Ǧ0(q2,k0), (5.4)

which defines the T matrix as

Ť (k0,kn) = V̌i (k0 −kn)+
∫

d q1

(2π)3

∫
d q2

(2π)3 V̌i (k0 −q1)Ǧ0(q1, q2)Ť (q2,kn).

(5.5)

Notice that the T matrix only couples to the unperturbed Green function
Ǧ0. This will turn out to be an advantage. Inserting Eq. (5.1) it is seen that
it satisfies

Ť (k0,kn) = Ť0(k0,kn)e−i (k0−kn )·R0 , (5.6)
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with

Ť0(k0,kn) = V̌0,i (k0 −kn)

+
∫

d q1

(2π)3

∫
d q2

(2π)3 V̌0,i (k0 −q1)Ǧ0(q1, q2)Ť (q2,kn)e i (q1−q2)·R0 .

At low energies, Ǧ0 describes scattering processes between particles that
have momenta close to the Fermi level. This means that both q1 and
q2 are close to qF. Furthermore, Ǧ is strongly peaked at centre of mass
momentum Q = qF. The important contribution to Ť0 therefore comes
from a region in momentum space where the difference in momenta,
q = q1 − q2, remains small. Since both V̌0,i and Ť0 are slowly varying
functions, this allows the approximation

Ť0(k0,kn) = V̌0,i (k0 −kn)

+
∫

dQ

(2π)3

∫
d q

(2π)3 V̌0,i (k0 −Q − 1

2
q)Ǧ0(Q , q)Ť0(Q − 1

2
q ,kn)e i q ·R0

' V̌0,i (k0 −kn)+
∫

dQ

(2π)3 V̌0,i (k0 −Q)
∫

d q

(2π)3 Ǧ0(Q , q)e i q ·R0 Ť0(Q ,kn)

= V̌0,i (k0 −kn)+
∫

dQ

(2π)3 V̌0,i (k0 −Q)Ǧ0(Q ,R0)Ť0(Q ,kn).

The equation of motion, rewritten in the form of Eq. (5.2), becomes∫
d q

(2π)3

[
Ǧ−1

0 (k0, q)Ǧ(q ,k0)− Ť (k0, q)Ǧ0(q ,kn)
]= Ǐδ(k0 −kn). (5.7)

The same arguments which were applied to the dummy variables q1 and
q2 above are also applicable to themomenta k0 and kn , since evenwith the
point impurity, the full Green function Ǧ(k0,kn) describes only processes
that occur close to the Fermi level. Hence, the approximation

Ť0(k0,kn) ' Ť0(k ,k),

with k = (k0 +kn)/2 is made. The T matrix in the mixed representation is
thus approximately given as

Ť (k ,R) ' Ť0(k ,k)δ(R −R0), (5.8)

so that the equation of motion may be written as

Ǧ−1
0 ⊗Ǧ(k ,R)− Ť0(k ,k)Ǧ0(k ,R)⊗δ(R −R0) = 1. (5.9)
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Whenperforming the gradient approximation, thederivatives of theδ func-
tion must be interpreted in the sense of a distribution [149]. This means
that such gradient terms should be thought of as acting on Ǧ0, which is
unaffected by the point impurity by definition. Equivalently, in the weak
formulation discussed in Chapter 4, the gradient terms may be neglected,
provided that Ǧ0 and the test function v(r ) are sufficiently slowly varying.
To lowest order, the Moyal products in Eq. (5.9) may therefore be replaced
by matrix products.

The quasiclassical version of the T -matrix, ť0 ≡ −iπŤ0, is found by
inserting the quasiclassical expression for Ǧ0 [148, 150], which is denoted
ǧ0. Note also the definition v̌i (q) ≡−iπV̌0,i (q). One gets

ť0(kF,kF) = v̌i (0)+ ν0

2

∫ dΩq

4π
v̌i (kF−qF)ǧ0(qF,R0)ť (qF,kF). (5.10)

The replacement ť0(k ,k) → ť0(kF,kF) may be made due to the fact that the
T matrix appears in a product with Ǧ0(k ,R), which is strongly peaked at
k = kF . Repeating the steps which led to Eq. (2.52) results in a modified
Eilenberger equation, in which the point impurity is accounted for,

i~vF ·∇ǧ + [
ερ̌4 − V̌ , ǧ

]= [
ť , ǧ0

]
δ(r − r0), (5.11)

with a change in notation of ť0 → ť , and R → r . The conclusion is that the
quasiclassical approximation is applicable for a point impurity, provided
that its localisation is strong enough for its representing potential to be
approximated by a δ function.

Planar impurity

An interface is a boundary region of some width ` between two materi-
als, wherein a boundary potential V̌b reigns supreme. On quasiclassical
length scales, on the other hand, the transition between two materials is
sharp. Since it is possible to treat perturbations by a point impurity within
quasiclassical theory, it seems reasonable to attempt the same procedure
for a potential taking the form of a plane,

V̌ (r ) = V̌0δ [n̂ · (r −Rn)] , (5.12)

with V̌0 = V̌b`.The unit vector n̂ is the interface normal, and Rn is a point
on the surface of the interface. V̌0 is in this case assumed to be a constant
(with units Jm), indicating the strength of the interface potential. It is
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now clear that the system behaves differently in a direction parallel to n̂
than it does in the plane orthogonal to it. It is therefore convenient to
introduce the notation r⊥ = n̂ · r , and define R0 = n̂ ·R . The T matrix may
then straightforwardly be identified as

Ť (k0,kn) = Ťs(k0,||,kn,||)e−i (k0,⊥−kn,⊥)r⊥ , (5.13)

with

Ťs(k0,||,kn,||) =(2π)2V̌0δ(k0,||−kn,||)

+V̌0

∫
d q||

(2π)2

∫
d q⊥
2π

Ǧ0(k0,||, q||; q⊥,R0)Ťs(q||,kn,||). (5.14)

In the mixed representation one gets

Ť (k ,R) = Ťs(k||,R||)δ(R⊥−R0), (5.15)

where

Ťs(k||,R||) ' V̌0 + V̌0

∫
d q⊥
2π

Ǧ0(q⊥n̂ +k||,R0n̂ +R||)Ťs(k||,R||), (5.16)

to the same level of accuracyas in theprevious section (withMoyalproducts
replaced with matrix products). The next step is to find the quasiclassical
T matrix, but here there is a subtlety: the integral in Eq. (5.16) is one-
dimensional. Ǧ0 in the low-energy regime is expressed in terms of the
quasiclassical Green function as

Ǧ0(k ,R) '−iπǧ0(kF,R)δ

( ~2

2m
(k2 −k2

F)

)
, (5.17)

which contributes to the integral in Eq. (5.16) for q⊥ = ±
√

k2
F−k2

|| . The
result is

ťs(k||,R||) = V̌0 − i

|~vn |
V̌0 ˇ̄g0(kF,R)ťs(k||,R||), (5.18)

where |~vn | = |kF · n̂|/m, and a change in notation Ťs ≡ ťs has been made,
indicating that this is an expression valid in the quasiclassical regime.
Notice also that |kF · n̂| =

√
k2
F−k2

|| . The Green function ˇ̄g0 is defined as

ˇ̄g0(kF,R) = 1

2

[
ǧ0(k+,R||+R0n̂)+ ǧ0(k−,R||+R0n̂)

]
, (5.19)
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with

k± =±
√

k2
F−k2

||n̂ +k||.

The wave vectors k+ and k− represent trajectories directed away from and
towards the interface, respectively. ˇ̄g0 may therefore be interpreted as an
average of Green functions describing incoming and outgoing particles.
Finally, the Eilenberger equation in the presence of a planar impurity
becomes

i~vF ·∇ǧ + [
ερ̌4 − V̌ , ǧ

]= [
ťs , ǧ0

]
δ(r⊥− r0), (5.20)

with another change in notation of R0 → r0.

Connection betweenmaterials

After having gone through a few initial manoeuvres, it is now time to
tackle the boundary conditions themselves. To do so, it is convenient to
expand Keldysh space to include indices referring to the opposite sides of
the interface. The unperturbed Green function is one where there is no
interaction between the two sides of the interface, and may be written as

ğ0 =
(

ǧ0,1 0
0 ǧ0,2

)
, (5.21)

where ǧ0,i indicates the Green function in material i , without the presence
of the interface. They are solutions of Eq. (3.62), including any self ener-
gies belonging to material i . The interface itself is modelled as a planar
impurity, in which a scattering event takes the particle from material 1 to
material 2 or vice versa. It must therefore take the form

V̆0 =
(

0 V̌0

V̌0 0

)
. (5.22)

The T matrix, on the other hand, is generally dense,

t̆s =
(

ťs,11 ťs,12

ťs,21 ťs,22

)
, (5.23)

which means that the full Green function must also take the form

ğ =
(

ǧ11 ǧ12

ǧ21 ǧ22,

)
, (5.24)
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and satisfy Eq. (5.20). The functions ǧ12 and ǧ21 involve field operators on
both sides of the interface. They are called drone amplitudes [45], and will
be eliminated from the theory. Note that both ğ0 and ğ aremathematically
valid everywhere in space, but their diagonal elements, ǧ0,i and ǧi i , are
physical only in their respective materials. A relationship between Green
functions on opposite sides of the interface may be found by integrating
Eq. (5.20) an infinitesimally small distance along a trajectory which crosses
the interface. This gives

ğ (r+
0 )− ğ (r−

0 ) = 1

i~vn

[
t̆s , ğ0(r0)

]
, (5.25)

where r+
0 and r−

0 indicate positions on opposite sides of the interface.
They will in the following be assumed to lie in material 2 and material 1,
respectively. If boundary conditions for material 1 is desired, then ğ (r+

0 )
must be eliminated. To do this, Eqs. (2.78) and (2.79) may be used, which
is generalised here to arbitrary trajectory directions,(

ğ + sgn(kF · n̂)
)(

ğ0 − sgn(kF · n̂)
)= 0 (5.26)(

ğ0 + sgn(kF · n̂)
)(

ğ − sgn(kF · n̂)
)= 0 (5.27)

It is necessary to further subdivide the Green functions in a given
material into those that have a momentum pointing towards the interface,
and those with a momentum pointing away from it. They will be labelled
as ǧ i

j j and ǧ o
j j , respectively, and equivalently, ǧ i

0, j and ǧ o
0, j . By combining

Eqs. (5.25) to (5.27) one gets

ǧ i
11 = ǧ i

0,1 +
1

2i~|vn |
(
ǧ i

0,1 − Ǐ
)

ťs,11

(
ǧ i

0,1 + Ǐ
)

, (5.28)

ǧ o
11 = ǧ o

0,1 +
1

2i~|vn |
(
ǧ o

0,1 + Ǐ
)

ťs,11
(
ǧ o

0,1 − Ǐ
)

, (5.29)

where it has been assumed that n̂ points from material 1 to material 2. The
T matrix component for material 1 is determined from Eq. (5.18),

ťs,11 = 1

i |~vn |
V̌0 ˇ̄g0,2 ťs,21,

which, due to the matrix structure of V̆0 is not closed in ťs,11. This problem
is solved by iterating Eq. (5.18) once, to give

ťs,11 = 1

i |~vn |
V̌0 ˇ̄g0,2V̌0 − 1

~2v2
n

V̌0 ˇ̄g0,2V̌0 ˇ̄g0,1 ťs,11.
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When solved for ťs,11 this gives

ťs,11 = 1

i |~vn |
[

Ǐ + 1

~2v2
n

V̌0 ˇ̄g0,2V̌0 ˇ̄g0,1

]−1

V̌0 ˇ̄g0,2V̌0. (5.30)

If the interface is spin-inactive, so that V̌0 =V0 Ǐ , Eq. (5.30) simplifies to

ťs,11 =
V 2

0

i |~vn |

[
Ǐ + V 2

0

~2v2
n

ˇ̄g0,2 ˇ̄g0,1

]−1

ˇ̄g0,2 (5.31)

Since tunnelling from one side to the other is treated as a perturbation,
the unperturbed situation is one where there is no tunnelling, i.e., the
interface is impenetrable. The unperturbed Green functions ǧ0,i , which
are unaware of the presence of the interface altogether, are only to be
evaluated in material i . Since the interface is modelled as infinitely thin,
they can also be used to describe an impenetrable interface, provided that
they satisfy the boundary condition

ǧ i
0, j (r0) = ǧ o

0, j (r0). (5.32)

In otherwords, thismeans that anyparticle incoming towards the interface
is reflected. It also means that it is not necessary to distinguish between
incoming and outgoing Green functions at the interface, and ˇ̄g0, j = ǧ0, j .
The T matrix thus becomes

ťs,11 =
V 2

0

i |~vn |

[
Ǐ + V 2

0

~2v2
n

ǧ0,2ǧ0,1

]−1

ǧ0,2. (5.33)

The particle flux through the interface is given as the difference between
the incoming and the outgoing full Green function for a given trajectory,
averaged over all trajectories. From this, thematrix current is defined as

Jn =
∫

dΩ

4π
n̂ ·vF

(
ǧ i

11 − ǧ o
11

)
, (5.34)

which in the spin-independent case becomes

Jn = 1

i~

∫
dΩ

4π

[
ǧ0,1 , ťs,11

]
. (5.35)
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Isotropisation

The discussion so far has been concerned with ballistic Green functions.
It is desirable to derive boundary conditions also for the diffusive Green
functions. It turns out that the formalism derived so far is applicable also
in that case. The crucial point is that, regardless of how dirty a material is,
a particle having tunnelled through the interface will travel at least some
distance, on the scale of the mean free path lmfp before it encounters its
first impurity. This means that, surrounding an interface, there will always
be a thin boundary layer in which the particles are governed by ballistic
Green functions. This is known as the ballistic zone. Far away from the
interface, many scatterings have occurred, and the motion is diffusive.
This is the diffusive zone. The task at hand therefore becomes to find a
connection between the ballistic and the diffusive zone, through what is
known as the isotropisation zone [146, 147]. In this region, it is assumed
that the impurity potential, given in Eq. (2.96), dominates all other self
energies in the system. Furthermore, the size of the isotropisation zone
must also be on the scale of the mean free path, perhaps a few times
larger than the ballistic zone, in other words much smaller than the length
scales over which the diffusive Green functions, ǧs , vary. The Eilenberger
equation thus reduces to

vF ·∇ǧ0,1 + 1

2τ

[
ǧs,1 , ǧ0,1

]= 0. (5.36)

Consider the incoming Green function, along a trajectory directed along ŝ,
and let r denote the coordinate along this trajectory. Let further r0 denote
the intersection between this trajectory and the interface. The equation of
motion then becomes

d

dr
ǧ i

0,1 +
η

2τvF

[
ǧs,1 , ǧ i

0,1

]
= 0, (5.37)

where η= sgn(ŝ ·vF). A reasonable ansatz which describes the transition
from a ballistic to a diffusive Green function as one moves away from the
interface is then,

ǧ i
0,1(r ) =

(
ǧ i

0,1(r0)− ǧs,1

)
e−|r−r0|/τvF + ǧs,1. (5.38)

For Eq. (5.38) to be a solution of Eq. (5.37), the following must be satisfied,

2
(
ǧ i

0,1(r0)− ǧs,1

)
=−

[
ǧs,1 , ǧ i

0,1(r0)
]

. (5.39)
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By squaringboth sidesEq. (5.39), andusing that
(
ǧ i

0,1(r0)
)2 = Ǐ and

(
ǧs,1

)2 =
Ǐ , one gets

4
(
2Ǐ −

{
ǧ i

0,1 , ǧs,1

})
=

({
ǧ i

0,1 , ǧs,1

}
+2Ǐ

)({
ǧ i

0,1 , ǧs,1

}
−2Ǐ

)
,

which is clearly satisfied when{
ǧ i

0,1 , ǧs,1

}
= 2Ǐ . (5.40)

By combining Eqs. (5.39) and (5.40) one finds that the incoming Green
function at the interface must satisfy the conditions(

ǧ i
0,1 + Ǐ

)(
ǧs,1 − Ǐ

)
= 0 (5.41)(

ǧs,1 + Ǐ
)(

ǧ i
0,1 − Ǐ

)
= 0 (5.42)

A similar analysis for the outgoing Green functions yields the conditions,(
ǧ o

0,1 − Ǐ
)(

ǧs,1 + Ǐ
)
= 0 (5.43)(

ǧs,1 − Ǐ
)(

ǧ o
0,1 + Ǐ

)= 0 (5.44)

Eqs. (5.41) to (5.44) thus provide a relationship between the diffusiveGreen
functions and their ballistic counterparts at the interface.

Completion of the boundary conditions

For spin-inactive interfaces, where ǧ i
0,1 = ǧ o

0,1 = ǧ0,1, the conditions given
in Eqs. (5.41) to (5.44) can only be satisfied if ǧ0,1 = ǧs,1. From Eq. (5.33) it
is found that

[
ǧ1 , ťs,1

]= V 2
0

i~|vn |
M21ǧ1ǧ2 −

V 2
0

i~|vn |
M12ǧ2ǧ1,

where Mi j =
[

Ǐ + V 2
0

~2v2
n

ǧi ǧ j

]−1
, and ǧ j ≡ ǧs, j for brevity. This expression

can be written in a slightly more elegant way by inserting Ǐ = M−1
12 M12

in front of the first term, and Ǐ = M21M−1
21 behind the second term [151],

which results in

[
ǧ1 , ťs,1

]= V 2
0

i~|vn |

[
ǧ1 , ǧ2

]
Ǐ +

(
V0
~vn

)2 {
ǧ1 , ǧ2

}+ (
V0
~vn

)4 . (5.45)
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Note that the denominator commutes with ǧi ǧ j . When Eq. (5.45) is inser-
ted into Eq. (5.35), the matrix current is found to be

Jn =−
∫

dΩ

4π
vn

Tn
[
ǧ1 , ǧ2

]
4Ǐ +Tn

({
ǧ1 , ǧ2

}−2Ǐ
) , (5.46)

where Tn is defined as

Tn = 4V 2
n(

1+V 2
n
)2 , (5.47)

with Vn = V0/~|vn |. In the diffusive zone, the matrix current is given by
Fick’s first law,

Jn =−Dn̂ · ǧ1∇ǧ1. (5.48)

Combining Eqs. (5.46) and (5.48) finally yields theNazarov boundary con-
ditions [146],

Dǧ1∇ǧ1 =
∫

dΩ

4π
vn

Tn
[
ǧ1 , ǧ2

]
4Ǐ +Tn

({
ǧ1 , ǧ2

}−2Ǐ
) . (5.49)

Note that since the unperturbed system is one where the interface is
impenetrable, the potential V̌n acts as a coupling between the two ma-
terials, and hence Tn → 0 as V̌n → 0. If V0 is small, as mandated by the
quasiclassical approximation, this means that Tn is small for all incidence
angles, except for a small region close to θ = π/2, where Tn approaches
unity. In that case, however, the integrand in Eq. (5.49) is suppressed due to
the factor vn = vF cosθ. Hence, it is a reasonable approximation to neglect
the anticommutator in the denominator of Eq. (5.49) in this limit, giving

Dǧ1∇ǧ1 = T
[
ǧ1 , ǧ2

]
, (5.50)

where

T = V 2vF

2

∫ 1/V

0
d x

x3(
1+x2

)2 = vF

4

[
V 2 ln

(
1+V 2

V 2

)
− V 2

1+V 2

]
≡ vF

4
Ξ(V ),

with V = V0/~vF. The diffusion constant is given as D = v2
Fτ/3, where τ

is the elastic scattering time. Expressed in terms of the Drude conduct-
ivity one gets D = σ/e2ν0, where ν0 = mkF/π2~2 is the density of states
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at the Fermi level (for a free electron gas). Hence, with ρ1 = 1/σ the bulk
resistivity of material 1, one finds that

ǧ1∇ǧ1 = 1

2

ρ1

ρc

[
ǧ1 , ǧ2

]
. (5.51)

The contact resistivity ρc (with units Ωm2) [152] is defined as

ρc = G0N

2Ξ(V )
, (5.52)

where G0 = 2e2/h is the conductance quantum, and N = k2
F/4π is the

number of transversal modes per unit area of the interface cross section.
Eq. (5.51) is known as the Kupriyanov-Lukichev boundary conditions [153].
While Eq. (5.52) is an elegant theoretical result, realistic interfaces are far
too complicated for it to give reasonable predictions. This means that the
ratio ρ1/ρc in practice becomes a fitting parameter.

5.2 Model problems

As a small respite from the labours of the previous section, this section is
concerned with applications of the quasiclassical theory developed so far
to simple model problems.

Ohm’s law

While not a superconducting hybrid structure, it is a very useful consist-
ency check to verify that Ohm’s law is satisfied when a voltage is applied
to a normal metal. Consider therefore a diffusive normal metal wire, con-
tacted at opposite ends by electrodes at a fixed voltage of +V /2 and −V /2,
respectively, as shown in Fig. 5.1.

N−V
2 +V

2

Figure 5.1: A normal metal wire contacted by two electrodes (in grey) at
voltage +V /2 and −V /2, respectively.

With no superconducting correlations in this system, the retarded and
advancedGreen functions are given simply as ĝ R =−ĝ A = ρ̂4. The Keldysh
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Green function, which describes the nonequilibrium properties, thus be-
comes ĝ K = 2ρ̂4ĥ. The distribution function may be determined from the
Keldysh component of Eq. (2.100) (with V̌ = 0), which turns out to be

∂2

∂x2 ĥ = 0. (5.53)

The reservoirs are described as shifted Fermi-Dirac distributions, which
corresponds to

ĥR/L =


H± 0 0 0
0 H± 0 0
0 0 H∓ 0
0 0 0 H∓


for the right and left reservoir, with H± = tanhβ

(
ε± eV

2

)
. Tunnelling con-

tacts are assumed, and the Keldysh component of Eq. (5.51) gives

∂

∂x
ĥ

(
±L

2

)
=±1

2

ρ1

ρc

[
ĥR/L − ĥ

(
±L

2

)]
. (5.54)

The charge current density is given as

J = Dν0e

16

∫
dεTr

[
ρ̂4

(
ǧ∇ǧ

)K
]
= 1

2ρ1e

∫
dε

∂

∂x
h4, (5.55)

where the identityDν0 =σ1/e2 hasbeenused. FromEq. (5.53) andEq. (5.54),
h4 is found to be

h4(x) = ρ1

2ρc +ρ1L

[
tanhβ

(
ε+ V

2

)
− tanhβ

(
ε− V

2

)]
x.

Insertion into Eq. (5.55) thus gives, after performing the energy integral

J = V

2ρc +ρ1L
,

or, after multiplication with the area of the wire cross section A ,

I = V

2Rc +R1
, (5.56)

where Rc = ρc /A is the contact resistance, and R1 = ρ1L/A is the bulk
resistance of the wire. This shows that the normal metal wire does indeed
satisfy Ohm’s law, and that the contact resistance from the two interfaces
is coupled in series to the bulk resistance, exactly as it should.
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Superconductor-normalmetal bilayer

A diffusive superconducting bilayer, as shown in Fig. 5.2, may be described
by solving the Usadel equation in the superconductor, and in the normal
metal, while making sure that Eq. (5.51) is satisfied at the interface.

S N

Figure 5.2: A model for a superconductor-normal metal bilayer, in which
each respective material occupies half of space.

In an equilibrium system, only the retarded Green function is needed, for
which the equations of motion become

~D∇· ĝ R∇ĝ R + i
[
ερ̂4 + ∆̂ , ĝ R]= 0, (5.57)

~D∇· ĝ R∇ĝ R + i
[
ερ̂4 , ĝ R]= 0, (5.58)

in the superconductor and the normal metal, respectively. The supercon-

−1 −0.5 0.5 1

1

x/ξ

Φ(x)

3
6
9

Figure 5.3: The superconductingpair correlationΦ(x) in a superconductor-
normal metal bilayer, shown for various values of the interface resistance
ζ= ρc /ρ1ξ.

ducting pair correlation of this system is shown in Fig. 5.3 for a selection
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of interface resistances ζ= ρc /ρ1ξ, where ξ is the superconducting coher-
ence length, as determined by applying Eq. (2.43) to Eq. (3.80). It is seen
that its exponential tail does indeed reach into the normal metal, giving
non-zero superconducting correlations. Furthermore, on the supercon-
ducting side, the pair correlation is reduced, a phenomenon known as the
inverse proximity effect.

It is interesting to note that the proximity effect can be controlled
by microwave radiation. Indeed, by shining light on a superconductor-
normal metal bilayer at suitable frequencies, it was predicted in Paper II
that the gap size in the normal metal can be manipulated, and that a rich
topography is produced in the density of states.

The Josephson effect

The Josephson effect [154] is perhaps the most famous example of a super-
conducting proximity effect. It occurs when a normal metal is sandwiched
between two superconductors, as shown in Fig. 5.4. This system is called
a Josephson weak link.

S N S

L

Figure 5.4: A Josephson weak link; two superconductors are separated by
a normal metal of length L.

With each of the superconductors, Si , there is associated a Cooper pair
density ρi and a constant phase φi . For an individual superconductor, an
overall phase does not influence physical observables, andmay be ignored.
But a phase difference, on the other hand, is important. It turns out that
if the two phases are different, this may manifest as a current passing
through the normal metal – even at zero bias voltage. To understand
how this comes about, it is instructive to review a particularly simple
derivation [155]. Consider a system where the two superconductors are
separated by a thin insulator. Each superconductor i is described by a
wave function ψi , and due to tunnelling through the insulator, they are
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assumed coupled in the following way,

i~
∂

∂t
ψ1 =Kψ2, (5.59)

i~
∂

∂t
ψ2 =Kψ1, (5.60)

where K is a coupling constant. The wave function may be written as

ψi =p
ρi e iφi . (5.61)

When inserting this ansatz into Eqs. (5.59) and (5.60), the real part becomes

∂

∂t
ρ1 =+ 2K

~
p

ρ1ρ2 sinφ,

∂

∂t
ρ2 =− 2K

~
p

ρ1ρ2 sinφ,

where φ=φ2 −φ1. The Cooper pair densities ρi only change due to tun-
nelling through the barrier, and hence the current passing between the
superconductors must be J = 2e ∂

∂t ρ1, leading to

J = 4eK

~
p

ρ1ρ2 sinφ= Jc sinφ, (5.62)

which defines the critical current density Jc . The current-phase relation
thushas a sinusoidal form,which is typical for Josephson junctions. Within
the quasiclassical formalism, a Josephson weak link may be simulated by
solving Eq. (5.58) in thenormalmetal region, with superconducting bound-
ary conditions placed at positions x =±L/2. If the superconductors are
large enough for the overall gap to be only marginally reduced by the pres-
ence of the normal metal, the inverse proximity effect may be neglected,
and the superconductors considered as reservoirs with a certain, fixed pair
correlation and phase. In this case, the retarded Green function in the su-
perconductors is given by Eq. (3.65), and no self-consistency iterations are
required – a considerable reduction in numerical complexity. In Fig. 5.5a)
is shown the current-phase relation J (φ) for a normal metal with a length
of L = 2ξ, corresponding nicely with the prediction of Eq. (5.62). The pair
correlation at a point located midway between the superconductors as a
function of phase difference φ is shown in Fig. 5.5b). Note in particular
the absence of superconductivity at φ = π, which is due to destructive
interference, and results in the gap closing.
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Figure 5.5: The effect of varying the phase difference between the super-
conductors in a Josephson weak link. a) The supercurrent passing through
the normal metal, scaled by J0 = eDν0∆/16ξ. b) The pair correlation at
xm , midway between the superconductors.

5.3 Multiterminal junctions

In a Josephson junction, it was seen that a supercurrent passes between
the superconductors when they have a phase difference of π/2. Moreover,
when the phase difference is π, the superconducting correlations in the
non-superconducting material vanish at the centre of the junction due to
destructive interference. A natural next step in the study of such systems
is to investigate what happens when more than two superconducting
terminals are connected via the same non-superconducting material, as
illustrated in Fig. 5.6
It turns out thatmultiterminal junctions are host to several exotic phenom-
ena. In fact, even if all the components of such a junction are topologically
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Figure 5.6: A multiterminal Josephson weak link. Due to the gauge in-
variance, all phases φi are measured relative to the phase in one of the
terminals.

trivial, the junction itself may be topologically non-trivial. It is, however,
not the topology of the band structure in momentum space which gener-
ates non-trivial physics, but rather the behaviour of the Andreev bound
states in the space spanned out by the phase difference between the super-
conducting terminals. Such a junction therefore constitutes an artificial
topological material [156]. A promising system in which to explore these
topological properties is the so-called ω-SQUIPT [157], which is a super-
conducting quantum interference proximity transistor, where a supercon-
ductor shaped like an ω is connected to a normal metal at each of its three
prongs – thereby forming a three-terminal junction, as shown in Fig. 5.7.
The phase difference between the superconducting terminals may in this
case be individually tuned by passing magnetic flux through the loops.
Depending upon how the phases are tuned, the Andreev bound states may
either cross the Fermi level surface, or present with a gap. Consider first
the case inwhich there is no applied flux. The normalmetal is then gapped
due to its proximity to the superconducting terminals. Hence, if a suffi-
ciently low voltage bias was to be applied to the normal metal, there would
be no quasiparticle current due to the absence of current-carrying states.
Due to the gauge invariance, it is possible to uniquely manipulate two of
the three superconductor phases (since only phase differences matter),
which means that the phases (φ1 , φ2) = (0 , 0) may be associated with this
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S

N

Φ1 Φ2

Figure 5.7: A typical geometry, known as the ω-SQUIPT, for the experi-
mental realisation of a three-terminal Josephson weak link. The phase
difference between the terminals may be tuned by varying the flux Φi

through the individual loops.

topologically trivial case. Alternatively, the number of flux quanta through
the superconducting loops may be used instead, i.e., (n1 , n2) = (0 , 0). By
increasing the flux, different gapped regions may be reached, which may
all be identified with different integer numbers n1 and n2. When passing
from one such regions to another, the gap closes, and the normal metal
behaves as a conventional gapless contact. It is not possible to change n1

or n2 without closing the gap, which therefore play the role of topological
invariants. In other words, a three-terminal Josephson weak link behaves
as a two-dimensional artificial topological material.

In general it is possible to mimic an (N −1)-dimensional topological
material by using N superconducting terminals, and the behaviour be-
comes more complex when the dimension increases. For instance, by
setting N = 4 it is possible to produce Weyl nodes in the spectrum of the
Andreev bound states, which normally would require a three-dimensional
topological material [158]. It is clear that multiterminal junctions provide
convenient and easily tunable means of experimentally studying exotic
topological phenomena.

An easy way of determining whether the normal metal of a given N-
terminal junction is gapped is to study the density of states at a quasi-
particle energy of ε = 0. To compute the density of states, the Usadel
equation must be solved, which generally requires a numerical approach.
It does, however, admit an approximate analytical solution for certain
selections of phases, which always corresponds to a gapped regime. As is
shown in Paper III, this is enough to map out the entire topological phase
diagram. The gapless boundaries are identified as the regions in which
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Figure 5.8: Topological phase diagrams for multiterminal Josephson junc-
tions. a) Curve along which Eq. (5.63) is satisfied for a three-terminal
junction, shown for (φ1,φ2) = [−2π,2π]× [−2π,2π], indicating the bound-
ary between gapped andungapped regions. b)The same curve, folded into
the physically relevant (φ1,φ2) = [0,2π]× [0,2π]. Indicated on the figure
are the topological invariants of the different regions. c) and d) Similar
results for a four-terminal junction.
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the analytical solution becomes invalid, and are given by the formula,

N∑
j=1

ψ j

tanψ j
= 0, (5.63)

where

ψ j =φ j −〈φ〉 =φ j − 1

N

N∑
i=1

φi .

For a (two-terminal) Josephson junction, one gets that Eq. (5.63) is only
satisfied for the discrete pointsφ1−φ2 = nπ, with n an integer – as it should
be. In a three-terminal junction, Eq. (5.63) is satisfied along a curve in
phase space. As shown in Fig. 5.8a), this curve takes the form of an ellipse
in the space

(
φ1,φ2

) ∈ [−2π,2π]× [−2π,2π]. Due to the 2π-periodicity of
φ1 and φ2, this curve needs to be folded into the space [0,2π]× [0,2π] in
order to obtain the topological phase diagram, which is shown in Fig. 5.8b).
A similar analysis for a four-terminal junction is shown in Fig. 5.8c) and d),
where Eq. (5.63) is satisfied along the surface of an ellipsoid-like structure.
Additional details, along with a numerical verification of these results may
be found in Paper III.

5.4 Current induced Josephson vortices

In Section 3.8 it was discussed how a magnetic field induces a phase gradi-
ent in a superconductor. A phase gradient implies the presence of super-
currents, but it also means that a phase difference is established between
different regions of a superconducting system. When the magnetic field is
large enough to generate a phase difference of π between two points in
the system, destructive interference must then lead to a local suppression
of the pair correlation midway between them, as was discussed in Sec-
tion 5.2, potentially leading to the nucleation of vortices. In other words,
a magnetic field may produce vortices because it generates circulating
supercurrents. A magnetic field is, on the other hand, not a crucial com-
ponent. Circulating currents induced by any means will have the potential
of yielding vortices. In this regard, superconducting hybrid structures have
proven useful, where field free nucleation of vortices is possible even in
the simplest of systems. Consider, for instance, a Josephson weak link.
In section Section 5.2 it was discussed what happens when a phase dif-
ference is applied across the junction. If, on the other hand, there are
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supercurrents flowing in the superconductors, parallel to the interface,
this phase gradient must be transmitted to the superconducting correla-
tions in the normal metal, generating supercurrents also here. Circulating
supercurrents in the normal metal may then be simulated by applying op-
positely directed tangential supercurrents in the two superconductors, as
illustrated in Fig. 5.9, and if these currents are sufficiently strong, vortices
may result [159].

S

N

Figure 5.9: A Josephsonweak linkwhere supercurrents are flowing, parallel
to the interface, in the upper and lower superconductor. When these
currents are anti-parallel, vortices may nucleate in the normal metal.

A generalisation of this system would be to surround a normal metal
with a continuous superconducting wire which covers all sides, as shown
in Fig. 5.10. A phase gradient in the superconductor may then be induced
by applying a current bias. By using tunnelling contacts it is reasonable
to assume that the only currents in the normal metal are those due to the
proximity effect.

S

N
Iext

Figure 5.10: The geometry studied in Paper VII. A current bias is applied to
a superconductor surrounding a normal metal in order to induce complex
vortex patterns in the latter – without application of external flux.
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This system is discussed in Paper VII. To model the superconductors,
which embodies a uniform supercurrent, or phase gradient∇φ, the inverse
proximity effect was neglected, which allows for an analytical expression
for the superconducting Green function to be found. This simplifies the
numerical simulations in that the superconductor may be described by
boundary conditions of the normal metal. The Green function in the
normal metal may then be found by solving the Usadel equation. The
vorticity of the superconducting correlations in the normal metal must be
given by

N = 1

2π

∮
∂Ω

(∇φ) ·d l , (5.64)

where ∂Ω is the boundary of the normal metal. In other words, the current
biasmaybeused to tunehowmany times thephasewinds around 2π. Each
such winding introduces a vortex. It turns out that there is a surprising
richness to the manner in which these vortices appear.

Around a vortex, the phase of the superconducting correlations wind
by 2πn, where n is the vorticity of the vortex. Vortices with a higher vorti-
city are more energetically expensive than lower-vorticity vortices. This
can be understood by a simple analysis. Consider a circular, closed path
surrounding a vortex with vorticity n. Regardless of the radius r of this
path, the phase must wind by 2πn. This means that |∇φ| = |n|/r . This
phase gradient puts the condensate into motion, and its contribution to
the kinetic energy density of the system must scale with the square of its
velocity, Ek ∼ v2. The velocity of the condensate is proportional to the
phase gradient, which means that the kinetic energy contributed to the
system by a vortex of winding number n is proportional to n2. Assuming
that all vortices are otherwise identical, it is possible to deduce the follow-
ing algorithm for predicting the vortex patterns: The applied vorticity N
will generate a number of vortices NV , with individual vorticies ni ,

N =
NV∑
i=1

ni , (5.65)

such that the total energy contributed by a given vortex pattern

E

E0
=

NV∑
i=1

n2
i (5.66)

is minimised. However, there is also an additional constraint. The vortex
pattern must satisfy the symmetries of the geometry. For a square geo-
metry, this means that individual vortices can only be located at its centre,
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otherwise they must appear as quadruplets restricted to the symmetry
axes of the system. This means, for instance, that by introducing a vorti-
city of N = 2, a vortex with a phase winding of 4π is generated. Called a
giant vortex, such vortices are notoriously difficult to stabilise due to their
tendency to split into the energetically favoured conventional 2π-vortices.
For N = 3, one might expect to produce a 6π-vortex, but this is not what
happens. According to Eq. (5.66) it is in fact cheaper for five 2π-vortices to
appear. In order for Eq. (5.65) to be satisfied, one of these vortices must
have a vorticity of n =−1, i.e., it winds in the opposite direction – it is an
antivortex. These predictions are perfectly corroborated by the numerical
simulations, the results of which are shown in Fig. 5.11

Figure 5.11: The absolute value of the pair correlation (upper row) and
its corresponding phase (lower row) for various current windings ΦI . A
conventional vortex with winding number n = 1 is shown in column (a), a
giant vortex with n = 2 is shown in column (b), a central antivortex (n = -1)
and four n = 1 vortices is shown in column (c), and four n = 1 vortices is
shown in column (d).

For a square geometry, the largest vorticity a single vortex can have is
n = 2. Higher vortex windings are, however, possible in regular polygons
with a larger number of sides. Indeed, applying a vorticity of N = 3 to a
hexagon, the lowest energy vortex pattern is in fact a single 6π-vortex at
the centre, as shown in Fig. 5.12, as all other vortex patterns require the
appearance of off-centre sextuplets. In general, a polygon with m sides
can support a giant vortex with a winding of n = bm/2c.
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Figure 5.12: An n = 3 giant vortex may be created in a hexagonal structure
when a current winding of ΦI = 6π is applied. In (a) is shown the absolute
value of the resulting pair correlation, and in (b) its corresponding phase.

The conclusion is that surrounding a non-superconducting material
in a superconducting wire, through which flows a suppercurrent, provides
convenient means for generating complex vortex patterns – even in the
absence of an applied magnetic flux.
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Chapter 6

Spin-dependent proximity
effects

This chapter will discuss how superconducting correlations may combine
with other quantum phenomena. In particular, the focus will be on the
spin-dependent proximity effects that emerge when superconductors are
attached to ferromagnetic materials. Included in the analysis will also be
heavy-metal interlayers, in which spin-orbit coupling plays a prominent
role. Such hybrid structures are interesting due to the prospect of creating
superconducting correlations that carry spin, an important ingredient in
the field of superconducting spintronics.

6.1 Ferromagnetism

As anyone who likes to adorn their refrigerator can attest to, ferromagnetic
materials (or magnets) are commonly encountered in every-day life. Nev-
ertheless, ferromagnetism is a quantum phenomenon. It is a consequence
of the Coulomb interaction, in conjunction with the Pauli exclusion prin-
ciple. As a simple illustration of the effects at play, consider the following
two-electron system,

H(r1,r2)Ψ(r1,r2) =
[

H0(r1)+H0(r2)+V (r1,r2)

]
Ψ(r1,r2)

=εΨ(r1,r2), (6.1)

with

H0(ri ) =− ~2

2m
∇2

i −
e2

4πε0

1

|ri −R1|
− e2

4πε0

1

|ri −R2|
, (6.2)

99
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and

V (r1,r2) = e2

4πε0

1

|r1 − r2|
. (6.3)

Eqs. (6.1) to (6.3) can be thought of as a crude model of an H2 molecule,
ignoring any interactions between nuclei. Ψ must be antisymmetric with
respect to an interchange of particles, and by decomposing into an orbital
and a spin contribution,

Ψ(r1,r2) =Φ(r1,r2)χ(s1, s2), (6.4)

it becomes clear that Φ must have a well-defined parity. Furthermore,
if the centres of the attractive potentials, R1 and R2 are moved far apart,
Eqs. (6.1) and (6.2) reduce to individual hydrogen atoms, for which the
solution iswell-known. Tofind theground state of this system it is therefore
reasonable to guess at wavefunctions of the form

Φs(r1,r2) = 1p
2

(
φ1(r1)φ2(r2)+φ2(r1)φ1(r2)

)
(6.5)

Φa(r1,r2) = 1p
2

(
φ1(r1)φ2(r2)−φ2(r1)φ1(r2)

)
, (6.6)

where Φs and Φa indicate orbital wavefunctions with even and odd parity,
respectively, andφi is the groundstate eigenfunctionof thehydrogenatom,
centred at Ri . This is known as theHeitler-London approximation [108,
160]. The complete wavefunction must then either be of the form Ψ =
Φsχa , i.e., consist of a symmetric orbital part and an antisymmetric spin
part – the spin singlet state, or vice versa, Ψ=Φaχs , which is a spin triplet
state.

An estimate for the energy of these wavefunctions is given as

εx =
∫

dr1
∫

dr2 Φ
∗
x (r1,r2)H(r1,r2)Φx (r1,r2)∫

dr1
∫

dr2 |Φx (r1,r2)|2 , (6.7)

which gives

εs/a = 2ε0 + D ± J

1±|ζ|2 ' 2ε0 +D ± J , (6.8)

where ε0 is approximately equal to the ground state energy of the hydrogen
atom (assuming that R1 and R2 are sufficiently far apart), and the overlap
integral

ζ=
∫

dr φ∗
1 (r )φ2(r )
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has been assumed small. Furthermore,

D =
∫

dr1

∫
dr2 φ∗

1 (r1)φ∗
2 (r2)V (r1,r2)φ1(r1)φ2(r2)

J =
∫

dr1

∫
dr2 φ∗

1 (r1)φ∗
2 (r2)V (r1,r2)φ2(r1)φ1(r2).

The point is that even though the Hamiltonian is spin-independent, the
coupling between the orbital and spin part of the wavefunction, via the
Pauli exclusion principle, leads to a splitting of the energy states, depend-
ing upon whether the two-particle system is in the singlet or a triplet state.
These two energy levels may be parametrised as

ε= 1

4
(εs +3εa)− 2J

~2 S1 ·S2, (6.9)

where Si is the spin of particle i . Note that in the singlet state, where the
combined spin quantumnumber S = 0, S1 ·S2 =−3

4~
2, and in a triplet state

(S = 1), S1 ·S2 = 1
4~

2. The parameter J is known as the exchange coupling,
and can easily be computed. It turns out that J is negative in this case,
indicating that the spin singlet state, or an antiferromagnetic coupling,
is favoured. This is always the case for the ground state of two-particle
systems where the Hamiltonian is spin-independent [108]. In contrast,
if excited states are included, or, as is more relevant for the following
discussion, inmany-particle systems, a ferromagnetic coupling is possible,
and as a generalisation of the above discussion, an effective Hamiltonian
taking into account the exchange interactionbetween spinsmaybewritten
as

H =−∑
i , j

Ji j Si ·S j , (6.10)

which is known as theHeisenberg model [161]. Of interest in the following
will be how the dislocated conduction electrons in ametal react to a source
of spin splitting. The electron spin density operator may be expressed in
terms of the field operators defined in Eq. (2.2) as

s(r ) = ~
2

∑
ss′

ψ†
s (r )σss′ψs′(r ). (6.11)

If the source of the spin splitting stems from the underlying lattice, an
appropriate Hamiltonian may thus take the form,

H =−
∫

dr
∑

i
J (r −Ri )S(Ri ) · s(r ),
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where Ri are the locations of the ions. Of importance in the following
however, will not be the origin of the spin splitting field. Therefore, a more
general Hamiltonian will be assumed, which takes the form

H =−∑
ss′

∫
dr ψ†(r )h ·σss′ψ(r ). (6.12)

The function h(r ) is called the exchange field.
Following the procedure of Chapter 2, the equation of motion for a

free electron gas with a spin splitting field becomes[
ερ̌4 +

( ~2

2m
∇2 +µ

)
Ǐ +h · σ̌

]
Ǧ(r ,r ′) = Ǐδ(r − r ′), (6.13)

where σ̌ = diag (σ̂ , σ̂), with σ̂ = diag (σ , σ∗). For a constant exchange
field pointing in the z direction, this results in

Ǧ(k) =
[
ερ̌4 −

(~2k2

2m
−µ

)
Ǐ +h · σ̌z

]−1

, (6.14)

from which the band structure may be read off immediately as

ε↑,↓(k) = ~2k2

2m
−µ∓h,

so that the band splitting becomes ε↓−ε↑ = 2h, as it should.
If the exchange field |h| is much lower than the Fermi energy, |h|/EF ∼

α¿ 1, and its spatial variation is sufficiently slow, it may be included in
the quasiclassical formalism discussed in Section 2.4. The Eilenberger
equation then becomes

i~vF ·∇ǧ + [
ερ̌4 +h · σ̌ , ǧ

]= 0, (6.15)

and the Usadel equation,

~D∇· ǧ∇ǧ + i
[
ερ̌4 +h · σ̌ , ǧ

]= 0. (6.16)

Solution for a diffusive homogeneous ferromagnet

For an infinite, homogeneous ferromagnet, the gradient term in Eq. (6.16)
vanishes, and the solution is immediately found to be

ǧ = ρ̌4, (6.17)

which is identical to the solution for a normal metal without any spin
splitting.
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6.2 Spin-dependent observables

An important observable in systems with a spin splitting is the induced
magnetisation, which may be found from Eq. (6.11) via

M(r ) =−gµB

~
〈s(r )〉 =−gµB

2

∑
ss′

〈
ψ†

s (r )σss′ψs′(r )
〉

, (6.18)

where g is the Landé g -factor, and µB is the Bohr magneton. Written in
terms of Green functions in the mixed representation, this becomes

M(r ) = i gµB

8

∫
dk

(2π)3

∫
dε

2π
Tr

[
σ̂ĜK (r ,k)

]
. (6.19)

For a homogeneous ferromagnet, with the Green function as given in
Eq. (6.14), it is found that

Tr
[
σ̂ĜK (r ,k)

]=−2πi

[
δ(ε−h −ξk )−δ(ε−h −ξk )

−δ(−ε+h −ξk )+δ(−ε+h −ξk )

]
, (6.20)

with ξk = ~2k2/2m −µ. Inserting into Eq. (6.19) and integrating over ε

gives

Mz =−gµB

8

∫
dξk ν(ξk )

[
tanh

β(ξk +h)

2
− tanh

β(ξk −h)

2

]
, (6.21)

with ν(ξk ) =
√

2m3(ξk +µ)/π2~3 the density of states for a free electron
gas. If the exchange field h is small, the integrand in Eq. (6.21) may be
Taylor expanded to first order, giving

Mz =−gµB

8
h

∫
dξk ν(ξk )β

1

cosh2 βξk

2

.

For large β (low temperatures), the approximation β/cosh2 βξk

2 ' 4δ(ξk )
may be used, and thus it is found that (for an arbitrary exchange field
direction)

M =−gµB

2
h. (6.22)

The quasiclassical Green function for a bulk ferromagnet, given in
Eq. (6.17), is identical to that of a normal metal, and hence cannot pro-
duce a magnetisation. This seems contradictory to the result derived in
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Eq. (6.22). The reason for the discrepancy is that the quasiclassical Green
function only describes the low-energy behaviour of the system, whereas
the integral in Eq. (6.19) involves contributions also from the high-energy
regime. Introducing ĜK = ĜK

l + ĜK
h as in Section 2.4, Eq. (6.19) can be

written in terms of the quasiclassical Green function as

M(r ) = Mh(r )+ gµBν0

32

∫
dεTr

[
σ̂ĝ K (r ,ε)

]
,

where Mh is the high-energy contribution, and ν0 is the density of states
at the Fermi level. Recall that, in the formalism of section Section 2.4, ĜK

h
contains all diagrams of order α0 = 1 and lower. A diagram is of order
α0 if it contains no low-energy propagators, or no external perturbations
(e.g. h). Each external perturbation adds a power of α, which means that
to order α, ĜK

h is at most linear in h. Furthermore, Mh cannot contain a
constant term independent of h, as that would give a contribution even in
the normal metal case. The conclusion is that Mh ∝ h. Using Eq. (6.22),
the general expression for the quasiclassical magnetisation becomes

M(r ) =−gµBν0

2
h(r )+ gµBν0

32

∫
dεTr

[
σ̂ĝ K (r ,ε)

]
. (6.23)

The spin density ρs = 〈s(r )〉may also be used to find the spin currents.
Provided there are no spin torques acting, and no spin-orbit coupling, the
following continuity equation is satisfied,

∂

∂t
ρα

s +∇· Jα
s = 0, (6.24)

with α ∈ {
x, y, z

}
indicating the spin direction. Following the same proced-

ure in going from Eq. (3.68) to Eq. (3.74) leads to

Jα
s = ~ν0D

32

∫
dεTr

[
ρ̂4σ̂α

(
ǧ∇ǧ

)K
]

. (6.25)

6.3 Superconductors and ferromagnets

Ferromagnetic ordering occurs when the spins involved find it energetic-
ally favourable to point in the same direction. In conventional BCS super-
conductivity, on the other hand, the electrons form spin singlet Cooper
pairs. Ferromagnetism and superconductivity therefore seem to be at
odds with each other. Nevertheless there are materials where they coex-
ist, for instance in the so-called ferromagnetic superconductors. A much
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more accessible way of inducing both ferromagnetic and superconducting
order in a system is, however, via the proximity effect in hybrid structures.
This can be done, for instance by attaching a ferromagnetic insulator to
a BCS superconductor. If the superconductor is sufficiently thin, an ex-
change field can be assumed present throughout its entire thickness [162].
Hence, it is straightforward to create a system which displays both types
of ordering. But that does not avoid the fact that ferromagnetism and
superconductivity are antagonistic phenomena. Clearly, no Cooper pair
formation is possible if the spin splitting is larger than the superconduct-
ing gap. It turns out that superconductivity is quenched even sooner than
that, at the so-called Chandrasekhar-Clogston limit [163, 164], which at a
temperature T = 0 is

hp = 1p
2
∆. (6.26)

k

ε-

kx

k y

2h 2q

a) b)εF

Figure 6.1: Illustration of the FFLO phase. a) The energy bands, with a spin
splitting due to the exchange field h. b) Equipotential surface at εF for a
two-dimensional system, showing a Cooper pair with a finite momentum
~q .

In a clean system, the simultaneous presence of both an exchange field
and a superconducting gap may lead to an interesting phenomenon in
which the superconducting order parameter becomes spatially inhomo-
geneous. As shown in Fig. 6.1, when a source of spin splitting is introduced,
quasiparticles with parallel spin experience a lower potential energy than
quasiparticles with antiparallel spin. For two quasiparticles at a given
energy level to form a singlet Cooper pair, their kinetic energiesmust there-
fore compensate for this difference in potential energy. In other words, a
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Cooper pair consisting of quasiparticles e.g. at (+kF,↑) and (−kF,↓), will
experience a momentum shift, q , due to the lowering and raising of the
spin up and down energy bands, respectively. The resulting Cooper pair,
now consisting of quasiparticles at (kF+q,↑) and (−kF+q,↓) attain a net
momentum of ~q . This is known as the Fulde-Ferrell-Larkin-Ovchinnikov
(FFLO or LOFF) phase [165, 166]. The net momentum of the Cooper pairs
leads to a spatially dependent phase modulation, given as [167]

(↑↓ − ↓↑) →
(
↑↓ e i q ·r − ↓↑ e−i q ·r

)
= (↑↓ − ↓↑)cos q · r + i (↑↓ + ↓↑)sin q · r .

(6.27)

This means that not only do spatial oscillations of the singlet order para-
meter appear, but there is also a conversion between the singlet state and
the Sz = 0 triplet state, which has profound consequences to be discussed
shortly.

Superconductor-ferromagnet proximity effects

In a homogeneous diffusive system, the FFLO phase is suppressed, and
only the uniform superconducting phase is found. This is because of
the frequent elastic impurity scattering processes, which average out the
momentum direction. However, in an inhomogeneous system, spatial
modulations of the superconducting correlations may still appear. In a
diffusive system, the quasiparticles can be thought of as random walkers.
Indeed, the Usadel equation, given in Eq. (6.16), is nothing more than a
diffusion equation. Hence, the quasiparticles satisfy Fick’s first law, which
states that there is a particle flow towards regions of lower particle density,
as givenby J =−Dǧ∇ǧ , in correspondencewithEq. (5.48). Thismeans that
the quasiparticles sample the energy band with a bias in the direction of J ,
so that momentum-dependent phenomena do not completely average
out. In a superconductor-ferromagnet bilayer, J points in the direction
normal to the interface between the two materials, and hence FFLO-like
oscillations are to be expected along this direction. To verify this, Eq. (6.16)
may be solved in a similar way as was done for a superconductor-normal
metal in Section5.2. The resultingpair correlation is shown inFig. 6.2 for an
exchange field of h = 5∆0ez , where ∆0 is the gap of a bulk superconductor.

As an interesting aside, oscillations of the pair correlation have also
been predicted in the normal metal of superconductor-normal metal-
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Figure 6.2: The pair correlation for a superconductor-ferromagnet bilayer,
where the ferromagnet has an exchange field of h = 5∆0ez . The interface
resistance is ζ= ρc /ρ1ξ= 3. Shown in grey is the pair correlation for an
equivalent superconductor-normal metal bilayer.

ferromagnet trilayers, occurring due to the appearance of quantum-well
states, i.e., confinement induced band splittings [168].

An striking demonstration of the oscillations in the singlet supercon-
ducting correlations is found in a Josephsonweak linkwith a ferromagnetic
interlayer, i.e., a superconductor-ferromagnet-superconductor structure.
Depending on the length of the junction or the strength of the exchange
field (which dictates the oscillatory wavelength), either constructive or
destructive interference between the two superconductors can be induced
at a phase difference of φ= 0. The latter is known as a π junction [169],
due to its resemblance to a conventional Josephson junction with a phase
difference of π, as discussed in Section 5.2. The observable consequence
of the transition from a conventional 0 junction to a π junction is that the
supercurrent flowing between the superconductors at a given phase differ-
ence changes sign – and is completely quenched exactly at the transition.
This is shown in Fig. 6.3, where the supercurrent has been computed for
a variety of exchange fields for a ferromagnetic Josephson weak link at a
phase difference of π

2 .
It is possible to mimic a ferromagnetic Josephson weak link by apply-

ing a large in-plane magnetic field to a two-dimensional superconductor-
normal metal-superconductor structure. In that case the spin splitting is
caused by the Zeeman effect. This was done in Paper XIV, where flakes of
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Figure 6.3: The supercurrent in a superconductor-ferromagnet-
superconductor Josephson weak link, for a selection of exchange
field strengths, at a phase difference of π

2 . The current is scaled by
J0 = eDν0∆/16ξ.

NbSe2 were placed on top of a sheet of graphene. Thin layers of NbSe2

exhibit so-called Ising spin-orbit coupling, which makes them much more
resilient against in-planemagnetic fields than conventional superconduct-
ors [170]. At a fixed phase difference, this system displays sign reversals of
the supercurrent, depending on the size of the magnetic field, which is re-
miniscent of 0 to π transitions. On the other hand, ripples in the graphene
sheet introduces flux through the system, which was shown in Paper XIII
to have a similar observable signature, and could not be ruled out as an
alternative explanation.

Another interesting observation in superconductor-ferromagnet hy-
brid structures is that the critical temperature, Tc , can be influenced
quite strongly. In a bilayer structure Tc has been found to exhibit a non-
monotonic behaviour depending on the thickness of the ferromagnet,
even vanishing and reentering in some cases [171]. When two ferromag-
nets are attached to a superconductor, the behaviour can be even more
complex, with Tc reaching a minimum at some non-collinear misalign-
ment angle between themagnetisation of the two ferromagnets [172]. This
is due to the appearance of so-called long ranged triplet superconducting
correlations, a topic to be discussed next.

Odd frequency superconductivity

The simulations of the SF and SFS structures with the Usadel equation,
which are valid in the diffusive limit, revealed a singlet to triplet conver-
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sion of the superconducting correlations, as predicted by Eq. (6.27). At
first sight, this seems counter-intuitive. The wavefunction of the two-
electron system which constitutes a Cooper pair must be antisymmetric
with respect to an interchange of particles. A triplet spin configuration is
symmetric, which would seem to indicate that the orbital part must be
antisymmetric. But an antisymmetric orbital part, given e.g. by p-wave
superconductivity, should not appear in a diffusive system due to the mo-
mentum space averaging effect created by rampant scattering. There is
another possibility, however, which allows for both the orbital and the
spin part of the wavefunction to be symmetric – the particles can avoid
each other in time, giving an antisymmetric time dependence. Known
as odd frequency superconductivity [173], this effect means that it is pos-
sible to induce superconducting correlations carrying spin also in diffusive
systems.

As is illustrated in Fig. 6.2, the singlet superconducting correlations
survive only a short distance into a ferromagnet. The same is true for the
Sz = 0 triplet correlations, whose net spin is orthogonal to the exchange
field. There are, however, two other triplet states where the spins would
be collinear with the exchange field. If generated, they would not be
influenced by the spin splitting to the same extent, and could exhibit
much longer decay lengths. This prospect warrants a closer look at the
two-spin states.

Two spin-1/2 particles combine either into a singlet, which has a total
spin quantum number s = 0, or one of three triplet states, with s = 1.
The precise direction of the spins involved is not knowable due to the
Heisenberg uncertainty principle, but their magnitude, along with one
component can be determined, as they are simultaneous eigenstates. The
eigenvalue of the combined spin magnitude S2, as well as the individual
spin magnitudes S1 and S2, when acting on some eigenvector χ, is given
as

S2χ=s(s +1)~2χ,

S2
1χ=s1(s1 +1)~2χ,

S2
2χ=s2(s2 +1)~2χ.

The scalar product between S1 and S2 is also an eigenvalue of χ, and is
found to be

S1 ·S2χ= 1

2

(
S2 −S2

1 −S2
2

)
χ= 1

2
[s(s +1)− s1(s1 +1)− s2(s2 +1)]~2χ.
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Using that s1 = s2 = 1
2 , the expected angle between the two spins may be

computed as

cosγ= χ†S1 ·S2χ

χ†|S1||S2|χ
= 1

3
[2s(s +1)−3] . (6.28)

The resulting two-spin states are illustrated in Fig. 6.4.

s = 0 s = 1

sz = 0 sz = +1 sz = -1

Figure 6.4: The possible spin configurations of a two-spin system. In the
singlet state (s = 0), the two spins are anti-parallel, whereas in the triplet
states (s = 1), there is a net magnetisation.

In the presence of a magnetic field it is clear that the sz =±1 triplets
behave differently than the singlet and the sz = 0 triplet. In the former
case, both spins have a component which is either parallel or antiparallel
with the external field. Hence, the spin splitting induces no dephasing of
the Cooper pair. Note that this discussion has been with reference to a
particular spin quantisation axis, e.g., the z axis. While the singlet state
is completely ambivalent to the direction of applied magnetic field, the
triplet states are influenced. For instance, when a magnetic field along the
x axis is applied to the sz = 0 triplet state it behaves as

(↑↓ + ↓↑)z = (↑↑)x + (↓↓)x ,

i.e., a linear combination of the sx =+1 and the sx =−1 triplet states. In
other words, such “equal spin” Cooper pairs may be induced when the su-
perconductor is attached to a ferromagnet whose exchange field direction
is inhomogeneous. This can be done, for instance, by using multidomain
ferromagnets, where triplets induced in the domain walls may be long
ranged in the adjacent domains [174]. Another possibility is by stacking
multiple layers of ferromagnets [175]. Typically, such a structure would
prefer a collinear alignment of their magnetisations, but other configura-
tions are also possible. One example is a trilayer in which a uniform ferro-
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magnet is sandwiched between two layers of holmium, where the magnet-
isation has a conical spatial variation with a certain wavelength [176]. By
tuning the holmium thickness to half of this wavelength, themisalignment
with the uniform ferromagnet is maximised, and so too is the generation
of long ranged triplets [81, 177]. Other examples of systems which display
long ranged triplet correlations are discussed in Papers VI and XI, with the
former summarised in Section 6.6.

6.4 Spin active boundary conditions

Interfaces to ferromagneticmaterials can inprinciplehave spin-dependent
tunnelling probabilities. To incorporate such effects, it is necessary to
modify the boundary conditions derived in Section 5.1. This can be done
by introducing a spin splitting in Eq. (5.12), so that

V̌0 = v Ǐ + vhm̂ · σ̌, (6.29)

where the unit vector m̂ is the direction of the spin splitting. Note that
in Section 5.1, the tunnelling potential is treated as a perturbation of a
system with an impenetrable interface. Even for such an interface, an
incoming particle may penetrate for some distance before being reflected.
To capture the resulting spin dephasing, Eq. (5.32) must be replaced by

ǧ o
0, j (r0) = Š ǧ i

0, j (r0)Š†, (6.30)

where Š is a scattering matrix. It may be found by assuming that the
interface potential takes up half of space, e.g., z > 0 and consider the
following first-quantised Hamiltonian

H =− ~2

2m
∇2 −µ+ (

µ+ v + vhm̂ ·σ)
θ(z), (6.31)

where θ(z) is the Heaviside step function. Momenta parallel to the in-
terface, ~k||, are conserved during a scattering process, which motivates
considering wavefunctions of the form ψ(r ) =φ(z)e i k||·r|| . Only energies
close to the Fermi level are of interest, and so it is assumed that the ex-
citation energy ε ' 0, meaning that Hψ = 0. The resulting equations of
motion thus become

φ′′(z)+
[

2m

~2 εF−k2
||

]
φ(z) =0, z < 0, (6.32)

φ′′(z)−
[

k2
|| +

2m

~2 (v + vhm̂ ·σ)

]
φ(z) =0, z > 0. (6.33)
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The solution in the two respective regimes are, for z < 0,

φ(z) =
(

A1

A2

)
e i kz z +

(
B1

B2

)
e−i kz z , (6.34)

and for z > 0, where the wavefunction is evanescent,

φ(z) =C

(
cos θ

2
sin θ

2 e iφ

)
e−q+z +D

( −sin θ
2

cos θ
2 e iφ

)
e−q−z , (6.35)

where θ and φ denote the polar and azimuthal direction of m̂ with respect
to the z axis, and

q± =
√

k2
|| +

2m

~2 (v ± vh).

The scattering matrix in spin space is found by matching the wavefunc-
tion and its derivative at z = 0. In this way, the parameters C and D may
be eliminated and the S matrix extracted from the resulting relationship
between A and B ; B = S A. One gets

S = 1(
kz + i q+

)(
kz + i q−

) (
s1 + s2 cosθ s2 sinθe−iφ

s2 sinθe−iφ s1 + s2 cosθ

)
(6.36)

with s1 = k2
z +q+q− and s2 =−i kz (q+−q−). Eq. (6.36)may be parametrised

more conveniently as

S = e iβe iγm̂·σ, (6.37)

where

tanγ=−kz (q+−q−)

k2
z +q+q−

. (6.38)

The value of the spin-independent phase factor β does not have any phys-
ical implications, and will be set to zero in the following. In Nambu⊗spin
space, the scattering matrix becomes

Ŝ =
(
S(k) 0

0 S∗(−k)

)
, (6.39)

and inKeldysh space it is givenas Š = diag
(
Ŝ , Ŝ

)
. The relationshipbetween

ǧ i
0, j and ǧ o

0, j and the diffusive Green function ǧs, j may now be found by
combining Eqs. (5.41) to (5.44) and Eq. (6.30), which gives

ǧ i
0, j =

(
Š†ǧs, j Š + ǧs, j

)−1 (
2Ǐ + ǧs, j − Š†ǧs, j Š

)
, (6.40)

ǧ o
0, j =

(
2Ǐ + ǧs, j − Š ǧs, j Š†

)(
Š ǧs, j Š† + ǧs, j

)−1
. (6.41)



6.5. SINGLET SPIN ACCUMULATION 113

These expressions are quite unassailable as they stand. To proceed, an
approximation is made, namely that

(
Š†ǧs, j Š + ǧs, j

)−1 =1

2

[
Ǐ + 1

2

(
ǧs, j Š†ǧs, j Š − Ǐ

)]−1

ǧs, j

'1

2

[
Ǐ − 1

2

(
ǧs, j Š†ǧs, j Š − Ǐ

)]
ǧs, j ,

and similarly for
(
Š ǧs, j Š† + ǧs, j

)−1. By inserting into Eqs. (6.40) and (6.41)
one gets

ǧ i
0, j '

1

2
Ǐ + 3

2
ǧs, j − 1

2
ǧs, j Š†ǧs, j Š − 1

2
ǧs, j Š†ǧs, j Š ǧs, j , (6.42)

ǧ o
0, j '

1

2
Ǐ + 3

2
ǧs, j − 1

2
Š ǧs, j Š†ǧs, j − 1

2
ǧs, j Š ǧs, j Š†ǧs, j . (6.43)

Themainmotivation for approximating Eqs. (6.40) and (6.41) in this, some-
what peculiar, way is that in the limit of no spin mixing, Š = Ǐ , the identity
ǧ i

0, j = ǧ o
0, j = ǧs, j is restored. Following the same steps as in Section 5.1,

using Eqs. (5.28) to (5.30), (5.34) and (5.48) one finds to lowest order in the
tunnelling limit, after a significant amount of algebra,

ǧ1∇ǧ1 =1

4

ρ1

ρc

[
ǧ1 , β+ǧ2 +P

{
m̂ ·σ, ǧ2

}+β−m̂ ·σǧ2m̂ ·σ]
− iGφ

[
ǧ1,m̂ ·σ]

, (6.44)

where, following the notation of Ref. [45] v2 = 1
2 Tβ+ and v2

h = 1
2 Tβ−, with

T = ρ1/2ρc and β± =
(
1±

p
1−P 2

)
. Note that P ∈ [−1,1] plays the role of a

polarisation. The parameter Gφ appears entirely because of the scattering
matrices, and involves no tunnelling. It may thus be used to model a
ferromagnetic insulator. In general, Gφ depends on both P and T , but
can vary independently as the latter two in principle also depend on the
thickness of the barrier.

6.5 Singlet spin accumulation

Using the formalism of Eq. (6.44), a very interesting and counter-intuitive
phenomenon was predicted in Paper XII, namely that singlet supercon-
ducting correlations can produce a nonequilibrium spin accumulation.
This was done by considering the system shown in Fig. 6.5.
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Figure 6.5: Hybrid structure displaying a spin accumulation due to sing-
let superconducting correlations. Two superconducting electrodes are
attached to a four-terminal normal metal to form a Josephson weak link,
and two ferromagnetic electrodes are attached to the remaining two arms.
When the magnetisation in the two ferromagnets are antiparallel, and a
temperature gradient is applied between them, a spin accumulation may
be generated by applying a phase difference between the superconductors.
Figure courtesy of J. Linder.

Two superconducting electrodes are attached to opposite arms of a four-
terminal normal metal device in the form of a cross, thereby forming a
Josephson weak link. On the remaining two arms, ferromagnetic elec-
trodes are attached, which thus makes a spin valve, aligned orthogonally
to the Josephson weak link. The temperature in one of the ferromagnets is
increased relative to the rest of the system, creating a temperature gradi-
ent in the normal metal. The total width and height of the normal metal
region is assumed to be L = 3ξ, where ξ is the superconducting coherence
length. For diffusive niobium, a commonly used superconductor, the co-
herence length is about 10–15 nm. An important point is now that using a
normal metal with a very long spin flip scattering length, such as copper,
the resulting spin diffusion length, i.e., the length scale over which spin
coherence is kept, can be made larger than the system size – even with
a high concentration of impurities. Hence, spin relaxation due to elastic
scattering processes can be made negligible. Furthermore, at the temper-
atures relevant for conventional superconductors, spin relaxation due to
inelastic electron-electron and electron-phonon scattering are negligible
as well. This allows the definition of spin-dependent temperatures Tσ.

To understand how a spin accumulation emerges in this system, con-
sider first a spin valve, with no superconducting correlations, aligned such
that a ferromagnetic lead is placed to the left and right of a central normal
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metal. A reasonable phenomenological model for the temperature of the
two spin species immediately next to the two ferromagnetic reservoirs is

T R
↑ =T0 +

(
1− b

2

)
∆T, (6.45)

T R
↓ =T0 +

(
1− b

2

)
∆T, (6.46)

T L
↑ =T0 + b

2
∆T +p(1−b)∆T, (6.47)

T L
↓ =T0 + b

2
∆T, (6.48)

where T0 and T0 +∆T is the temperature of the left and right reservoirs,
respectively. The parameter b indicates a spin-independent interface
resistance, and p takes into account the interfacial spin polarisation. If
the spin-dependent temperatures are assumed to have a linear spatial
dependence in the normal metal, the resulting spin temperature Ts =
T↑−T↓ becomes constant,

Ts = p(1−b)∆T. (6.49)

As discussed in Paper XII, this model can be derived from quasiclassical
theory, under the assumption of a sufficiently small temperature gradient.
In this case b and p may be expressed in terms of ρ1/ρc and P in Eq. (6.44).
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Figure 6.6: Illustration of the mechanism leading to a spin accumulation
induced by singlet superconducting correlations. a) The quasiparticle
band structure with an intra-valley spin imbalance, but no net spin accu-
mulation as there are just asmany electron-like quasiparticle excitations as
there are hole-like. b)A gradient in the superconducting phase∇φ induces
a Doppler shift, which breaks the symmetry between the two valleys.
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Figure 6.7: The magnetisation generated in the four-terminal device. The
superconducting electrodes are placed on the ends of the vertical arms.
Whenever a phase difference is applied between them, the magnetisation
in the system is non-zero.

Singlet Cooper pairs carry no spin, which means that when the su-
perconducting leads are introduced, the superconducting correlations
induced in the normal metal reduce Ts . This reduction is greatest close
to the superconducting leads, and less severe at the centre of the system
– where the proximity effect is lowest. In other words, a gradient in the
spin temperature, ∇Ts , develops in the vertical arms connected to the
superconductors. This has interesting consequences. First of all, the su-
perconducting correlations in the normal metal behave in much the same
way as a bulk superconductor, forming a gap in the quasiparticle band
structure similar to Fig. 3.2. The appearance of a Ts > 0 means that spin
up quasiparticles experience a higher temperature than spin down quasi-
particles. Furthermore, a gradient in Ts means that the distribution of the
spin temperature is inhomogeneous in momentum space, being largest
in the direction parallel to ∇Ts , and resulting in a spin imbalance within
valleys of the band structure. This is illustrated in Fig. 6.6a), where for
clarity a situation where there are only quasiparticle excitations with a
negative group velocity is shown. Nevertheless, there is still no spin accu-
mulation, as there are just as many electron-like excitations as there are
hole-like. However, when a phase difference is applied between the su-
perconductors, the phase gradient in the normal metal, which is collinear
with ∇Ts , puts the condensate into motion, thereby inducing a Doppler
shift of the band structure [178], as shown in Fig. 6.6b). This breaks the
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symmetry between the two valleys, thereby producing a net spin accu-
mulation. Note that these arguments are also applicable in the diffusive
limit, due to the inhomogeneity of the system. Indeed, while frequent im-
purity scattering means that the quasiparticle excitations may be thought
of as random walkers, there is a net drift in the direction normal to the
superconductor-normal metal interface, in accordance with Fick’s first law.
Hence, the quasiparticles sample the band structure with a bias, resulting
in an incomplete cancellation of effects which depend on the momentum
direction parallel to ∇Ts and ∇φ.

The discussion so far has been largely phenomenological, but it is
perfectly corroborated by numerical analyses with the Usadel equation. A
quasiclassical discussion of temperature gradients is, however, somewhat
complicated by the fact that in such a nonequilibrium situation, temper-
ature is strictly speaking not defined, as the distribution function does not
have a Fermi-Dirac form. The closest analogues to a temperature are the
energy modes in the quasiclassical distribution function ĥ, as defined in
Eqs. (2.77) and (4.16), where with spins aligned in the z direction, the rel-
evant components are h0 and h3. They can be converted to a distribution
function for the different spin species via h↑/↓ = h0±h3, which in turn may
be used to compute an effective spin temperature Tσ via a Sommerfeld
expansion [108].

The numerical simulations of the system were obtained by solving
Eq. (2.100), which involves first finding the retarded and advanced Green
functions for a given quasiparticle energy, and then the distribution func-
tion in a separate solution step, as discussed in Section 4.3. This allowed
the magnetisation to be computed from Eq. (6.23). The result is shown in
Fig. 6.7, where it is clearly seen that a magnetisation develops whenever
there is a phase difference between the superconductors. Even though
there are ferromagnetic reservoirs in this system, they are so far removed
from the superconductors that any triplet superconducting correlations
are completely negligible. Hence, this spin accumulation is solely due to
the singlet correlations.

6.6 Controllable supercurrents in ferromagnets

An application of the long ranged triplet superconducting correlations is
discussed in Paper VI. It turns out that for a circular disk of cobalt, which
is a ferromagnet, micromagnetic simulations reveal that the geometry
causes a magnetic vortex structure to be favoured. This means that the
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magnetisation points in the circumferential direction of the disk, with the
exception of its centre, where it points out of the plane. This motivates
the following experimental setup, as shown in Fig. 6.8. The circular cobalt
disk is placed at the bottom of a stacked geometry, on top of which is place
a copper spacer, followed by a layer of nickel, which is also a ferromag-
net. Finally, a layer of niobium is added, which is superconducting at the
temperatures considered – around 2–3 K.

By focused ion beammilling a trench with a width of about 20 nm is
made through the niobium, nickel and copper layers, leaving the cobalt
layer intact. Since the superconducting layer is now separated into two
halves, the system becomes a Josephson junction. Furthermore, from
micromagnetic simulations of the nickel layer it is found that the mag-
netisation close to the trench tends to align parallel with it. This means
that there is a significant degree of misalignment in the magnetisation
between the nickel and cobalt layers. An exception, once again, is at the
centre of the vortex, where the out-of-plane magnetisation of the cobalt
layer forces an out-of-plane alignment of the nickel layer as well. Hence,
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Figure 6.8: Illustration of an experimental setup of a ferromagnetic Joseph-
son junction displaying a strong inhomogeneity of the magnetisation. a)
Superconducting niobium is placed on top of a stack of ferromagnetic ma-
terials, cobalt and nickel, separated by a copper spacer. A trench through
the Nb, Ni and Cu layers is created by focused ion beam milling, thereby
forming a Josephson junction. b) The magnetisation in the Co and Ni
layers, as predicted by micromagnetic simulations, indicating that there
is significant misalignment between the two layers. Figure courtesy of K.
Lahabi.
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two regions are formed, separated at the centre of the system, in which
long ranged tripled correlations may form. Moreover, typical values for
the exchange splitting in cobalt and nickel are in the range of 0.5 eV to
1.0 eV [179–181], which means that it is only the long ranged triplet com-
ponents that are likely to survive the journey from one superconductor to
the other. The presence of any Josephson effect when a phase difference is
applied between the superconductors is therefore proof of their existence.

The system was investigated experimentally by applying a magnetic
field in the perpendicular direction to the disk plane and measuring the
resulting interference pattern of the critical current, an example of which
is shown in Fig. 6.9a). From this it was inferred, first of all, that there are
indeed long ranged triplets in this system. Furthermore, the interference
pattern itself has a peculiar shape, which differs from the Fraunhofer-
shape expected from a uniform current density distribution. It is seen
that the lobes all have approximately the same width, and the decay of
the critical current with increasing magnetic field is slower than expected.
These are traits which are more typical of double-slit interference, and are
indicative of a two-channel current flow. This is verified by finding the
current density corresponding to such an interference pattern, which is
shown in Fig. 6.9b), where it is seen that the dominant contribution to the
current density does indeed form two channels.
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Figure 6.9: An example of the experimental findings. a) The interference
pattern in the critical current, measured by the application of a magnetic
field in the direction perpendicular to the disk plane. b) The inferred
current density distribution in the direction x transversal to the junction
direction (parallel to the trench). A two-channel current flow is seen. Fig-
ure courtesy of K. Lahabi and J. A. Ouassou.
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Figure 6.10: Three dimensional numerical simulations of the cylindrical
stack. To ease the numerical resource requirement of such an analysis,
only the most relevant region surrounding the trench is modelled. a) 3D
plot of the current density, showing how the current flows from one super-
conductor to the other (top surfaces) by minimising it distance beneath
the trench. b)Vertical slice through the centre of the trench, as indicated by
the inset. A suppression of the current density is seen exactly at the centre,
where there is reduced misalignment of the magnetisation, resulting in a
two-channel flow. The current is given in units of J0 = eν0D∆0/16ξ.

To provide further support for these interpretations, three-dimensio-
nal simulations of the system using the Usadel equation were performed.
The ferromagnets were modelled as a single material, which incorporated
the exact inhomogeneous magnetisation profile computed from the mi-
cromagnetic simulations. The size of the spin splitting in nickel and cobalt
are generally too large for quasiclassical theory to be applicable, and so
an exchange field with a lower value of |h| = 30∆0, where ∆0 is the super-
conducting gap, was used instead. This was deemed to be sufficient to
suppress any current not carried by the long ranged triplets. The result of
this analysis is shown in Fig. 6.10, where currents have been made to flow
by imposing a phase difference between the superconductors of φ=π/2.
Notice in particular that the current density is suppressed at the centre of
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the system, forming two separate channels, which is consistent with the
experimental findings.

6.7 Spin-orbit coupling

In Section 6.3 it was seen that a ferromagnet with an inhomogeneous mag-
netisation coupled to a superconductor can generate long ranged triplet
superconducting correlations. Spin-orbit coupling provides additional
means of doing so. This phenomenon is a relativistic effect that emerges
when the electron experiences a change in an electrostatic potential in
which it moves, e.g., the crystal lattice. Such a change, of course, leads to
an electric field. Electric and magnetic fields intermix in different refer-
ence frames, and may thus lead to a coupling with the electron spin. To
derive a Hamiltonian which takes this effect explicitly into account, it is
convenient to begin with the covariant Dirac equation in the presence of
an electrostatic potential V ,(

mc2 +V (r ) −i~cσ ·∇
−i c~σ ·∇ −mc2 +V (r )

)(
ψe

ψh

)
=

(
ε+mc2 0

0 ε+mc2

)(
ψe

ψh

)
, (6.50)

where ψe and ψh are the wavefunctions for electrons and holes, respect-
ively. Eliminating ψh gives[

− ~2

2m
σ ·∇

(
1+ ε−V (r )

2mc2

)−1

σ ·∇+V (r )

]
ψe (r ) = εψe (r ).

The nonrelativistic limit is found by assuming that all energies involved
are much smaller than the electron rest energy mc2, and hence one finds,
to lowest order in a Taylor expansion in (ε−V )/2mc2[

p2

2m
+ p4

8m3c2 + i~
4m2c2 (σ ·∇V )(σ ·p)+V

]
ψe = εψe ,

where p =−i~∇, and it has been used that ε−V approaches p2/2m as the
Dirac equation approaches the Schrödinger equation. This can alternat-
ively be written as[

p2

2m
+ p4

8m3c2 + i~
4m2c2 ∇V ·p − ~

4m2c2 σ · (∇V ×p)+V

]
ψe = εψe ,

from which the spin-orbit term may be identified as

Hsoc =− ~
4m2c2 σ · (∇V ×p). (6.51)



122 CHAPTER 6. SPIN-DEPENDENT PROXIMITY EFFECTS

Quasiclassical formalism

Spin-orbit coupling which is linear in momentum is straightforward to
include in the quasiclassical formalism. Consider a general spin-orbit
coupling of the form

HSOC = ~2

m
Γi j σi∇ j , (6.52)

where Γi j is a spatially constant tensor giving the strength of the spin-
orbit coupling. Such a term can be absorbed into the kinetic energy as an
effective gauge field,

− ~2

2m

(∇2 −2Γiσi ·∇
)=− ~2

2m
(∇−Γiσi )2 + ~2

2m
(Γiσi )2 .

If the last term is discarded, spin-orbit coupling may be included in the
quasiclassical Green function formalism simply by making the replace-
ment

~
i
∇→ ~

i
∇̃ = ~

i
∇− ~

i
Γiσi , (6.53)

in the exact same fashion as was done with the vector potential A in
Eq. (3.87). Hence, introducing spin-orbit coupling in this way is equivalent
to applying an effective vector potential of the form

e ASOC = e A +Γiσi . (6.54)

In the following, onlyRashba spin-orbit coupling will be considered, which
typically occurs when inversion symmetry is broken along a direction n̂,
for instance due to an interface. In that case Γi j = γnkεki j , and Eq. (6.52)
becomes

HSOC = ~2

m
γn̂ · (σ×∇). (6.55)

6.8 Spin valve on a topological insulator

As a first exposure to the influence of spin-orbit coupling on superconduct-
ing hybrid structures, an application involving the extreme case of topolo-
gical insulatorswill be discussed. These are heavy-metal compounds, such
as HgTe [182], where the mass of the lattice ions is so great that the spin-
orbit coupling and the relativistic corrections to the band structure lead
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to a band gap inversion near the centre of the Brillouin zone. This gives
the material a topological character, as identified by a non-zero Chern
number [183]. By band gap inversion is meant that what would normally
be the valence band in the trivial phase gets shifted to above the conduc-
tion band in the topologically non-trivial phase. For the case of HgTe, this
transition happens at a certian critical sample thickness dc .

When a topologically non-trivial material is attached to a topologic-
ally trivial material, something interesting is bound to happen at their
interface. Indeed, for a topological insulator there must be a transition
from the inverted band gap to a conventional band structure. This cannot
be done without crossing the Fermi level. This implies the existence of
topologically protected conducting surface states, even though the bulk of
the topological insulator is insulating, which is the hallmark characteristic
of these materials.

In a 3D topological insulator, the surface states have a cone-like disper-
sion. The strong spin-orbit coupling further leads to a fixation of the spin
direction relative to the momentum direction, which is known as spin-
momentum locking. While the exact band structure of typical topological
insulators are far too complex to use in calculations, the most important
physics may be revealed by using a simplified Hamiltonian, taking into
account only the two-dimensional surface states close to the Fermi level,

H =−i~vFσ ·∇, (6.56)

which has the form of the Dirac equation. This immediately exposes a
curiosity. If an exchange field is introduced in a direction which is in the
plane of the surface states, the Hamiltonian takes the form

H =−i~vFσ ·
(
∇− i

~vF
h

)
, (6.57)

which means that an in-plane exchange field behaves in the exact same
way as a vector potential, as seen in Section 3.8. An out-of-plane exchange
field can however not be accommodated, as this introduces a gap in the
model Hamiltonian. Eq. (6.57) raises the question of what happens when
superconducting correlations are introduced to the surface of a topolo-
gical insulator via the proximity effect. If there is also an exchange field
present, can this lead to vortices? This question was answered in the af-
firmative in Paper VIII, which considers a Josephson junction formed on a
topological insulator. Also on top of the topological insulator, between the
superconductors, is placed a spin valve – two ferromagnets separated by a
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z

h

Figure 6.11: Illustration of a spin valve and two superconductors placed
on the surface of a topological insulator. The former is displaced for clar-
ity. When the spin valve is in the antiparallel configuration, the resulting
inhomogeneous in-plane magnetisation induced on the topological in-
sulator, combined with the superconducting correlations, may produce
vortices.

spacer, which can either have a parallel (P) or an antiparallelmagnetisation
(AP). An illustration of the setup is shown in Fig. 6.11. The Hamiltonian
in Eq. (6.57) can be studied using diffusive quasiclassical Green function
by following the same procedure as in Section 2.4. The only difference is
that the spin-momentum locking needs special care. By a unitary trans-
formation it turns out that the spin dependence of the Green function
can be isolated from its momentum dependence. Introducing the quasi-
classical approximation and the spherical momentum averaging on the
transformed Green function, the resulting equation of motion for the 2D
surface states takes the exact same form as the Usadel equation, given in
Eq. (6.16) – except that it is formulated for Green function matrices with
structure only in particle-hole space. The spin structure is reintroduced via
the unitary transformation [184]. The inverse proximity effect is neglected,
as is shown to be a reasonable approximation in Paper IX.

The spin valve introduces a non-uniform magnetisation to the region
between the superconductors. Since h takes on the role of a vector poten-
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Pair correlation Density of states

Figure 6.12: Numerical simulations of the system shown in Fig. 6.11. a)
and b) The pair correlation with the spin valve in the parallel and in the
antiparallel configuration, respectively. In the latter case, vortices appear.
c) and d) The density of states for the two configurations

tial, the quantity

Φh =
∫

A
∇×h dr , (6.58)

must describe an effective flux through an area A. The effective flux
quantum becomes Φ0 = π~vF, and hence for sufficiently large effective
fields Bh =∇×h, vortices are to be expected. Clearly, the AP configuration
of the spin valve induces a larger Bh than the P configuration. One may
therefore envision toggling between a state in which the system exhib-
its vortices, and one where it does not, simply by switching the relative
magnetisation of the spin valve ferromagnets. Numerical simulations for
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reasonable choices of parameter values validates this prediction, as is
shown in Fig. 6.12.

6.9 Supercurrent vortex pinball

An explicit application of the formalism derived in Section 6.7 is presented
in Paper IV. A two-dimensional system is considered, e.g. a GaAs 2D
electron gas (2DEG). Such a system may provide a large g factor, so that
a Zeeman effect, and thus an exchange field h may be introduced by the
application of an external magnetic field in the plane of the 2DEG. Spin-
orbit coupling may further be introduced by a gate voltage in the out-
of-plane direction. By contacting two superconductors to this system,
a superconductor-ferromagnet-superconductor weak link, with an out-
of-plane Rashba spin-orbit coupling may be formed. It turns out that
this hybrid structure displays highly controllable supercurrent vortex-like
patterns, as is illustrated on the systemmodel shown in Fig. 6.13. These are

S S
Figure 6.13: Illustration of a two-dimensional ferromagnetic Josephson
weak link with an out-of-plane Rashba spin-orbit coupling. Depending on
the strength of the exchange field h, and its direction, a variety of vortex-
like patterns in the current density are formed. These patterns are also
influenced by the phase difference between the superconducting leads,
and the strength of the spin-orbit coupling.

not vortices in the conventional sense. Rather, they are circulations of the
supercurrent around localised points without an associated suppression
of the superconducting correlations. There is also no phase winding.
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The supercurrent vortices require a phase difference between the su-
perconductors (otherwise there are no currents in the system), and appear
close to the 0-π transition (discussed in Section 6.3), as shown in Fig. 6.14,
where the exchange field direction points in an angle of θ = 45◦ relative
to the x axis indicated in Fig. 6.13, and the phase difference was held at
φ=π/2. The current pattern is seen to vary greatly for different exchange
field strengths. An extensive parameter study was made to understand the
behaviour of these vortex-like formations. Keeping all other parameters
fixed, the exchange field direction, spin-orbit coupling strength and the
phase difference were all sequentially varied in a systematic manner, dis-
playing a diverse array of current density patterns, as shown in Fig. 6.15.
The richness and complexity of these patterns, along with the many ways
in which they can be controlled led to this system receiving the humorous
moniker of a supercurrent vortex pinball machine.

To understand the origin of these effects, it is necessary to have a
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Figure 6.14: The supercurrent I as a function of the exchange field h, which
points in a direction θ = 45◦ relative to the x axis in Fig. 6.13. Each marker
represents a numerical simulation, and the insets show a selection of
current density distributions. The lower region of the figure (in red) marks
the exchange fields for which vortex-like patterns in the current density
appear. Notice also the 0-π transition at h/∆' 0.75.
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a) b)

c) d)

e) f)

Figure 6.15: A variety of vortex-like current density patterns, produced
by varying the system parameters. Unless otherwise stated, the exchange
field direction is θ = 45◦, the strength of the spin-orbit coupling is γξ= 0.5,
the phase difference between the superconducting leads is φ=π/2, and
the exchange field strength is h/∆= 1.0. a) θ = 30◦, b) θ = 60◦, c) γξ= 0.6,
d) γξ= 0.8, e) φ=π/5, and f ) φ= 4π/5.

closer look at how the triplet superconducting correlations influence the
supercurrent. By inserting Eq. (2.53) into Eq. (3.74), an expression for the
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supercurrent density can be found. It will turn out to be elucidating to
parametrise the anomalous Green function f (either the retarded or the
advanced) in terms of its singlet fs and triplet f contributions,

f = (
fs I + f ·σ)

iσy . (6.59)

In that case the supercurrent density may be separated into additive con-
tributions,

J = J I + Jt t , (6.60)

where J I = Js − Jx − J y − Jz , with

Jk = eν0D

4

∫ ∞

0
dεℜ(

f̃k∇ fk − fk∇ f̃k
)

tanh
βε

2
, (6.61)

and f̃ (ε) = f ∗(−ε). This current contribution is identical in form to what
onewould expect also in the absence of spin-orbit coupling. In the present
case, however, an additional term Jt t emerges, which describes currents
due to interference effects between the triplet correlations,

Jt t = eγν0Dez ×
∫ ∞

0
dεℜ(

f̃t × ft
)

tanh
βε

2
, (6.62)

where γ is the strength of the spin-orbit coupling. Note that the cross
product between the triplet anomalous Green functions in the integrand
of Eq. (6.62) expresses the spin polarisation of the triplet Cooper pairs [185,
186]. In other words, Jt t is a current induced by the triplet Cooper pair
magnetisation – it may therefore be characterised as a triplet induced
inverse Edelstein effect. It is precisely this current contribution which is
the cause of the current density patterns observed in Figs. 6.14 and 6.15.
It turns out that Jt t has a significant spatial variation transverse to the
junction direction (y axis). This is reasonable as motion near the vacuum
interfaces is more restrictive than motion near the centre of the system,
which influences the generation of triplet superconducting correlations.
This is less important in J I , where these effects cancel out to a greater
degree, leading to a weaker spatial variation, as illustrated in Fig. 6.16 for
an exchange field h =∆ex , where ∆ is the superconducting gap.
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Figure 6.16: The current density distribution along the y axis (centre of
the junction), showing the origin of the vortex-like patterns. The current
contribution Jt t has a greater spatial variation than J I , and is directed
oppositely. This leads to the total current J = J I + Jt t changing direction,
and thus quenching the current density in localised regions.

The supercurrent vortices appear when J I and Jt t cancel at particular
points. Varying h, its direction θ, the spin-orbit coupling strength γ or
the phase difference φ has the effect of tuning the the relative size and
the spatial variation of the two current contributions, thereby creating the
effect. Since it is the triplet spin polarisation that is responsible for the
peculiar current patterns, onemight expect the inverse process to also take
place – the generation of a spin accumulation from a charge current. This
cannot be studied at the level of accuracy employed herein, as discussed in
Section 3.8. However, such effects are observed when working outside the
quasiclassical formalism. Thiswas seen ina ferromagnetic Josephsonweak
link with interfacial spin-orbit coupling, studied with the tight binding
Bogoliubov–de Gennes framework in Paper V. In that case it was found
that a transversal spin current is induced by a phase difference between
the superconductors.

6.10 Interfaces with spin-orbit coupling

Creating long ranged triplet superconducting correlations in realistic ex-
perimental setups can be challenging, requiring either many layers of dif-
ferent materials [80] or scarce rare earth materials [187]. Inducing triplets
via spin-orbit coupling is seemingly easier. Any interface breaks inver-
sion symmetry, giving rise to a Rashba spin-orbit coupling. This can, for
instance, be done by interfacing a superconductor with a conventional
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ferromagnet, via a heavy metal interlayer. Theoretical studies of such
systems have revealed that long ranged triplets do indeed appear if the
magnetisation is directed such that it has both a component parallel to
the interface with significant spin-orbit coupling, and a component or-
thogonal to it [86, 88]. In other words, the magnetisation must display a
certain degree of canting. This, as it turns out, is challenging to achieve
experimentally, as the magnetisation in such systems typically favour an
alignment parallel to the interface. So far, creating a long ranged Joseph-
son effect in a ferromagnet using heavy metal interlayers has yet to be
achieved experimentally [188, 189]. Nevertheless, interfacial spin-orbit
coupling as a source of long ranged triplet superconducting correlations
is a promising topic, and this raises the question of how to model such
systems. Using quasiclassical theory, one way is to model the interface as a
thin separate material which connects to a ferromagnetic material on one
side and a superconductor on the other side via boundary conditions [88].
While this method works well, it is an approximation of the true interfacial
spin-orbit coupling, which takes place over length scales much smaller
than quasiclassical theory allows for. It is therefore more appropriate to
include spin-orbit coupling in the boundary conditions themselves, as
is discussed in Paper X. This can be done by modifying the tunnelling
potential of Eq. (5.12) to

V̌0 = w Ǐ +wα

(
n̂α× k̂F

) · σ̌, (6.63)

where k̂F = kF/|kF|, and n̂α is a unit vector parallel to the interface normal,
indicating the direction in which the symmetry is broken. The scattering
matrix, found by considering an insulator with the same spin-dependent
field, analogous to Section 6.4, takes the form

Š = e iγ(n̂α×k̂)·σ̂ρ̂4 , (6.64)

where γ is the spin-mixing angle. For low values of γ, Eq. (6.64) may be
approximated as

Š '
(
1− 1

2
γ2

)
Ǐ + iγζ̌k ,

with ζ̌k = (n̂α×k̂F )·σρ̂4. Following the same steps as in Sections 5.1 and6.4,
leads to a new set of boundary conditions where spin-orbit coupling is
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explicitly taken into account,

n̂ · ǧ1∇ǧ1 =T
[
ǧ1 , ǧ2

]+Tα

[
ǧ1,σ̌||ǧ2σ̌||

]+T ′
α

[
ǧ1,σ̌||ǧ1σ̌||

]
+ i

√
T ′′

αT
[
ǧ1,

{
ǧ2

[
σ̌||, ǧ2

]
,σ̌||

}]
+ i

√
T ′′

αT
[
ǧ1,

{
ǧ2,σ̌||

}
ǧ1σ̌||+ σ̌||ǧ1

{
ǧ2,σ̌||

}]
, (6.65)

where σ̌|| = diag
(
σ̂||,σ̂||

)
, and σ̂|| = diag(+σ||,−σ∗

|| ), where σ|| are the in-
plane Pauli matrix components with respect to the interface. Notice that
the lowerblockof σ̂|| is definedwith aminus sign, in contrast to the conven-
tional definition of Pauli matrices in particle-hole space. The parameter
Tα and T ′

α describe a spin dephasing upon tunnelling and reflection, re-
spectively, and T ′′

α = TαT ′
α/2. A special case of Eq. (6.65), which cannot

be described by other means within quasiclassical theory, is a boundary
condition representing an insulator with spin-orbit coupling. It is found
by setting ǧ2 = 0, which gives

n̂ · ǧ1∇ǧ1 = T ′
α

[
ǧ1,σ̌||ǧ1σ̌||

]
(6.66)

For interfaces to a bulk superconductor (i.e. if the inverse proximity effect
is ignored), where the Green function is given by Eq. (3.65), Eq. (6.65)
simplifies to

n̂ · ǧ1∇ǧ1 =T
[
ǧ1 , ǧ2

]+T ′
α

[
ǧ1,σ̌||ǧ1σ̌||

]
+ i

√
T ′′

αT
[
ǧ1,σ̌||

{
ǧ1, ǧ2

}
σ̌||

]
. (6.67)

In Paper X, Eq. (6.67) is tested on a few applications and compared
to previous work. The density of states in a superconductor-ferromagnet
bilayer was considered, as shown in Fig. 6.17. The density of states at ε= 0
takes the form,

ν(r ,ε= 0) = 1− 1

2
| fs |2 + 1

2
| f|||2 + 1

2
| f⊥|2, (6.68)

using the parametrisation in Eq. (6.59). It is seen that the singlet anomal-
ousGreen function leads to a suppression of the density of states, as is to be
expected. The triplets, on the other hand, increase the zero-energy density
of states – they form a zero-energy peak. The triplet anomalous Green
functions are in this case decomposed into a component f||, which is par-
allel to the exchange field h, and a component f⊥, which is orthogonal to
it. The latter describes Cooper pairs with spins aligned with the exchange
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Figure 6.17: The first test case considered. A superconductor is connected
to a ferromagnet via a thin intermediary layer with strong spin-orbit coup-
ling. This layer is modelled as an interface, and described by Eq. (6.67).
The exchange field h in the ferromagnet is directed at an angle θ relative
to the interface.

0 0.25 0.5 0.75 1.0
/

5
4

3

2

1

0

1
2

(
)

×10 3

0.1

0.3

0.5

a)

0 0.25 0.5 0.75 1.0
/

0.00

0.05

0.10

0.15

0.20

0.25

0.30
b)

fs |f||| |f |

Figure 6.18: Numerical results for the SF bilayer. a) The change in the
maximum density of states at the energy ε= 0, for a selection of spin-orbit
coupling strength Tα = T ′

α, as indicated on the figure. An increase in δν is
seen when the exchange field canting angle θ is directed away from 0 and
π/2. b) The anomalous Green functions at Tα = T ′

α = 0.5. fs , f|| and f⊥
are the singlet, short ranged triplet and long ranged triplet components,
respectively.

field, and are therefore long ranged in the ferromagnet. Fig. 6.18a) shows
the change in the maximum density of states as the exchange field canting
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angle, θ, is varied for a selection of spin-orbit coupling strengths Tα = T ′
α,

δν= ν(Rmax,ε= 0,θ)−ν(Rmax,ε= 0,0),

where it is seen that δν is greatest when the exchange field canting angle θ

is in the vicinity of π/4. The size of the different anomalous Green func-
tions are shown in Fig. 6.18b), for Tα = T ′

α = 0.5. It is seen that the greatest
contribution to the modulation of δν stems from the long ranged triplet
component, f⊥, which is identical to zero at the points θ = 0,π/2, in qual-
itative agreement with previous theoretical studies [87].
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Figure 6.19: The second test case considered. A ferromagnetic Josephson
weak link is formed by connecting the superconductors to the ferromagnet
via interfaces with strong spin-orbit coupling.

A Josephson weak link was also considered, with the new boundary
conditions applied as shown in Fig. 6.19. In this case, the spin currents
carried by the long ranged triplets were studied. It was found that the spin
current, as determined from Eq. (6.25), is maximal when θ ' 45◦, and zero
when the exchange field is perpendicular or parallel to the interfaces, as
shown in Fig. 6.20a). Furthermore, from Fig. 6.20b) it is seen that the cur-
rent phase relation is approximately sinusoidal, indicating that the effect
stems from a spin polarisation of the charge current. Finally, Fig. 6.20c)
shows that the size of the spin currents increase with increasing Tα, which
is reasonable, but eventually saturates at Tα = 0.5. It is not known whether
this saturation is because the limits of validity for the size of Tα has been
reached.
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Figure 6.20: Numerical results for the SFS system. a) The spin current,
carrying spins aligned parallel to the exchange field as a function of cant-
ing angle θ. Is,0 = ν0DW /32 is the spin current amplitude, where W is
the width of the junction. Indicated on the figure is the strength of the
spin-orbit coupling Tα = T ′

α. b) The spin current as a function of phase
difference between the superconducting leads at Tα = T ′

α = 0.5, showing
a close-to sinusoidal current-phase relation. c) The strength of the spin
current as a function of the interfacial spin-orbit coupling Tα = T ′

α.
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Chapter 7

Outlook

In this thesis I have reviewed the quasiclassical approximation and its
application to nonequilibrium Green functions. I have introduced the
phenomenon of superconductivity and incorporated it into the theoretical
framework. I have presented the finite element method, which is a power-
ful numerical method capable of simulating superconducting systems
taking virtually any shape. Finally, I have studied superconducting hybrid
structures, both with and without spin-dependent fields, and highlighted
a selection of my research.

What is not captured in such an exposition is the learning process,
which has taken a significant portion ofmy time. Having arrived at the end
of my graduate studies, there still remains much I would like to explore.
Hence, I conclude this thesis by discussing future research directions.

Superconducting vortices is a topic I find fascinating, and would have
liked to investigate further. It would be interesting to study how vortices
interact with spin-dependent fields, for instance generated by proximity
to a ferromagnet. In that case, triplet superconducting correlations are
induced, which are also influenced by the magnetic field. If the spin of the
triplet correlations can be made spatially inhomogeneous, e.g., through
spin-orbit coupling, this could possibly give rise to half-quantum vor-
tices. Such vortices have been observed in Sr2RuO4 [190] and in superfluid
3He [191], and could occur by a similar mechanism also in superconduct-
ing hybrid structures.

The Meissner effect is another intriguing topic which has not received
much attention in this thesis. It is known that triplet superconducting
correlations can exhibit a paramagneticMeissner effect [77, 192, 193]. This
competition between the conventional diamagnetic and a paramagnetic
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response would be interesting to explore in a variety of superconducting
hybrid structures – not in the least in nonequilibrium systems.

Finally, I would like to highlight one additional avenue for future re-
search, namely time-dependent phenomena. The quasiclassical Green
function formalism can be used to describe dynamics in superconducting
systems, but this is a highly nontrivial numerical problem, which has only
been explored to a limited extent [194–197]. Incorporating time depend-
ence into the finite element frameworkwould providemany opportunities.
One example is the possibility of studying spin pumping, where interest-
ing effects have been observed in superconductor-ferromagnet structures
with spin-orbit coupling [89, 198].

The field of superconducting spintronics is a rich and rapidly evolving
landscape of fascinating physics, and superconducting hybrid structures
provide accessible means of exploration. One can only wonder what vistas
will be discovered in the future.
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General solution of 2D and 3D 
superconducting quasiclassical 
systems: coalescing vortices and 
nanoisland geometries
Morten Amundsen & Jacob Linder

An extension of quasiclassical Keldysh-Usadel theory to higher spatial dimensions than one is crucial 
in order to describe physical phenomena like charge/spin Hall effects and topological excitations like 
vortices and skyrmions, none of which are captured in one-dimensional models. We here present a 
numerical finite element method which solves the non-linearized 2D and 3D quasiclassical Usadel 
equation relevant for the diffusive regime. We show the application of this on three model systems 
with non-trivial geometries: (i) a bottlenecked Josephson junction with external flux, (ii) a nanodisk 
ferromagnet deposited on top of a superconductor and (iii) superconducting islands in contact with 
a ferromagnet. In case (i), we demonstrate that one may control externally not only the geometrical 
array in which superconducting vortices arrange themselves, but also to cause coalescence and tune 
the number of vortices. In case (iii), we show that the supercurrent path can be tailored by incorporating 
magnetic elements in planar Josephson junctions which also lead to a strong modulation of the 
density of states. The finite element method presented herein paves the way for gaining insight in 
physical phenomena which have remained largely unexplored due to the complexity of solving the full 
quasiclassical equations in higher dimensions.

Nonlinear differential equations (NLDEs) play a pivotal role in virtually all areas of physics. They are used to 
describe completely disparate phenomena ranging from the behavior of ocean waves to the elasticity of materi-
als. Thus, techniques to solve such equations are of general interest as they provide a way to obtain insight in a 
number of different physical systems. NLDEs are known for being notoriously difficult to solve and, more often 
than not, a set of NLDEs describing a particular physical scenario has to be addressed as a distinct problem since 
general techniques to solve such equations are scarce.

In quantum condensed matter physics, mesoscopic systems both in and out of equilibrium represent a very 
important arena where NLDEs are prevalent. A powerful tool used to describe such systems is the quasiclassical 
Keldysh theory, which has been reviewed in several works1–7. The theory is based on a Green function method 
which thus has a natural way of including disorder and other types of self-energies in the system. The quasiclassi-
cal Keldysh theory is capable of treating both ballistic systems and “dirty” systems. In the latter case, quasiparticles 
are elastically scattered within the mean free path lmfp causing the resulting motion to be diffusive. In essence, the 
quasiclassical theory is a perturbation expansion valid when all energy scales in the problem are much smaller 
than the Fermi energy EF. Conversely, all length scales in the system should be much larger than the Fermi wave-
length. This situation is realized in a number of mesoscopic systems, including normal metals, superconductors 
and weakly polarized ferromagnets. Strongly polarized ferromagnets, where the exchange energy splitting h of 
the majority and minority spin bands is comparable in size to the Fermi energy EF, appear to be at odds with the 
applicability of quasiclassical theory. However, there also exists a way in which such systems can be described in 
this framework. When the splitting h is sufficiently large, the two spin-bands may be treated separately so that h 
does not enter the problem at all and one is left with two decoupled spin species8. Such an approach is also suitable 
to address extreme cases such as half-metals using quasiclassical theory, as done recently in refs 9,10.

The equation of motion for the central object in quasiclassical Keldysh theory, the Green function ̌g , is a NLDE 
(known as the Eilenberger11 equation for arbitrary impurity scattering and the Usadel12 equation in the diffusive 
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limit) and must be supplemented by appropriate boundary conditions. Focusing on the diffusive limit, as it is 
often the experimentally relevant one, a variety of options are available depending on the physical situation at 
hand. In the simplest case of perfectly transparent interfaces, the Green function is taken as continuous across the 
interface. This is clearly an idealized scenario and the more realistic Kupriyanov-Lukichev13 boundary conditions 
describe an interface in the tunneling limit where there exists a substantial interface resistance. Boundary condi-
tions for an arbitrary interface transparency were developed in ref. 14. When the interface has magnetic proper-
ties, either because of an intrinsically thin magnetic layer inserted between e.g. two metals or superconductors or 
if one of the regions separated by the interface is magnetic on its own, one must use spin-dependent boundary 
conditions. Pioneered in refs 15,16, these were brought to a more tractable form by Cottet and co-workers in the 
diffusive limit17. However, up until recently there existed a knowledge gap in terms of how to describe strongly 
polarized magnetic interfaces in quasiclassical theory. Eschrig et al. solved this problem in ref. 9.

It is clear that the development of a numerical routine that is able to solve the quasiclassical Keldysh equations 
in higher dimensions than 1D will be of great value in terms of studying a vast number of physical phenomena, 
including various types of Hall effects, spin swapping, and topological excitations such as magnetic skyrmions 
and vortices. None of these phenomena can be captured in an effective 1D model. Furthermore, the ability to 
handle complex higher dimensional geometries numerically allows for the modeling of systems which are more 
closely related to experiments. For instance, superconducting nanoisland systems and vortices in mesoscopic 
structures have received much attention experimentally18–22. These systems require not only solution in 2D or 
3D, but also the description of non-trivial geometries within the numerical framework. Such solutions have been 
investigated using the Ginzburg-Landau formalism in the context of flux patterns and vortex states in super-
conductors23–25. The ability to aid experiments with numerical routines that are both geometry and dimension 
independent would be highly beneficial to their study. Nevertheless, explicit solutions of the full quasiclassical 
equations in two dimensions have rarely been reported26,27. In the linearized regime, corresponding to a weak 
proximity effect, several works have considered the 2D solution of the Usadel equation28–32. Motivated by this, we 
report as the main result of this paper the description of a finite element method that we have developed which 
is capable describing mesoscopic systems in 2D and 3D using quasiclassical theory without any linearization. 
As far as the authors are aware, this is the first work to solve the Usadel equations in 3D. After going through 
the details of this method, we show its application to three model systems. One of our main findings is that in 
a 2D Josephson junction exposed to a magnetic flux, it is possible to control not only the geometrical array in 
which superconducting vortices arrange themselves, but it is also possible to cause coalescence and thus tune the 
number of vortices. In addition, we show that the supercurrent flow through planar junction geometries can be 
tailored by the magnetization pattern and strength and also spatially modulates the proximity-induced density 
of states, which can be probed by STM-measurements. We organize our presentation as follows. First, we intro-
duce the system of coupled NLDEs that define the central equations in quasiclassical theory. The finite element 
method solving these equations in 2D and 3D is described in detail in the next section. We proceed to show the 
application of this method to three different hybrid structures where a superconducting material is coupled to a 
normal metal with external flux, and to a ferromagnet respectively. Finally, we provide a discussion of our results 
and concluding remarks.

Theory
In this section, we write down the quasiclassical equation of motion for ̌g  in the diffusive limit and its belonging 
boundary conditions. The task at hand is then to solve this numerically in 2D and 3D, and we demonstrate how 
this can be accomplished using a finite element method in the next section.

̌g  is an 8 ×  8 matrix satisfying =̌ ̌g 12  with the following structure:

=











̌

ˆ ˆ
ˆ ˆ

g
g g

g0
,

(1)

R K

A

where ĝ R A K, ,  are the retarded, advanced, and Keldysh 4 ×  4 Green function matrices. The relation 
= − ρ ρˆ ˆ ˆ ˆ †g g( )A R

3 3  holds both in and out of equilibrium where ρ = − −ˆ diag(1, 1, 1, 1)3 . The relation 
= − βεˆ ˆ ˆg g g( ) tanh( /2)K R A  holds in equilibrium, so that in this scenario one only needs to determine ĝ R in order 

to completely specify ĝ . The structure of the retarded Green function looks as follows:

=
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where = εg g ( ) and = εf f ( ) denote the 2 ×  2 normal and anomalous Green function matrices in spin space, 
respectively. The …∼  operation means complex conjugation and reversal of the energy argument ε  →  (− ε ).

The Usadel equation reads:

∇ ∇ + ερ + Σ =ˆ ˆ ˆ ˆ ˆD g g g( ) i[ , ] 0 (3)3

where D is the diffusion coefficient, ρ = ρ ρˆ ˆ ˆdiag( , )3 3 3 , while Σ̂ is a matrix describing the self-energies of the prob-
lem. In general, it can be a functional of the Green function matrix itself, i.e. Σ = Σˆ ˆ ĝ( ). In the specific case of a 
ferromagnetic material, one has
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Σ = = ⋅ σ σ 

ˆ ˆ ˆ ˆ ̲ ̲⁎M M M hdiag( , ), diag( , ) (4)

where 


h describes the magnitude and direction of the magnetic exchange field while  σ = σ σ σ ̲ ̲ ̲ ̲( , , )x y z  is the vec-
tor of Pauli matrices. In the presence of gauge fields, such as a U(1) magnetic vector potential 

��
A describing an 

external magnetic field one has to replace the gradient operator with its covariant equivalent:

∇ → ∇ − ρ
��

ˆ ˆq A gi [ , ] (5)3

where q is the charge of the fermion field. A similar substitution is also made if one wishes to include an SU(2) 
gauge field 

→
 that describes antisymmetric spin-orbit coupling of Rashba or Dresselhaus type. In this work, we 

will use the standard Kupriyanov-Lukichev13 boundary conditions as a realistic description of the interface 
regions. While originally derived for the tunneling regime, these boundary conditions have been shown to give 
good results also for moderately to highly transparent interfaces33, which are considered herein. For an interface 
separating a material 1 on the left side from a material 2 on the right side, they read:

ζ ⋅ ∇ = =  .
̌ ̌ ̌ ̌L g n g g g j2 [ , ], {1, 2} (6)j j j j 1 2

Here, ζ j =  RB/Rj describes the ratio between the interface resistance and the bulk resistance of region j while Lj is 
the length of region j. Here, n is the unit vector normal to the interface pointing from region 1 to 2. At interfaces 
to air, no current is allowed to flow and the boundary condition is

⋅ ∇ =
 ̌n g 0 (7)

where n again represents the unit vector normal to the air interface. Equations (3), (6), and (7) define a system of 
coupled differential equations with belonging boundary conditions and the task is to find the solution ̌g . For 
concreteness, we restrict our attention to an equilibrium scenario where only the retarded Green function matrix 
ĝ R must be found. Even with this restriction, the equations are capable of describing a variety of different meso-
scopic systems. The equation system for ĝ R is identical to the one for ̌g , as can be verified by direct insertion of 
Eq. (1) in the place of ĝ , by replacing all …̌ matrices with their …̂ equivalents. Before proceeding to a description 
of the finite element method we have used to solve this equation set in 2D and 3D, it is useful to introduce a Ricatti 
parametrization34 of ≡ˆ ˆg gR . This parametrization, first applied in ref. 35 in the context of the Usadel equation, 
simplifies the numerical implementation of the equations by exploiting the symmetries and normalization of ̌g . 
One introduces two matrices in spin-space, γ and γ



, which define ĝ  as follows:

=






+ γγ γ

− γ − + γγ






= − γγ = − γγ .− −

∼

∼
∼

∼
∼

∼
∼

∼ĝ
(1 ) 2

2 (1 )
, (1 ) , (1 )

(8)

1 1 

 
 

This parametrization satisfies both the proper symmetry relations between the elements of ĝ  as well as the nor-
malization condition =ˆ ˆg 12 .

Equations (3), (6), and (7) comprise a set of second-order coupled partial nonlinear differential equations 
which, when solved, determine the Green function ̌g  of the system. Various physical quantities of interest may 
then be computed, such as the charge current density 

��
JQ and the density of states (DOS), given as:

∫= ε ρ ∇
−∞

∞��
ˆ ̌ ̌J N eD d g g

4
Tr{ ( ) } (9)Q

0
3

K

= + γγ


DOS 1
2

Tr{ (1 )} (10)

Another physical quantity that may be computed is the pair correlation function, Ψ , indicating the degree to 
which superconducting correlations exist in the system. It is given as:

∫Ψ = ε −
−∞

∞
ˆ ˆd g g1

8
[ (1, 4) (2, 3)] (11)

K K

where ĝ i j( , )K  refers to the element in column i and row j of the Keldysh Green function matrix.
A general analytical solution of equations (3), (6), and (7) is impossible. Some progress can be made by lin-

earizing the equations, as is often done when considering a superconducting proximity effect. However, this 
approximation limits the validity of the obtained results and may cause the loss of novel physical phenomena that 
are only captured when the full equations are used. To do so, one must use a numerical approach. So far, only a 
handful of works have managed to solve the 2D Usadel equation numerically. This has been done in the full prox-
imity effect regime for a superconductor/normal metal/superconductor junction in refs 26,27. To the best of our 
knowledge, no work has ever reported a solution of the Usadel equations in 3D.

Implementation of the finite element method.  We here present a way to solve the quasiclassical equa-
tions in 2D and 3D using a finite element method. Its detailed description follows below. After its presentation, we 
show its application to 2D and 3D model systems by solving the equations without any approximations.

Inserting 8 into equation 3 results in the following:
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where δ  models the effect of inelastic quasiparticle scattering (the so-called Dynes parameter36). We set δ /Δ =  10−3 
in this paper where Δ is the bulk superconducting gap. In Eq. (12), it is also possible to include self-energies cor-
responding to spin-flip and spin-orbit scattering on impurities which act pair-breaking on superconducting cor-
relations. This typically amounts to a reduction of the magnitude of the superconducting proximity effect and we 
omit these terms in the present work. We also note that the effect of Rashba and Dresselhaus spin-orbit interac-
tions were derived in Ricatti-parametrized form very recently37,38. As γ and γ



 are 2 ×  2 matrices, thus containing 
4 elements each, it is clear that the solution of equation 12 involves solving a system of 8 coupled NLDEs. For 
brevity, we introduce the notation 

χ = γ γ γ γ γ γ γ γ
   ( ) (13)T

11 12 21 22 11 12 21 22

where γ ij and γ
ij are elements of γ and γ



 respectively. Equation 12 may then be written as

∇ χ + γ γ ∇γ ∇γ =α α
 ̲ ̲ ̲ ̲F ( , , , ) 0 (14)2 ( ) ( )

where α  is an element of equation 13 and F (α) is a function that performs the matrix multiplications of equation 12 
and extracts the appropriate element. Similarly, the boundary conditions become in the Riccati parametrization:

ζ
⋅ ∇γ = − γ γ γ − γ + ⋅ γ
� ∓ � ��

�̲ ̲ ̲ ̲ ̲ ̲n
L

N in A1 (1 ) ( ) 2
(15)i

i i
i j j i j i

where the negative sign should be used for a boundary where region j is to the right of region i, and the positive 
sign for a boundary where region j is to the left of region i. A similar expression is found for ⋅ ∇γ�

�n
i
 by applying 

the …∼  operation to equation 15. These are Neumann boundary conditions of the type

⋅ ∇χ = γ γα α�
�n B ( , ) (16)( ) ( )

where B(α) works in a similar manner as F (α).
By multiplying equation 14 by a test function η r( ) and integrating over the domain Ω in which the equations 

are defined, one gets what is called the weak formulation of the NLDEs (not to be confused with the weak prox-
imity effect approximation):

∫ ∫ ∫η η− ∇χ ⋅ ∇ + γ γ ∇γ ∇γ + ν ⋅ ∇χ η =
Ω

α

Ω

α

∂Ω

α�� �
� �̲ ̲ ̲ ̲dr dr F dS( , , , ) 0 (17)

( ) ( ) ( )

where the divergence theorem has been used and ∂ Ω is the boundary of Ω. The unit vector ν is an outward point-
ing surface normal, and is either parallel or antiparallel with the normal vector n as defined in the 
Kupriyanov-Lukichev boundary conditions. It may thus be expressed as ν = ν ⋅ 

 n n( ) .
It is assumed that the domain Ω can be discretized into a mesh of Nel elements, i.e., Nel subdomains Ωn, so that 

equation 17 becomes

∫ ∫∑ −∇χ ⋅ ∇η + γ γ ∇γ ∇γ η + ν ⋅ ⋅ ∇χ η =α α α

= Ω ∂Ω

�� �� ��
� �̲ ̲ ̲ ̲dr F n dSn[ ( , , , ) ] ( ) 0

(18)n

N

1

( ) ( ) ( )el

n

So far, no approximations have been made, and provided it is continuous in Ωn, the exact solution of equa-
tion 18 exists in the infinite space of polynomials P(Ωn). To progress further, we will use the Galerkin method, a 
common finite element formulation technique treated in most books on the subject, e.g39. The method consists 
of restricting the space in which solutions are sought, from P(Ωn) to a finite dimensional space of polynomials 
PN(Ωn) consisting of all polynomials of degree N or lower. Normally, N is equal to 1 or 2.

On each element there are defined Nn nodes, containing the degrees of freedom of the system - in this case the 
solution of the Usadel equation at the location of the node - and it is possible to define Nn polynomials, φ r( )j , that 
interpolate between them. These interpolation functions span the space of PN(Ωn) and are used as a basis for the 
approximate solution of equation 18:

∑χ ≈ = φα α

=

αX X
(19)j

N

j j
( ) ( )

1

( )n

where αXj
( ) are the expansion coefficients for the approximate solution of equation α . Furthermore, the test func-

tion η  is selected as
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∑η = φ
= (20)j

N

j
1

n

We now consider the boundary term. Having meshed the domain Ω, it is obvious that some of the element 
domains Ωn intersect with the boundary ∂ Ω. In fact, the boundary is the union of all these intersections. It follows 
that the nodes associated with these intersections also lie on the boundary, and so there are defined interpolation 
functions also here. With the dimensionality of ∂ Ω being one less than Ω, the surface interpolation functions φj

S, 
which are zero everywhere but on the boundary, are found by evaluating the element interpolation functions at 
the surface, i.e., φ = φ r( )j

S
j

S  where r S is a surface coordinate.
With the approximation given in 19, equation 18 is in general not satisfied, so that for every element the right 

hand side becomes equal to a residual, αRj
( ):

∫ ∫ν= −∇ ⋅ ∇φ + γ γ ∇γ ∇γ φ + ⋅ γ γ φα

Ω

α α

∂Ω

α�� ��
� � �̲ ̲ ̲ ̲ ̲ ̲R dr X F n dSB[ ( , , , ) ] ( ) ( , )

(21)j j j j
S( ) ( ) ( ) ( )

n

Equation 21 is to be solved for αXj
( ) so that =αR 0j

( ) , however due to the nonlinearities introduced by F (α) and 
B(α) this needs to be done iteratively by Newton-Raphson iterations:

= −α
+

α αβ − βX X J R( ) ( ) [ ] ( ) (22)i k i k ij j k
( )

1
( ) ( ) 1 ( )

with Jij the Jacobian matrix in the 8 dimensional parameter space, given as

∫ ∫δ=
∂

∂
=








− ∇φ ⋅ ∇φ +

∂

∂
φ φ







+ ν ⋅

∂

∂
φ φαβ

β

α Ω
αβ

β

α ∂Ω

β

α
�� ��J

R

X
dr F

X
n dS B

X
( )

(23)
ij

j

i
i j

i
i j

i
i
S

j
S( )

( )

( )

( )

( )

( )

( )
n

Finally, 22 needs to be assembled into a global system of equations by summing over all elements, taking 
element connectivity into account. This involves restructuring and expanding the element matrices into a global 
system matrix:

X X J R= −+
− (24)k k k1

1

where  is an 8M ×  8M matrix, and M is the number of nodes in the system. The integrals over the element 
domains are performed by changing coordinates to a reference element, and integrating numerically by means of 
a Gauss quadrature. This puts restrictions on how distorted a mesh can be, as the Jacobian for the coordinate 
transformation has to exist. In general, a structured mesh where the deviation from the geometry of the reference 
element is small will often give higher accuracy and reduce the computation time as the sparsity of the assembled 
matrices is increased.

Results
Application: 2D and 3D superconductor/ferromagnet junctions.  The main advantage of the finite 
element method over the finite difference method, a method commonly used to solve partial differential equa-
tions numerically, is that it is formulated entirely without specifying element type, interpolation functions, spatial 
dimension or the geometry. This gives it the flexibility to solve PDEs on geometries which would be challenging 
to solve with the finite difference method. Here, we have used second order Lagrange polynomials as interpola-
tion functions with quadrilateral (QUAD9) and hexagonal (HEX27) elements in 2D and 3D respectively. We 
illustrate this in the following. For the numerical implementation, we use the finite element library libMesh40 and 
its integration with the PETSc library of numerical equation solvers41,42. In the following, the superconducting 
regions will be treated as reservoirs such that the bulk expression for the Green function =̌ ̌g gBCS will be used. 
The superconductors thus effectively enter the problem as boundary conditions.

2D Josephson junction with external magnetic flux.  It is well known that for a Josephson junction where an 
external flux is applied to the intermediate region, the supercurrent exhibits a Fraunhofer interference pattern. 
In refs 26,27 a 2D superconductor/normal/superconductor Josephson junction was studied in the presence of an 
external magnetic flux. The authors revealed that the Fraunhofer interference pattern would qualitatively change 
its dependence on the external flux depending on the width of the junction W relative to its length L. When 
W ≫  L a conventional Fraunhofer pattern was found, when W ≪  L the supercurrent was monotonically decay-
ing. Moreover, it was shown that the Fraunhofer interference pattern was accompanied by a regular array of 
proximity-induced vortices in the transversal direction of the normal metal region. The vortices are not present 
in the narrow width limit. Experimental verification of the appearance of proximity-induced vortices was recently 
reported in ref. 43 which considers Josephson junctions generated by a network of superconducting nanocrystals.

Here, we explore how the vortices disappear from the system as the width is reduced and the system transi-
tions to a vortex-less state. We also determine how a change in the phase difference between the superconducting 
leads affect the vortices, and will show that this does not always correspond to a shift of the vortex array along the 
transverse direction. To illustrate the ease with which the finite element method handles non-trivial geometries, 
we consider a Josephson junction with a bottleneck in the normal metal region, as shown in Fig. 1. We assume 
that the currents in the system are small, so that the magnetic field remains unaffected. As will be shown, it turns 
out to be possible to tune the geometry of the array along which the superconducting vortices align, swapping 
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from a vertical necklace to a horizontal row of vortices and vice versa. Moreover, we demonstrate that changing 
superconducting phase difference, tunable e.g. via a current-bias, causes vortices to merge. This offers an interest-
ing route to exerting external control over topological excitations in superconducting hybrid structures.

Figure 2 shows the results for varying widths of the normal metal with an applied external flux of Φ  =  4Φ 0, 
where Φ = e

h0
2  is the flux quantum. The flux is specified with respect to a rectangular cross section W ×  L. The 

resistance ratio in the Kupriyanov-Lukichev boundary conditions is ζ =  3 in both interfaces with the supercon-
ductors, and the temperature is kBT =  0.001Δ. All lengths are in units of the superconducting coherence length ξ.

It is seen that with no bottleneck, and with W ≫  L, a linear array of vortices along the y-axis is found. This is 
shown in Fig. 2a and is in agreement with refs 26,27. The number of vortices is simply equal to the number of flux 
quanta in the system. Furthermore, the fact that the vortices align themselves in an array implies that they repel, 
a feature they share with the Abrikosov vortices found in type II superconductors. Decreasing the width, pushes 
the vortices closer together which is energetically less favorable. With no phase difference between the supercon-
ducting leads, the phase correlation function is symmetric about both the x- and y-axis. This means that when 
the system becomes too narrow to sustain four vortices, two vortices must simultaneously translate vertically out 
of the system in a way which maintains this symmetry, as seen in Fig. 2b. The two remaining vortices are seen to 
be forced closer together until they eventually meet at the origin, from which it may be inferred that for the given 
flux and geometry, the presence of two vortices is energetically favorable regardless of their separation. In particu-
lar, it is observed that within numerical precision, the vortices are found to completely overlap in Fig. 2c, resulting 
in a single vortex. The winding of the phase of the pair correlation function along a contour around this vortex 
is found to be 4π , implying a topological charge of 2, see inset of Fig. 2c. As the bottleneck is introduced, and the 
width further decreased, the vortices split symmetrically along the x-axis, as shown in Fig. 2d,e. This behavior 
may also be explained by the symmetry of the system, which restrains the positions of the two vortices to be sym-
metric about the origin, on either the x-axis or the y-axis. As the vortices evidently feel a stronger repulsion from 
the edges than from each other, they are pushed together. However once they meet at the origin, they are free 
to separate along the x-axis and thus reduce the energy in the system. By continuing to decrease the bottleneck 
width, Wb, a point where even two vortices may not be sustained is eventually reached. The boundary conditions 
that constitute the superconducting leads enforce a constant pair correlation, and so it becomes increasingly diffi-
cult to maintain the curvature necessary for the vortices to exist as one approaches the superconductors. In other 
words, the vortices may not in a continuous fashion exit the system along the x-axis. Instead, the vortices are seen 
to return to the y-axis, and be expelled vertically.

While the vortices separate along the x-axis for decreasing bottleneck width, the length of the narrowing 
area is large enough to contain them, and so the system behaves as if the width is uniformly decreased. It has 
been verified that by reducing the horizontal extent of the bottleneck, it is possible to create a situation where the 
vortices are pushed to the wide regions of the junction, at which point they become virtually independent of the 
bottleneck width Wb.

We also show the results for varying phase difference between the superconductors, for a geometry with 
Wb =  0.6W, shown in Fig. 3. We find that not only are the positions of the vortices changed by varying the phase 
difference φ , but also the number of vortices is altered. Figure 3a–c show the absolute value of the pair correlation 
function. With no phase difference, two vortices are located symmetrically along the x-axis. As φ  increases from 
0, the two vortices coalesce at the origin. Further increase translates one of the vortices in the negative y-direction, 
until only a single vortex remains. We have confirmed that the spatial rearrangement of the vortex pattern and 
the merging of vortices also takes place even without the bottleneck geometry, i.e. for a rectangular N region. 
The dependence of the vortex positions on the phase difference may be explained by the magnetic field, which in 
the small current approximation, permeates the normal metal unhindered. The current generated by the phase 
difference is altered by the field which in turn influences which locations that are energetically favorable for the 
vortices.

Figure 1.  The geometry considered. To the left is shown a general outline of the Josephson junction, and to the 
right a typical mesh used in the numerical analysis.
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The current density for each of the cases considered are shown in Fig. 3d–f. Close to a vortex, where pair corre-
lation is low, currents are induced by the magnetic field and circulate counter-clockwise. Due to the omnipresent 
magnetic field, screening currents circulating clockwise are generated which dominate when pair correlation is 
high. As the pair correlation function is weakened upon approaching the vortex core, one observes an abrupt 
change in the current density pattern at a certain distance from the vortex.

The phase of the pair correlation function is given as θ = Ψ ΨI Rarctan( / ). By integrating ∇ θ  along a contour 
going around a point where the pair correlation function vanishes, a value of 2π  is found. This can be seen directly 
from the phase plots in Fig. 3g–i, as any curve around a zero of the pair correlation function has to traverse two 
discontinuous jumps of value π . In other words, these points have a topological charge of one, showing that they 
are indeed vortices. With the approximation of weak currents we do not however find flux quantization, as this 
requires a self consistent calculation of the magnetic field.

3D ferromagnetic nanoisland.  We also demonstrate how the finite element method is capable of dealing with 
fully three-dimensional structures with non-rectangular geometry by considering a superconductor/ferromagnet 
bilayer as depicted in Fig. 4. The ferromagnet is cylindrical with a radius of R =  2ξ  and a height of Lz =  0.4R, and 
is placed atop an assumed infinite superconductor. Such a geometry is inspired by ref. 44 which experimentally 
explores the appearance of magnetic field induced superconductivity in a lattice of ferromagnetic islands placed 
on top of a superconductor. While the experimental setup is far too sophisticated for their results to be recreated 
by the example considered herein, it does demonstrate the relevance of the model.

We use Kupriyanov-Lukichev boundary conditions with a resistance ratio of ζ  =  3. We compute the density 
of states (DOS) for this structure with an exchange field h equal to 0.3Δ, 0.5Δ and 0.7Δ in the vertical direction, 
as shown in Fig. 5a. The results are identical with the one-dimensional solution to the S/F bilayer, displaying an 
enhanced DOS at the Fermi level (ε  =  0) and a spin-split minigap structure45–51. The spatial distribution of the 
DOS is nearly constant for this particular parameter set choice in F as illustrated by Fig. 5b, thus proving the 
correctness of the method.

3D ferromagnet with superconducting islands.  To illustrate the 3D capabilities of the method developed on a 
system which cannot be described by an effective 1D model, we consider two variations of a system where two 
superconducting islands are placed on a ferromagnet with dimensions Lx ×  Ly ×  Lz =  10ξ  ×  7ξ  ×  ξ , as shown 
in Fig. 6. To avoid self-consistency iterations, the islands are approximated by bulk BCS superconductors, and 
are included as Kupriyanov-Lukichev boundary conditions with a resistance ratio of ζ  =  1.5. The dimensions 
of the islands are 2.5ξ  ×  2.5ξ . The motivation for these analyses is to study the current flow between the 
superconducting islands and the spatial modulation of the density of states due the proximity effect in the 
presence of a supercurrent. To this end, the islands are given a phase difference of φ = π

2
. The configurations 

considered are:

Figure 2.  The absolute value of the pair correlation function for different values of the width W and 
bottleneck width Wb. The length is L =  2ξ . The inset of (c) shows the phase of the pair correlation function.
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(A)	�The superconducting islands are placed on the same side of the ferromagnet with a separation of 2.5ξ , as 
shown if Fig. 6a. The ferromagnet has a constant magnetization of h =  5Δ in the vertical direction.

(B)	� One of the superconducting islands is moved to the opposite side of the ferromagnet, shown in Fig. 6b. The 
magnetization is pointing in the vertical direction, with a spatial distribution shown in Fig. 6c.

Figure 3.  Results based on the solution of the Usadel equation for varying phase difference between the 
superconductors, with L = W = 2ξ, Wb = 0.6W and Φ = 4Φ0. (a–c) The absolute value of the pair correlation 
function, (d–f) the current density, (g–i) the phase of the pair correlation function.

Figure 4.  To the left is shown the 3D geometry considered. The superconductor is assumed to have an infinite 
extent and is included only as a boundary condition. The mesh used when solving the Usadel equation in the 
ferromagnet is shown to the right. The radius is R =  2ξ , and the thickness is Lz =  0.4R.



www.nature.com/scientificreports/

9Scientific Reports | 6:22765 | DOI: 10.1038/srep22765

Configuration A may be realized experimentally by growing the ferromagnetic film on a substrate and placing 
superconducting electrodes on top of it. Configuration B may be created by placing the lower superconducting 
electrode on the substrate and subsequently grow a normal metal film on top of it (a similar type of geometry was 
considered in the context of Fraunhofer patterns in ref. 52). The upper superconducting electrode is then placed 
atop the film. The spatial distribution of the magnetization used in Configuration B can be generated by placing 
a strong ferromagnet on top of the normal film. This will magnetize the film across the thickness, creating a cross 
section approximately equal to the ferromagnet within which the magnetization is constant. The ability of the 
ferromagnet to induce magnetization within the normal film abates quickly as the distance from it increases, thus 
generating the distribution shown in Fig. 6c.

Figure 5.  (a) Density of states for the 3D ferromagnet structure for various strengths of the vertical exchange 
field, (b) spatial distribution of the density of states for energy ε  =  0.5Δ and exchange field h =  0.5Δ.

Figure 6.  The geometries and magnetization considered. Marked in red are superconducting islands placed 
on a ferromagnet. The dimensions of the ferromagnet is Lx ×  Ly ×  Lz =  10ξ  ×  7ξ  ×  ξ . In subfigure (b) the 
ferromagnet has been made transparent for visualization purposes. (a) Configuration A, (b) Configuration B, 
(c) The spatial distribution of the magnetization, where r is a horizontal radius measured from the center of the 
ferromagnet.
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The results from both configurations are given in Fig. 7. For Configuration A it is seen that the current is 
largely confined to the region between the islands, passing from one to the other, shown in Fig. 7a,g. Due to the 
magnetization being uniform, the supercurrent travels along a path that minimizes the distance, and thus has no 
component pointing along the transversal direction (the y-axis of Fig. 7). However, as the current enters and exits 
the ferromagnet vertically, it is seen to arc into the thickness of the film, as seen in Fig. 7c,e.

Configuration B has a magnetization of = ∆
h r( ) 15  within a horizontal radius r  of one superconducting 

coherence length ξ  from the center of the ferromagnet. This has a significant effect on the supercurrent. The 
supercurrent flows vertically into the system from the lower superconductor, as seen in Fig. 7d. However, rather 

Figure 7.  The supercurrent present in both Configuration A and Configuration B. All currents are scaled by 
= ∆J N eD

0 8
0  and all lengths by ξ .
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than flowing directly to the upper superconductor, as would have been the case for a homogeneous magnetiza-
tion, the current is seen to avoid the area of highest magnetization by following a semicircular path, shown in 
Fig. 7b,d,h. The exchange field has a detrimental effect on the superconducting correlations as it breaks up the 
Cooper pairs. For this reason it is natural that the path selected by the supercurrent eventually transitions from 
the shortest route, to a path where the central area is avoided as h increases. In this sense, the exchange field is 
seen to influence the supercurrent in a way which is analogous to the way a resistance influences a normal cur-
rent. It is interesting that this transition has occurred already for h =  15Δ, which is to be considered a somewhat 
weak magnetization, and may provide means for customizing the supercurrent path.

In Fig. 8 we show the density of states (DOS) along two different lines on the surface of the ferromagnet in 
Configuration B, thus simulating the measurement of ∝ DOSI

V
d
d

 by scanning tunneling microscopy. The DOS is 
seen to feature a strong spatial modulation. Along the x-axis, as seen in Fig. 8a, the probed line passes directly 
underneath the upper superconductor. Here the characteristic peaks associated with the superconducting DOS 
are observed at ε  =  ± Δ. Similar peaks are also created on the surface above the lower superconductor. 
Furthermore, a slight suppression of the DOS is found in the same regions, at the level of ε = ± h r( ), which is 
typical for superconductor/ferromagnet hybrid structures49. The second line is placed opposite the lower super-
conductor, in the y-direction as shown in Fig. 8b. Also here, the characteristic peaks and split gap is found. The 
proximity effect is seen to decay as one moves away from the position of the superconductor, so that the DOS 
approaches that of a normal metal, which is reasonable.

Conclusion
We have demonstrated how the full, spin dependent, Usadel equation may be solved by the finite element method. 
The method excels in solving differential equations for non-trivial geometries and may find use in solving a wide 
range of problems which have not been manageable with other methods. A natural development of the finite 
element method presented herein would be to incorporate the kinetic equations coming from the Keldysh part of 
the quasiclassical equations in non-equilibrium situations. The methodology may also be generalized to handle 
time dependent problems such as domain wall motion. Work is currently ongoing on these subjects which may 
find interesting applications in the field of superconducting spintronics53,54.

Figure 8.  The density of states along two different lines on the surface of the ferromagnet. 
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Microwave control of the 
superconducting proximity effect 
and minigap in magnetic and 
normal metals
Jacob Linder, Morten Amundsen & Jabir Ali Ouassou

We demonstrate theoretically that microwave radiation applied to superconducting proximity 
structures controls the minigap and other spectral features in the density of states of normal and 
magnetic metals, respectively. Considering both a bilayer and Josephson junction geometry, we 
show that microwaves with frequency ω qualitatively alters the spectral properties of the system: 
inducing a series of resonances, controlling the minigap size Emg, and even replacing the minigap with 
a strong peak of quasiparticle accumulation at zero energy when ω = Emg. The interaction between 
light and Cooper pairs may thus open a route to active control of quantum coherent phenomena in 
superconducting proximity structures.

Combining materials with different properties is a certain way to generate exciting physics at their interface. 
Superconducting hybrid structures are particularly interesting in this regard due to the coherent quantum correla-
tions that give rise to dissipationless transport of both charge and, when combined with magnetic materials, spin. 
There is currently much interest in discovering ways to exert well-defined control the properties of such prox-
imity structures, including the electronic density of states, the critical temperature at which superconductivity  
arises, and the appearance of supercurrents1–3.

The influence of microwave radiation on superconductors has been studied in several works, and includes 
investigations of its effect on the critical superconducting current4, the dissipative conductivity5, the current-phase 
relation in Josephson junctions6,7, the non-equilibrium distribution of quasiparticles8, the photoelectric effect9, 
microwave-assisted supercurrents10, and the temperature for the onset of superconductivity11,12. The appearance 
of coherent excited states and the depairing effect of microwave radiation on dirty superconductors was very 
recently theoretically considered in ref. 13.

However, what remains virtually unexplored is how microwave radiation alters the superconducting proxim-
ity effect, which is the existence of superconducting correlations in an otherwise non-superconducting material 
when placed in contact with a superconductor, made possible due to electron tunneling between the layers. A 
concrete manifestation is the strong modification of the density of states, in both normal and magnetic metals 
proximity-coupled to a superconductor. The reason for why this is of importance is that proximity structures 
play a key part in creating non-conventional types of coherent electron pairing that are not present in ordi-
nary superconductors. This includes both spin-polarized triplet superconductivity14 and odd-frequency super-
conducting order15, which recently have been experimentally demonstrated to provide diametrically opposite 
Meissner response16 and low-energy spectral properties17,18 compared to Bardeen-Cooper-Schrieffer theory19. 
From another perspective, the opportunity to manipulate low-energy excitations in superconducting proximity 
structures has clear practical implications for cryogenic technology since it controls the availability of spin- and 
charge-carriers. In fact, quasiparticles in superconductors can become nearly chargeless spin-1/2 carriers, leading 
to effects such as20–24 strongly enhanced spin lifetimes and spin relaxation lengths when compared to injection of 
spin-polarized currents into normal metals, especially when using Zeeman split superconductors (a thin super-
conducting film in the presence of an in-plane magnetic field)25. This, in turn, allows one to envision various 
types of devices such as highly sensitive magneto- and thermometers as well as superconducting magnetoresistive 
elements.
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In this work, we show that shining light on superconducting hybrid structures offers a way to control the 
proximity effect in both normal metals and magnetic materials. We discover that an oscillating electric field (t)  
applied transversely to the junction induces a series of resonances in the density of states, and that it can be 
used to control the size of the minigap Emg in both bilayer superconductor/normal-metal (SN) and Josephson 
(SNS) junctions. The light interaction even inverts the minigap, generating a peak of quasiparticle accumula-
tion at E =​ 0 when the frequency of the light is tuned to ω​ =​ Emg. These findings give interesting prospects for 
transistor-like functionality via light-superconductor interactions since the density of states controls the availabil-
ity of charge- and spin-carriers. Providing both analytical and numerical results, including the case of a magnetic 
exchange-field being present in the metal or in the superconductor, we show how the interaction between light 
and Cooper pairs controls the low-energy density of states, offering a new way to manipulate superconducting 
correlations. This may open a new pathway to active control of quantum coherent phenomena in superconduct-
ing proximity structures.

Theory
We use the time-dependent quasiclassical Keldysh-Usadel theory26–29 to describe the superconductivity of these 
systems in the diffusive limit. We begin with the SN bilayer, in which case superconducting correlations leak into 
the normal metal via the proximity effect. The electric field (t) =ωA0 sin (ωt) =−∂A/∂t  is accounted for by the 
gauge field A =​ A0 cos(ω​t). The Usadel equation in N then reads:

∂ ∂ +  ρ + αρ + ρ 
 = .+ −ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆD g g E i g g g( ) i ( ) , 0 (1)x x 3 3 3

Here, D is the diffusion coefficient, =ˆ ˆg g x E( , ) is the quasiclassical time-averaged Green function, E is the 
quasiparticle energy, α = DA /40

2  is a measure of the strength of the interaction with light, ω​ is the driving fre-
quency, ρ = + + − −ˆ diag( 1, 1, 1, 1)3 , while ≡ ± ω±ˆ ˆg g x E( , /2). The derivation of this equation is shown in the 
Methods section and is valid when α ω . We assume that the field is screened in the S region, which is taken to 
have a size and thickness far exceeding the superconducting coherence length ξ​ and penetration depth λ​, allow-
ing us to use the bulk superconducting Green function ĝBCS there. Practically, our proposed setup could be real-
ized by depositing a thick superconductor to partially cover a thin normal metal layer, such that the microwave 
field penetrates the normal layer where it is not covered by a superconductor whereas it is shielded in the super-
conductor (see the inset of e.g. Fig. 1). Such a lateral geometry should be well described by an effective 1D model, 
as done in ref. 30. The thickness of the N layer should be much smaller than the skin depth and penetration depth 
λ​, which is experimentally feasible (typical values for the skin depth of a normal metal such as Cu is of order μm 
at microwave frequencies, whereas λ​Nb ~ 50 nm and λ​Al ~ 20 nm). From Eq. (1), we derive the following 
Ricatti-parametrized31,32 Usadel equation:

σ σ∂ γ+ ∂ γ γ ∂ γ + + δ γ+ ⋅ γ− γ ⋅ −α γ−αγ +α + γ γ = .
∼





⁎ (2)h hD E i i G G F F[ 2( ) ( )] 2i( ) i( ) ( ) ( ) 0x x x
2 

The Green function ĝ  can then be calculated from the 2 ×​ 2 matrix γ​ in spin space, the normalization matrix 
≡ − γγ −


(1 ) 1 , and their tilde-conjugates defined by ≡ −

⁎f x E f x E( , ) ( , ). An equivalent equation for γ


 can be 
found by tilde-conjugation of Eq. (2). In Eq. (2), we have also incorporated the possibility of a magnetic exchange 
field h = |h| which allows us to later consider the case of a ferromagnetic metal. The other quantities in the equa-
tion are the inelastic scattering rate δ​, and the short-hand notations

∑ ∑≡ + γ γ ≡ − γ
±

± ± ±
±

± ±
G F(1 ), 2 ,

(3)
 

where γ ≡ γ ± ω± x E( , /2). From these equations, physical quantities of interest may be computed, such as the 
proximity-modified density of states

= − .N N/ Re{Tr( )} 1 (4)0 

The Usadel equation is supplemented by the Kupriyanov-Lukichev boundary conditions33, which are valid at 
low-transparency tunneling interfaces.

We now have at hand a coupled set of non-linear partial differential equations which are non-local in energy 
space. A numerical solution can be obtained via iteration. After discretizing the energy space, the equations are 
initially solved for α​ =​ 0. The procedure is then repeated with α​ ≠​ 0 until self-consistency is achieved, using the 
solutions γ​ and γ


 from the previous iteration to approximate G and F. In this way, we are able to compute the 

quasiclassical Green function in the presence of microwave radiation, α ≠ĝ ( 0), and access the density of states 
N/N0 in the proximate metal.

Results and Discussion
The light-interaction with the proximity-induced condensate has a strong effect on the spectral properties of the 
quasiparticles. We show this in what follows, considering an SN bilayer in Fig. 1, an SNS junction in Fig. 2, and an 
SF bilayer in Fig. 3. In each case, we have provided results for different system parameters in order to demonstrate 
the robustness of the microwave radiation influence.

Starting with the SN bilayer, it is seen that by tuning the microwave frequency ω​, the density of states takes on 
qualitatively different characteristics. At ω​/Δ​0 =​ 0.4, there is a strong quasiparticle accumulation at E =​ 0, diamet-
rically opposite to the hallmark minigap that usually is present in SN bilayers. Increasing ω​ gradually to  
ω​/Δ​0 =​ 1.0 causes the density of states to revert to a minigap structure, albeit with a much reduced magnitude. We 
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will later in this manuscript describe the precise condition leading to the appearance of the quasiparticle accumu-
lation peak and its physical origin, providing also analytical results which supports the underlying explanation. In 
the plots, we have set α​/Δ​0 =​ 0.1, which gives a maximum ratio of α​/ω​ =​ 0.25, so that α​ is always considerably 
smaller than ω​. The criterion α ω  is, however, more strictly satisfied at the higher frequency range considered 
in the figures.

The minigap itself is monotonically tuned with ω​, as shown in Fig. 2 for the SNS case. At zero phase difference 
φ​, the minigap is gradually reduced as ω​ increases, demonstrating that the driving frequency can be used to tailor 
the minigap size. At a finite phase difference, the light-interaction again inverts the minigap for certain frequen-
cies, and generates a peak of quasiparticle accumulation at E =​ 0, similarly to the bilayer case [see Fig. 1(e)]. This 
can be seen in Fig. 2(c) for φ​/π​ =​ 0.5. Finally, we show results for when an exchange field is present, i.e. a magnetic 
metal h ≠​ 0, in Fig. 3, in which case the microwave field also alters the modulation of the density of states. To 
facilitate comparison with experiments, we note that for a typical diffusion constant of e.g. D =​ 7 ×​ 10−3 m2/s in 
Cu34, the requirement ω  De A /42

0
2 2  (having reinstated e and ħ) corresponds to ω . 0 3GHz for a modest 

electric field magnitude of 0.1 V/m, which is feasible. Moreover, for a superconducting gap Δ​0 =​ 0.5 meV, the 
parameter choice ħω​/Δ​0 =​ 0.4 corresponds to a frequency ω  300GHz.

Besides the control and inversion of the minigap, another particularly noteworthy feature that all the above-
mentioned structures have in common is that the low-energy density of states features a series of spectral features 
resembling weak resonances, which vanish as soon as the microwave field is turned off (α​ =​ 0). To gain insight 
into the physical origin of these features seen in the density of states, we provide an analytical solution which is 
permissible in the ferromagnetic case, but which also seems to account for the nature of the light interaction with 
the superconducting condensate in the normal case (h =​ 0). In the weak proximity effect regime, the linearized 
equation governing the behavior of the spinless fs and spin-polarized ft Cooper pairs reads

Figure 1.  (a–d) Proximity-induced density of states at the vacuum edge (x =​ L) of an SN bilayer with length 
L/ξ​ =​ 0.5 of the N region, where ξ​ is the superconducting coherence length. We set the barrier strength ζ​ =​ 3 
and microwave field amplitude α​/Δ​0 =​ 0.1 and (a) ω​/Δ​0 =​ 0.4, (b) ω​/Δ​0 =​ 0.6, (c) ω​/Δ​0 =​ 0.8, (d) ω​/Δ​0 =​ 1.0.  
(e) Zoom-in near E =​ 0 illustrating the transition from minigap to quasiparticle accumulation peak as ω​ is tuned 
to Emg. We set L/ξ​ =​ 0.33, yielding . ∆E 0 56mg 0. The black dashed line corresponds to the absence of light, 
A =​ 0.
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∂ + + α ± − α + ω + − ω =± ± ± ±D f E E i h f E f E f E( ) 2i( 2 ) ( ) 2 [ ( ) ( )] 0 (5)x
2

with f± =​ ft ±​ fs. In the regime where ∆h E{ , }0 , as is usually the case for ferromagnets, one can solve the above 
equation via Fourier-transformation. Introducing  ∫=± ±t dE f E( ) e ( )Eti , one obtains

∂ + α ± − α ω = .± ± ±D t i h t t t( ) 2i(2 ) ( ) 4 cos( ) ( ) 0x
2  

The solution is = +± ± ±
−± ±t A t B t( ) ( )e ( )ek x k xi i , where

= α ± − α ω±
−k i h t D[2i(2 ) 4 cos( )] , (6)1

while the coefficients {A±, B±} are determined via the boundary conditions. For an SF bilayer, the boundary con-
ditions read ∂ = ± ζ±f f L/x BCS  at the superconducting interface (x =​ 0), and ∂​xf± =​ 0 at the vacuum border 

Figure 2.  Proximity-induced density of states in the middle (x =​ L/2) of an SNS Josephson junction with 
L/ξ​ =​ 0.33, barrier strength ζ​ =​ 3, microwave field amplitude α​/Δ​0 =​ 0.1, and (a) φ​/π​ =​ 0.0, (b) φ​/π​ =​ 0.25,  
(c) φ​/π​ =​ 0.5, (d) φ​/π​ =​ 0.75.

Figure 3.  Proximity-induced density of states at the vacuum edge (x =​ L) of an SF bilayer with L/ξ​ =​ 0.23, 
barrier strength ζ​ =​ 3, microwave field amplitude α​/Δ​0 =​ 0.1, and (a) h/Δ​0 =​ 2 and (b) h/Δ​0 =​ 4.
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(x =​ L), where ζ​ =​ RB/R is the ratio between the interface barrier resistance and bulk resistance and fBCS(E) =​  
sinh{atanh[1/(E +​ iδ​)]}.

Introducing the auxiliary quantity ∫=D t dE f E( ) e ( )Eti
BCS , a straight-forward calculation leads to

=
ζ −

= .±
±

± ±
±

±
A t D t

L k
B t A t( ) ( )

i (1 e )
, ( ) ( )e

(7)k L
k L

2i
2i

Inserting this into our expression for ± t( )  and performing an inverse Fourier-transformation, we end up with 
the final expression for f±(E):

= ′ ′ .±
′−

± ∬f E dt dE f E p t( ) e ( ) ( ) (8)
E E ti ( )

BCS

where we introduced

= − ζ± ± ± ±
−p t k x L Lk k L( ) cos [ ( )][ sin( )] (9)

1

and k± =​ k±(t). We note that p±(t) is a periodic function in t, while fBCS →​ 0 when E →​ ±​∞​. In the absence of 
microwave radiation (α​ =​ 0), k± becomes independent of t, and the above simplifies to the usual result 

= ′ ′ =± ±
′−

± ∬f E p dt dE f E p f E( ) e ( ) ( )E E ti ( )
BCS BCS . To solve the integral Eq. (8) in the general case, we 

make use of the periodicity of p±(t). The period is T =​ 2π​/ω​, so we can write the Fourier series 
= ∑± ±

ωp t p( ) en n
n t

,
i , where ∫=± −

+
±
− ωp dt p en T T

T n t
,

1
/2

/2 i . Performing the integral over t in Eq. (8) then leads to a 
sum over δ​-functions, and one obtains:

∑= − ω .±
=−∞

=+∞

±f E p f E n( ) ( )
(10)n

n

n, BCS

Numerically, we find that it is usually sufficient with ~15 Fourier-coefficients pn,± to obtain a perfect rep-
resentation of p±(t). Using the same procedure as above, one can also find an expression for the anomalous Green 
function in a Josephson geometry consisting of a superconductor/ferromagnet/superconductor trilayer. The only 
difference is the expression for p±(t), which takes the form

= + − ζφ
± ± ± ± ±

−p t k x k x L Lk k L( ) {[cos( ) e cos [ ( )]}[ sin( )] , (11)
i 1

where φ​ is the phase difference between the superconductors.
From the analytical expression, it is clear that resonances should be expected whenever = ∆ ± ωE n0 , 
= …n 0, 1, 2,  since = ∆f E( )BCS 0  formally diverges, although this divergence is in practice diminished due to 

inelastic scattering. The weight of these resonances, i.e. the magnitude of their spectral peak, is in turn governed 
by the Fourier series coefficients pn which depends on the other system parameters. We note that, very recently, 
similar features were reported for a narrow and thin dirty superconducting strip subject to microwave radiation 
in ref. 13. In the present proximity-system, there is an additional minigap Emg in the system, and one might expect 
to have similar resonances at E =​ Emg ±​ nω​. The density of states plots in Fig. 2 [see for instance (a) for ω​/Δ​0 =​ 0.4] 
are consistent with this statement, demonstrating how additional spectral features, which are not present in the 
absence of light, occur at such excitation energies. It actually turns out that these resonances are the physical ori-
gin behind the transition from the minigap to the quasiparticle accumulation peak at E =​ 0. To be exact, the 
transition from fully gapped DOS to a strong zero-energy peak occurs precisely when ω​ =​ Emg. We show an exam-
ple of this behavior at the bottom of Fig. 1. It is intriguing that the light-interaction actually induces a second, 
inner minigap which upon closing generates this feature, whereas the outer minigap Emg remains [see e.g. Fig. 2(a) 
showing a particularly clear example of the inner and outer minigaps].

The fact that the microwave radiation induces a series of weak resonances shifted with ±​nω​ from the con-
ventional spectral peaks (E =​ Δ​ and E =​ Emg in the normal metal case) has interesting consequences when a 
finite magnetic field splits the density of states in the superconductor35, since the exchange field in the super-
conductor hS itself produces a similar shift in the spectral peaks from Δ​0 to Δ​0 ±​ hS. We show the corresponding 
proximity-induced density of states in Fig. 4, where the combined influence of the exchange field and the light 

Figure 4.  Proximity-induced density of states at the vacuum edge (x = L) of a Zeeman-split 
superconductor/normal-metal bilayer. We set ζ​ =​ 3, α​/Δ​0 =​ 0.1, L/ξ​ =​ 0.5, and hs/Δ​0 =​ 0.3, and considered 
several frequencies of the microwave radiation.
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interaction produce a very rich subgap structure in the density of states. Since the superconductor in this particu-
lar case, unlike the previous systems considered in this work, has to be sufficiently thin to permit the homogene-
ous penetration of a magnetic field, the microwave field is not completely shielded by the superconductor and we 
thus here assumed that (t) is applied only to the non-superconducting part.

The most remarkable feature is nevertheless the influence of the microwave field on the minigap in the SN 
case, controlling its magnitude and even transforming it into a quasiparticle accumulation peak at E =​ 0. These 
results may represent the first step toward a different way to control the superconducting proximity effect, and 
thus the available spin- and charge-carriers, in normal and magnetic metals, by using microwave radiation. One 
advantage of this is the fact that the control is in situ and that the length of the system (setting the Thouless 
energy scale), which normally changes the minigap, does not have to be altered, which would inevitably require 
fabrication of multiple samples. The zero-energy peak induced by the light-interaction resembles the type 
of spectral feature that is characteristically seeen in the density of states of conventional SF structures due to 
odd-frequency superconductivity36–38, but in this case it occurs without any such pairing at all. It could also be of 
interest to examine the consequences of the predictions made herein with regard to conductivity experiments39 
and non-equilibrium Josephson contacts40.

Concluding remarks
Building on these results, an interesting future direction to explore would be the influence of light on supercur-
rents and the critical temperature in magnetic proximity systems, to see if the microwave radiation may be used 
to manipulate these quantities as well, which we intend to explore in a future work. The interaction between light 
and Cooper pairs could in this way open a different route to active control of quantum coherent phenomena in 
superconducting proximity structures.

Methods
Derivation of the Usadel equation incorporating microwave radiation.  The time-dependent 
Usadel equation may be written as

∇ ∇ = − ρ  

ˆ ˆ ˆ ˆD g g i E g( ) [ , ], (12)3

where we defined the gauge-covariant derivative

∇ ≡ ∇ − ρ

ˆ ˆ ˆ ˆAg g e gi [ , ], (13)3

the commutator ≡ − 

a b a b b a[ , ] , and the associated product

≡ × .∂ ∂ −∂ ∂

= = = =


( )a b E T a E T b E T( )( , ) e ( , ) ( , )
(14)E E E T T T

i /2
1 1 2 2

,

E T E T1 2 2 1

1 2 1 2

Above, e is the electron charge, E is the quasiparticle energy, and A is the time-dependent vector potential 
which describes, in our case, an ac electric field E =​ −​∂​A/∂​t. We note that a useful property of the -product is 
that:

= − ω = + ω .ω ω ω ω
 a E T a E T a E T a E T( , ) e e ( /2, ), e ( , ) e ( /2, ) (15)i T i T i T i T

These relations are useful in the present context since we can write the gauge field as

= + .ω − ωA T A( ) (e e )/2 (16)i T i T
0

We set |e| =​ 1 in what follows for brevity of notation and also apply the electric field perpendicularly to the 
junction direction, so that

∇ ⋅ = ⋅ ∇ = .A A 0 (17)

In this case, the left hand side of Eq. (12) becomes

∇ ⋅ ∇ − ρ ρ − ρ .  

ˆ ˆ ˆ ˆ ˆ ˆ ˆA A AD g g D g g( ) [ , ] (18)3 3 3

Since A =​ A(T) is independent on E we have

ρ ρ = .ˆ ˆ ˆA A A 1 (19)3 3
2

Moreover, the Green function satisfies the normalization condition

= .
ˆ ˆ ˆg g 1 (20)

This brings us to

∇ ⋅ ∇ − ρ ρ .  

ˆ ˆ ˆ ˆ ˆ ˆA AD g g D g g( ) [ , ] (21)3 3

At this stage, we see that the contribution from the gauge field can be included as a self-energy
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Σ = ρ ρ 

ˆ ˆ ˆ ˆA AD gi (22)A 3 3

in the Usadel equation, which in its complete form reads:

∇ ⋅ ∇ + ρ + ρ ρ = .  

ˆ ˆ ˆ ˆ ˆ ˆ ˆA AD g g E D g g( ) i[ i , ] 0 (23)3 3 3

The next step is the obtain the Fourier-transformed version of the above equation in energy-space. To accom-
plish this, we make use of similar approximations as in ref. 13. In the presence of a driving field A(T), we take into 
account A up to second order by deriving an equation for the harmonic Green function at zero frequency (see 
Appendix of ref. 13) which is essentially the time-averaged Green function. Higher order harmonic 
time-dependent terms in ĝ  are induced by A and thus correspond to fourth order in A and higher. This approxi-
mation is valid when

ω.DA /4 (24)0
2

Computing the contribution from the self-energy term Σ̂A in the Usadel equation gives

Σ = − + ρ + ρ

− + ρ + ρ .

ω − ω ω − ω

ω − ω ω − ω

  

  

ˆ ˆ ˆ ˆ ˆ ˆ

ˆ ˆ ˆ ˆ

g DA g g

g g

i[ , ]
4

[(e e ) (e e )

(e e ) (e e ) ] (25)

A
i T i T i T i T

i T i T i T i T

0
2

3 3

3 3

We now average Eq. (25) over a period 2π​/ω​, which means that all terms that go like e±2iωT are removed since 
ĝ  is the time-averaged Green function. After laborious calculations, using for instance that






− ∂ ∂ +






 ∂ ∂ − …







ρ ± ω

× ρ ω .

=






ω ∂ +



ω 

 ∂ − …







×ρ ± ω ρ ω .

= ρ ± ω ρ .

= ρ ± ω ρ

∂ ∂ ± ω ω

= = = =

∂ ∂ ± ω

ω
= = = =

∂ ∂ ± ω ω
= = = =













ˆ ˆ

ˆ ˆ

ˆ ˆ ˆ ˆ

ˆ ˆ ˆ ˆ

ˆ ˆ ˆ ˆ

g E

g E

i

g E g E

g E g E

g E g E

e 1 i
2

1
2

i
2

( ) e ( /2) e

( /2)

e 1 i
2

( ) 1
2 2

( ) e

( /2) e ( /2)

e e e ( /2) ( )

( ) ( ) (26)

E T E T
i T i T

E E E T T T

E E
i T

i T
E E E T T T

i T i T
E E E T T T

i /2
2

2
3 1

3 2 ,

i /2
2

2

3 1 3 2 ,

i /2
3 1 3 2 ,

3 3

E T

E T

E T

1 2
2 1 2 1

1 2

1 2 1 2

1 2
2 2

1

2

1 2 1 2

1 2 1 2

1 2 1 2

via Eq. (15), the remaining terms take the form

∇ ⋅ ∇ +  ρ + αρ + ρ 
 =+ −ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆD g g E i g g g( ) i ( ) , 0, (27)3 3 3

where the -commutators are now replaced with regular matrix commutators, α ≡ DA /40
2 , =ˆ ˆg g x E( , ) is the 

quasiclassical Green function, while

≡ ± ω .±ˆ ˆg g x E( , /2) (28)

Derivation of the linearized Usadel equation (weak proximity effect).  Analytical progress can be 
made in the so-called weak proximity effect regime, where one assumes that the magnitude of the superconduct-
ing proximity effect is small in the sense that the anomalous Green function components f satisfy 

f 1. 
Physically, such a situation is realized either in the case of a low interface transparency between the superconduct-
ing and normal part or if the temperature is close to the critical temperature of the superconductor. This allows for 
a linearization of the Usadel equation in the anomalous Green functions in the following manner3. The total Green 
function matrix in Nambu-spin space may be written as the normal-state matrix ĝ0 and a small deviation f̂ :

+
ˆ ˆ ˆg g f , (29)0

where = ρˆ ˆg0 3 and the anomalous Green function matrix can be written as

=




−






.ˆ

̲̃
f

f

f

0

0 (30)

The 2 ×​ 2 matrix f  in spin space describes the four types of anomalous Green functions that can be present in 
the system: one describing spin-singlet Cooper pairs (fs) and three describing spin-triplet Cooper pairs 

↑↑ ↓↓f f f( , , )t . The ft component corresponds to the S =​ 1, Sz =​ 0 component of the triplets with spin-symmetry  
↑​↓​ +​ ↓​↑​ and the …∼ operation is defined in the main text. For the systems considered in our work, with homogene-



www.nature.com/scientificreports/

8Scientific REPOrTs | 6:38739 | DOI: 10.1038/srep38739

ous exchange fields, we find that fσσ =​ 0 whereas fs and ft can be non-zero. Inserting Eq. (29) into Eq. (2) in the 
main manuscript produces the linearized equation

∂ + + α ± − α + ω + − ω =± ± ± ±D f E E i h f E f E f E( ) 2i( 2 ) ( ) 2 [ ( ) ( )] 0 (31)x
2

with f± =​ ft ±​ fs. This governs the behavior of the spinless fs and spin-polarized ft Cooper pairs induced in the 
normal metal.
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Analytically determined topological 
phase diagram of the proximity-
induced gap in diffusive n-terminal 
Josephson junctions
Morten Amundsen, Jabir Ali Ouassou & Jacob Linder

Multiterminal Josephson junctions have recently been proposed as a route to artificially mimic 
topological matter with the distinct advantage that its properties can be controlled via the 
superconducting phase difference, giving rise to Weyl points in 4-terminal geometries. A key goal is to 
accurately determine when the system makes a transition from a gapped to non-gapped state as a 
function of the phase differences in the system, the latter effectively playing the role of quasiparticle 
momenta in conventional topological matter. We here determine the proximity gap phase diagram of 
diffusive n-terminal Josephson junctions ( ∈ Nn ), both numerically and analytically, by identifying a 
class of solutions to the Usadel equation at zero energy in the full proximity effect regime. We present 
an analytical equation which provides the phase diagram for an arbitrary number of terminals n. After 
briefly demonstrating the validity of the analytical approach in the previously studied 2- and 3-terminal 
cases, we focus on the 4-terminal case and map out the regimes where the electronic excitations in the 
system are gapped and non-gapped, respectively, demonstrating also in this case full agreement 
between the analytical and numerical approach.

The interest in topological quantum phases of matter has grown steadily in recent years, and the fundamen-
tal importance of this topic in physics was recently recognized by Thouless, Haldane, and Kosterlitz being 
awarded the 2016 Nobel prize in physics for their contribution to this field. So far, specific material classes such 
as telluride-based quantum wells (HgTe, CdTe), bismuth antimony (Bi1−xSbx) and bismuth selenide (Bi2Se3) have 
received the most attention in the pursuit of symmetry-protected topological phases and excitations1–4. However, 
it was recently proposed5 that similar physics could be obtained using conventional superconducting materials. 
More specifically, by using multiterminal Josephson junctions, the authors of ref. 5 showed that it was possible to 
create an artificial topological material displaying Weyl singularities under appropriate conditions. In multiter-
minal Josephson junctions hosting well-defined Andreev bound states, the crossing of these states with the Fermi 
level has been shown to be analogous to Weyl points in 3D solids with the Andreev bound state taking on the role 
of energy bands and the superconducting phase differences corresponding to quasiparticle momenta. A consid-
erable advantage in utilizing multiterminal Josephson junctions rather than 3D solids to study exotic phenomena 
such as Weyl singularities and topologically different phases is that the phase differences are much more easily 
controlled experimentally than the quasiparticle momenta.

In order to probe electronic excitations with topological properties, a key goal is to map out the phase diagram 
of the system in terms of when it is gapped or not. A gapped system here means that there are no available excita-
tions in a finite interval around the Fermi level. The reason for why this is important is that transitions between 
topologically protected states can occur via gap closing, and so by identifying under which circumstances the 
system makes such a transition provides information about when the topological nature of the system’s quantum 
state changes.

The arguably easiest way to probe such a phase transition is via the readily available density of states measure-
ments, which pick up whether or not the system is gapped at a specific energy. The electronic density of states can 
be probed via conductance measurements, for instance in the form of tunneling between the system and a small 
metallic tip using so-called scanning tunneling microscopy. Recent previous works have considered the case of 
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3-terminal Josephson junctions, both in ballistic6,7 and diffusive systems8, and also the 4-terminal case in the case 
of chaotic cavities being connected to each other and the superconductors9. In particular the 4-terminal case is of 
interest due to the possibility of creating Weyl singularities5.

In terms of experimental realization, metallic diffusive systems are of high relevance as the conditions for 
realizing such systems are far less stringent than, for instance, the discrete Andreev bound states of quantum dots. 
However, the proximity-gap phase diagram has not yet been studied for the 4-terminal case involving diffusive 
normal metals.

Motivated by this, we here determine the proximity gap phase diagram of diffusive n-terminal Josephson 
junctions ( ∈n ), both numerically and analytically, by identifying a class of solutions to the Usadel equation10 
at zero energy in the full proximity effect regime. We present an analytical equation which provides the phase 
diagram for an arbitrary number of terminals n. After briefly demonstrating the validity of the analytical approach 
in the previously studied 2- and 3-terminal cases, we focus on the 4-terminal case and map out the regimes where 
the electronic excitations in the system are gapped and non-gapped, respectively, demonstrating also in this case 
full agreement between the analytical and numerical approach. Our results may serve as a guideline for exploring 
the interesting physics of multiterminal devices involving the experimentally prevalent and accessible scenario of 
diffusive metals connected to superconductors, which has a long history11.

Theory
We will use the quasiclassical theory of superconductivity which is known to yield good agreement with experi-
mental measurements on mesoscopic superconducting devices. As only non-magnetic structures will be consid-
ered here, only singlet Cooper pairs exist and it is possible to work in Nambu-space alone due to the spin 
degeneracy. Using a field operator basis ψ ψ ψ= ↑ ↓

†( , ), the 2 ×​ 2 quasiclassical Green function matrix g  describ-
ing the existence of superconductivity in the system via the anomalous correlation function f reads:

=



 −










g
g f
f g (1)

Here, {g, f} are complex scalars that depend on position r and quasiparticle energy E. In a bulk BCS superconduc-
tor with order parameter Δ​ =​ Δ​0eiφ, g  takes the form:

=



− −






φ

φ−
g c s

s c
e

e (2)BCS

i

i

where c ≡​ cosh(θ), s ≡​ sinh(θ), and θ =​ atanh[Δ​0/(E +​ iδ)]. Here, δ accounts for inelastic scattering processes and 
causes a smearing of the spectral density. In writing g

BCS
, we have used that =c̃ c and = −s̃ s. The above matrix 

may be Ricatti-parametrized12 in the same way as one would do in the case of non-degenerate spin (see e.g. ref. 13 
for a general Ricatti-parametrization in this case) with two differences: (i) we have to let γ γ→ −

 
, and (ii) treat 

γ γ


{ , } as scalars rather than matrices. More specifically, we write the Green function in the form

γγ γ

γ γγ
=





−

− −




∼ ∼



 

g
N N

N N
(1 ) 2

2 (1 ) (3)

with γγ= = +
∼ −


N N (1 ) 1. The Usadel equation in the normal wires, which governs the behavior of the Green 

function g , reads:

τ∂ ∂ + =D g g E g( ) i[ , ] 0, (4)x x z

where D is the diffusion coefficient, τz is the third Pauli matrix, and E is the quasiparticle energy. Since we are 
interested in mapping out the regime where the system is gapped, it suffices to consider the behavior of g  at the 
Fermi level (E =​ 0). In this case, we have γ γ=



⁎, and the Ricatti-parametrized Usadel equation [obtained by 
inserting Eq. (3) into Eq. (4)] determining γ takes the form

γ
γ γ
γ

∂ −
∂
+

= .
⁎2( )

1
0

(5)
x

x2
2

2

This equation has the following general and exact solution if γ ∈ :

γ = + .x c x c( ) tan( ) (6)1 2

Although a purely real γ might seem like a very particular case, this scenario in fact allows us to gain impor-
tant information about the proximity-gap phase diagram. To see this, consider the expression for the normalized 
(against its normal-state value) density of states   at zero energy:


γ
γ

=
−

+
.

1
1 (7)

2

2

The solution γ =​ 0 corresponds to the absence of superconducting correlations, i.e. completely closed gap, in 
which case the density of states resumes its normal-state value = 1 . The solutions γ =​ ±​1 correspond to the 
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fully gapped case = 0  where no available quasiparticle excitations exist at the Fermi level. The existence of such 
points can now be identified analytically by determining c1 and c2 in Eq. (6) via the boundary conditions in the 
N-terminal system. We later proceed to do so explicitly. It is also worth noting that Eq. (5) also has a general solu-
tion when γ is purely imaginary [ γ ∈ , Re(γ) =​ 0]:

γ = + .x c x c( ) i tan( ) (8)1 2

The solution Eq. (6) is of particular relevance in the case where the phase differences between the terminals is nπ, 
with n =​ 0, 1, 2, …​ The reason for this is that in such a scenario, one can choose a gauge where all superconducting 
order parameters are purely imaginary in the reservoirs (phases φj =​ π/2 or 3π/2), which renders the BCS anom-
alous correlation function = φf sei j to be purely real at zero energy since s(E =​ 0) =​ −​i. If one assumes ideal 
boundary conditions at the superconducting interfaces, meaning that f is continuous, there are no imaginary 
terms in the boundary conditions or in the equation of motion for γ itself, meaning that the solution γ can be 
taken as real. From Eq. (7), it is clear that the maximum value of the Fermi-level density of states in the presence 
of a superconducting proximity effect is = 1max . We can thus conclude that the analytical approach presented 
above is valid whenever the superconducting phase differences between the terminals are nπ.

The above class of exact solutions are useful since they are valid at specific phase differences and provide infor-
mation about whether or not the DOS is gapped there. However, we have identified an additional class of exact 
solutions which is useful because it is valid at any phase-differences where = 0 , which is precisely the regime of 
interest. By noting that = 0  only when |γ| =​ 1, a reasonable ansatz is:

γ = − ∈ .S xie , ( ) (9)S xi ( )

The prefactor −​i is just a convention that simplifies the boundary conditions for S. Insertion into Eq. (5) gives 
immediately

= +S x ax b( ) (10)

where a and b are real constants determined by the boundary conditions. Besides allowing us to analytically 
determine the region in phase-space where the system is gapped, this solution also allows us to analytically com-
pute the topological number associated with the gapped regime defined as14:

= ∇ ⋅∮m S dr r( ) (11)

where S(r) is interpreted as the phase of the superconducting correlations at E =​ 0. There are several ways to relate 
the Riccati parameter γ to the physical properties of the system. First of all, it can be related to the physically 
observable density of states using Eq. (7). Moreover, when the system is fully gapped so that the zero-energy den-
sity of states = 0 , γ is in fact just the anomalous Green function f, which quantifies the superconducting corre-
lations in the system. This can be seen by comparing Eqs (1) and (3): in general, the anomalous Green function is 
given by f =​ 2Nγ, but since γ =​ −​ieiS(r) for a fully gapped system, we find that N =​ [1 +​ e+iS(r)e−iS(r)]−1 =​ 1/2 using 
the definition given above. It is assumed that the Green functions in the superconductors may be approximated 
by bulk expressions, and that the interfaces to the normal metals are transparent. This leads to the boundary con-
ditions S(rj) =​ φj, where rj are the locations of the terminals in Fig. 1, and φj are the corresponding phases. This 
can be deduced by comparing with the anomalous Green function in a bulk superconductor, fBCS =​ −​ieiφ.

Although Eq. (9) is exact whenever the system is gapped ( = 0 ), it cannot be used carelessly because one still 
has to specify for which choices of the phases φj it is valid. It is clearly valid when all phases are equal in the sys-
tem, so that the phase-difference between all terminals is zero. As we will later show, it is also valid in large 
regimes of phase-space, and one needs a criterion for when Eq. (9) can be used. Such a criterion can be obtained 

Figure 1.  Multiterminal Josephson junctions. The density of states   at zero energy (Fermi level) is measured 
at the point indicated by a star, i.e. at the intersection of the diffusive normal wires. (a) 2-terminal, (b) 
3-terminal, and (c) 4-terminal setups. Since the wires are assumed to be diffusive, their precise geometrical 
orientation does not influence the topological properties of the system. For instance, the same 3-terminal 
topological phase diagram would have been obtained if the leads were connected in a Y-shape rather than a 
T-shape: only the physical properties of the wires (e.g. their Thouless energies) are of consequence.
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in a convenient way by noting that as soon as S(x) acquires a non-zero imaginary part, the consequence is that 
≠ 0 . Identifying the condition for when a complex S(x) becomes a possible solution is thus our strategy for 

describing analytically the topological phase diagram. By using Eq.  (9) with ∈S x( )  and writing 
S(x) =​ Sr(x) +​ iSi(x), Eq. (5) becomes

∂ + ∂





−
+






=S Si( ) 1 2

1 e
0

(12)x x S
2 2

2 i

It is observed that the solution of Eq. (12) reduces to Eq. (10) in the limit Si(x) →​ 0. This means that by allowing 
a small Si(x), it is possible to map out regions where Eq. (10) is not valid and the imaginary component begins to 
matter. To do so, we Taylor expand the square bracket of Eq. (12), and insert the perturbation expansion

λ λ= + + + …S x S x S x S x( ) ( ) i( ( ) ( ) ) (13)r i i1
2

2

where S x S x( ) ( )i r1  and + S Sik ik1 . The expansion parameter λ is a helper variable used to collect different 
orders of the expansion. This gives

λ ∂ =S: 0 (14)x r
0 2

λ ∂ + ∂ =S S S: ( ) 0 (15)x i x r i
1 2

1
2

1

and similarly for higher orders of λ. It is noticed in particular that Eq. (10) remains a solution for Sr(x). The first 
order correction Si1(x) is easily solved, giving

= +S x C ax C ax( ) cos( ) sin( ) (16)i1 1 2

In an n-terminal Josephson junction with transparent interface between superconductors and the normal 
metal, it is clear that |γ| =​ 1 at the interface regardless of the phase. The proper boundary conditions are therefore 
that Si1(xj) =​ 0, with xj being the position of superconducting interface j. In addition, current conservation at the 
intersection between the arms of the multiterminal junction requires continuity of the Green function as well as 
the following relation between derivatives:

∑ γ⋅ ∇ =
e 0

(17)j
j j

where γj is the solution of the Usadel equation in arm j, and e j is a unit vector pointing towards the intersection. 
Using these conditions, it is possible to formulate a criterion for when the purely real solution for S(x) is valid, 
namely: Any combination of boundary conditions for which the only solution for Si1(x) possible is one where 
C1 =​ C2 =​ 0. The curves where this is not satisfied may be found from the boundary conditions for an n-terminal 
Josephson junction as

∑
ψ

ψ
=

= tan
0

(18)j

n
j

j1

with ψj given as

∑ψ φ φ φ φ= − = −
=n

1
(19)j j j

k

n

k
1

Equations (18) and (19) represent a key analytical result in this manuscript as they provide the phase diagram 
for the proximity-induced gap for an arbitrary number of terminals n. It is emphasized that the curves satisfying 
Eq. (18) only determine when a small imaginary contribution to S(x) is possible and hence for which phases a 
transition between gapped and ungapped regimes in phase space occur. These curves are therefore referred to 
as transition curves. Higher order terms in the perturbation expansion are required in order to more accurately 
describe the ungapped regions. This is however not necessary when only interested in the gapped regions. It will 
be shown that it is possible to distinguish between the two regimes using only the first order correction.

To complement our analytical considerations, we also perform a fully numerical determination of the 
proximity-gap phase diagram by solving the Usadel equation numerically for any phase differences φj and without 
assuming ideal boundary conditions. In the following sections, we first provide a brief discussion of the already 
known 2-terminal and 3-terminal cases in order to prove the correctness of our novel analytical approach. Then, 
we proceed to discuss the less explored 4-terminal case in more detail.

We comment here that multiterminal geometries beyond effective 1D models can also be treated using the 
recently developed15 numerical solution of the full Usadel equation in 3D, allowing for the study of non-trivial 
geometrical effects. Moreover, previous works have considered analytical solutions of the Usadel equation using 
the so-called θ-parametrization in SN bilayers16–18 and also approximate solutions in the SNS case19–21, whereas in 
our work the analytical solution is exact for the key cases of (i) = 0  and (ii) for phase differences nπ between 
the terminals.
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Results: 2-terminal case
Assuming ideal boundary conditions at the superconducting interfaces x =​ −​L/2 and x =​ L/2 see Fig. 1(a), real 
solutions of γ must satisfy γ =​ tan(c1x +​ c2) where:

− + = − + = −φ φc L c c L ctan( /2 ) ie and tan( /2 ) ie (20)1 2
i

1 2
iL R

This restricts the superconducting phases to be φj =​ {π/2, 3π/2} in order to ensure γ ∈ . A number of solu-
tions can be obtained from this. If φL =​ π/2 and φR =​ 3π/2 or vice versa, the solution is c2 =​ 0 which gives a DOS 
in the center of the wire = =x( 0) 1 . This is the expected result for a phase difference of π between the super-
conducting terminals. If instead the phase difference is zero, meaning φ φ π π= = { /2, 3 /2}L R , then the solution 
is c2 =​ ±​π/4, providing  = =x( 0) 0. This is also consistent with the result that the DOS is allowed to be fully 
gapped when there is no phase difference. These results are in agreement with the condition given in Eq. (18), 
which identifies φL −​ φR =​ nπ, n =​ 1, 2, …​ as the only configurations for which a non-zero density of states is 
possible. The phase-dependent minigap in an SNS junction was originally considered in ref. 19.

Results: 3-terminal case
In the 3-terminal case, we consider the geometry of Fig.  1(b). The regions in phase space where 

= = =x y( 0, 0) 0  is mapped out using Eq. (18). Since only phase differences matter physically, we fix the 
phase of one superconducting terminal, φD =​ 0, without loss of generality. Transition curves indicating the tran-
sition between gapped and ungapped regions are shown in Fig. 2(a) for the extended phase space [−​2π, 2π] ×​  
[−​2π, 2π]. It can be seen that one such curve encircles the origin, with a near-elliptical shape, thereby splitting the 
plane into two regions. It is known that the origin resides in a gapped region, so that the outer region may be 
identified as ungapped. There also appears several open curves in the second and fourth quadrant. These curves 
are considered to be metastable solutions, corresponding to a higher phase-winding of the superconducting cor-
relations in the normal wires, and are not investigated further. Due to the 2π-periodicity of the superconducting 
phases, the physically relevant transition curves must be translated into [0, 2π] ×​ [0, 2π], as shown in Fig. 2(b).

The density of states may also be computed analytically in the select points where the boundary conditions are 
real. Using Eq. (6), the solutions in the left, down, and right arm are written as γL =​ tan(c1x +​ c2), γR =​ tan(c3x +​ c4), 
γD =​ tan(c5x +​ c6). For this particular calculation, it is necessary to set φD =​ π/2 in order to make 
γ = − =φie 1DBCS,

i D  real. At the intersection point (x, y) =​ (0, 0) continuity of the Green function and its deriva-
tive ensure continuity of the current. We assume here for simplicity equal lengths and normal-state conductances 
of the three normal wires, although the analytical treatment does not require this in general. In this case, we 
obtain the boundary conditions

− + = − − + =

+ = − + + − = .

φ

φ

c L c c L c

c L c c c c c

tan( ) ie , tan( ) 1,

tan( ) ie , (1 tan )( ) 0 (21)
L D

R

1 2
i

5 2

3 2
i 2

2 1 5 3

L

R

The values of {φL, φR} are restricted to π/2 and 3π/2 in order to ensure the validity of the solution for γ. Since 
∈ctan 2 , the last boundary condition is equivalent to c1 +​ c5 −​ c3 =​ 0. The above non-linear system of equations 

may be solved analytically, keeping the physically acceptable solution which gives  > 0. For instance, for (φL, 
φR) =​ (3π/2, 3π/2) one finds that = − ±ctan( ) 2 32 . The positive solution is the physically acceptable one since 
it provides > 0 . The Fermi-level DOS in the center of the system (x, y) =​ (0, 0) is given by

Figure 2.  Analytically calculated transition curves between gapped and ungapped regions in the 
3-terminal case. Plot of curves where the first order correction Si1(x) can have non-zero solutions. (a) Structure 
of the condition in the extended phase space, showing metastable solutions. (b) Translation of physically 
relevant curves into [0, 2π] ×​ [0, 2π].



www.nature.com/scientificreports/

6Scientific REPOrTs | 7:40578 | DOI: 10.1038/srep40578

= = =
−

+
x y

c
c

( 0, 0)
1 tan( )
1 tan( )

,
(22)

2
2

2
2

and we find from the solution of c2 that:

φ φ π π
φ φ π π
φ φ π π
φ φ π π

= = =







=
. =
. =
. =

x y( 0, 0)

0, if ( , ) ( /2, /2)
0 866, if ( , ) ( /2, 3 /2)
0 866, if ( , ) (3 /2, /2)
0 866, if ( , ) (3 /2, 3 /2) (23)L R

L R

L R

L R


These solutions may be compared with the numerical solution of the full proximity-gap phase diagram in 
Fig. 3(a), where it can be seen that the analytically determined transition curves of Fig. 2(b) trace out exactly the 
regions where the density of states is non-zero. The excellent correspondance is explained by the rapid transition 
between the two regimes, as shown by the numerical solution. In addition, the four red circles are gauge-equivalent 
to the above phase-choices (note that in the figure we have set φD =​ 0). As seen, the analytical expressions match the 
numerical result. In order to model a more realistic setting with finite interface transparencies, we provide the phase 
diagram using the Kupriyanov-Lukcihev boundary conditions22 in Fig. 3(b). The interface transparency is quantified 
by the parameter ζ = R R/j B j N j, ,  where RB,j is the barrier resistance and RN,j is the normal-state resistance of wire j. As 
seen, the gapped region extends compared to the fully transparent case, in agreement with ref. 8.

Results: 4-terminal case
We now focus on the 4-terminal case and demonstrate both the robustness of the analytical approach developed 
above in addition to providing comprehensive numerical results. The transition surface in the, now three dimen-
sional, extended phase space is shown in Fig. 4(a), where φU has been fixed to zero and metastable solutions have 
been removed for clarity. It can be seen to have an ellipsoidal shape, which is an expected generalization of the 
3-terminal case. Figure 4(b–d) show slices of the surface after translation into the first quadrant for φD =​ 0, π

2
 and 

π, respectively. The resulting phase diagram displays a more complicated behavior than in the 3-terminal case. At 
φD =​ 0, the phase diagram is similar to the 3-terminal case, but as φD is increased toward π/2 one of the gapped 
regions expands greatly at the expense of the other gapped regions which are separated from each other by a 
“barrier” of finite DOS  ≠ 0. As φD is further increased toward π, the phase-diagram morphs into a qualitatively 
different shape than at φD =​ 0, and at φD =​ π two of the gapped regions have been almost completely expelled from 
the phase diagram whereas two gapped “valleys” remain, the latter again separated by a non-gapped region.

With purely real boundary conditions, and φ = π
U 2

, the solutions in the left, down, right, and up arm are  
written as γL =​ tan(c1x +​ c2), γD =​ tan(c3x +​ c4), γR =​ tan(c5x +​ c6), γU =​ tan(c7x +​ c8). As in the previous section, we 
assume here for simplicity equal lengths and normal-state conductances of the four normal wires. The resulting 
boundary conditions take the form:

− + = − − + = − + = −
+ = + − − = .

φ φ φc L c c L c c L c
c L c c c c c

tan( ) ie , tan( ) ie , tan( ) ie ,
tan( ) 1, ( ) 0 (24)

L D R

U

1 2
i

5 2
i

3 2
i

7 2 1 5 3 7

L D R

Figure 3.  Numerically calculated proximity-gap phase diagram for 3-terminal Josephson junctions. Plot of 
the Fermi level density of states   for a 3-terminal setup as a function of the phases φL and φR. For both plots, 
we set L/ξ =​ 0.67 and δ/Δ​0 =​ 5 ×​ 10−3. The phase of the ‘down’ superconducting terminal has been set to φD =​ 0. 
(a) Ideal boundary conditions. (b) Kupriyanov-Lukichev boundary conditions with finite interface resistance. 
We have set ζj =​ 2.5, j =​ {L, R, D}.
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This non-linear system of equations may be solved analytically. Due to the requirement that γ ∈ , we restrict our 
attention to {φL, φR, φU} taking the values π/2 and 3π/2. We provide the solutions in Table 1 which again match 
the values obtained from a fully numerical solution, thus indicating the correctness of our analytical approach.

We now proceed to present numerical results for the 4-terminal case when there exists a finite interface resist-
ance between the superconducting terminals and the normal wires, which is experimentally more realistic. We fix 
φU =​ 0 without loss of generality and plot the evolution of the proximity-gap phase diagram, quantified via the 
zero-energy DOS   at the intersection point (x, y) =​ (0, 0), as the remaining superconducting phases {φD, φL, φR} 
are varied in Fig. 5. Once again, the analytical transition curves correspond well with the regions where the 
numerically computed density of states differs from zero.

In an experimental setting, the phase-differences can be tuned by connecting the superconducting terminals 
and thus creating loops which a magnetic flux can pass through, the latter controlling φj. We consider in Fig. 6 the 
special case where the flux penetrating all loops is the same, meaning that the phase difference between each pair 
of terminals is equal to φ (except between the up and left terminal, see inset of Fig. 6). We set all wire lengths 
Lj =​ L and interface resistances to be equal for simplicity, and consider different sizes L. Regardless of L, the super-
conducting correlations vanish completely at φ =​ π/2 and φ =​ π, as indicated by   taking its normal state value 

Figure 4.  Analytically calculated transition curves between gapped and ungapped regions in the 
4-terminal case. The mapping of three-dimensional phase space was performed using Eq. (18), with φU =​ 0.  
(a) Transition surface in extended phase space. (b–d) Translation of physically relevant curves into the first 
quadrant for φD =​ 0, π

2
 and π, respectively.

(φL, φR) = (π/2, π/2) (φL, φR) = (3π/2, π/2) (φL, φR) = (π/2, 3π/2) (φL, φR) = (3π/2, 3π/2)

φD =​ π/2 = .0 00 = .0 71 = .0 71 = .1 00

φD =​ 3π/2  = .0 71 = .1 00  = .1 00  = .0 71

Table 1.   Analytically obtained values of   at special points in phase-space. The solution for the zero-
energy DOS   at the intersection point of the wires (x, y) =​ (0, 0) obtained through analytically solving the 
non-linear equations for γj assuming transparent interfaces to the superconducting terminals (in contrast to 
Figs 5 and 6 where a finite interface resistance is used). We fixed φU =​ π/2. At all points (φU, φD, φL, φR) shown in 
the table, the analytically obtained value of   matches the numerically obtained solution.
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( = 1). The gapped region at 0 <​ φ <​ π/2 for small lengths L/ξ ≪​ 1 starts to fill up with available electronic 
excitations as L increases.

Conclusion
The main new results in this work are the class of analytical solutions of the Ricatti-parametrized Usadel equa-
tion at E =​ 0 in the full proximity effect regime, the equations (18) and (19) providing the transition between 
the gapped and non-gapped regimes for an arbitrary number of terminals n, and the specific results for the 
4-terminal case. An interesting expansion of the present work would be to explore how magnetic interfaces23–25 
and spin-orbit coupling would influence the proximity-gap phase diagram and topological properties of multi-
terminal Josephson junctions, as recent works have demonstrated that in particular the latter of these can induce 
several novel effects in both diffusive and ballistic superconducting hybrids13,26–34.

Figure 5.  Numerically calculated density of states at E = 0 for a 4-terminal Josephson junction for different 
phase-configurations. Setting the upper superconducting phase to zero without loss of generality, φU =​ 0, we 
plot the evolution of the proximity-gap phase diagram, quantified via the zero-energy density of states   at the 
intersection between the wires, as the phases at the other superconducting terminals are varied. We have set the 
wire lengths equal to L/ξ =​ 0.67 and the interface contact with the superconductors parametrized by a finite 
interface resistance ratio to the bulk resistance ζ =​ 2.5. The blue regions correspond to the gapped regime where 
 = 0.

Figure 6.  Numerically calculated density of states at E = 0 for a 4-terminal Josephson junction for equal 
flux through the loops. Plot of the Fermi level density of states   for a 4-terminal setup as a function of φ 
where φR =​ φ, φD =​ 2φ, φL =​ 3φ, which corresponds to a scenario where the same flux Φ​ penetrates loops  
that connects the superconducting terminals (see inset). We have set φU =​ 0 without loss of generality,  
δ/Δ​0 =​ 3 ×​ 10−3, and ζj =​ 2.5, j =​ {L, R, D, U}.
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We consider the Josephson effect through a thin spin-orbit coupled layer in the presence of an exchange field
h and discover a set of supercurrent vortices appearing in the system which can be controllably moved around in
the system by varying either the direction of h, the strength |h|, the spin-orbit coupling magnitude α via a gate
voltage, or the phase difference. We refer to this phenomenon as a supercurrent vortex pinball effect and show
that its origin is the spin polarization of the triplet Cooper pairs induced in the system. The supercurrent vortices
are shown to arise from what resembles a Cooper pair-induced inverse Edelstein effect.

DOI: 10.1103/PhysRevB.96.064508

I. INTRODUCTION

The proximity effect endows otherwise nonsuperconduct-
ing materials with superconducting properties and thus offers
an interesting arena to explore how quantum coherence is
manifested in unusual physical environments. One of the
most actively pursued setups includes so-called Josephson
junctions where a material is able to sustain a supercurrent
via proximity to two host superconductors. In the presence
of a magnetic exchange field h, the Cooper pairs that leak
from the superconductors oscillate between the conventional
singlet spin state and the opposite-spin triplet state [1]. If the
exchange field is spatially varying, or the system contains spin-
orbit coupling, the triplet Cooper pairs may rotate between
different triplet states where the electron spins are parallel,
making tunable superconducting spin transport possible [2–4].
In light of this discovery, the effect of spin-orbit coupling
on proximitized materials has recently been investigated in
several works [5–21].

In this paper, we consider a spin-orbit coupled supercon-
ducting hybrid which is found to display novel, inherently
two-dimensional, physical phenomena which are hidden in
effective one-dimensional models. Specifically, we examine
a thin film of a nonsuperconducting material with spin-
orbit coupling sandwiched between two superconductors and
discover a set of supercurrent vortices appearing in the system
which can be controllably moved around by varying either
the direction of h, the strength |h|, the spin-orbit coupling
magnitude α via a gate voltage, or the phase difference. We
refer to this phenomenon as a supercurrent vortex pinball effect
and show that its origin is the spin polarization of the triplet
Cooper pairs induced in the system. The supercurrent vortices
arise from what is reminiscent of a Cooper pair-induced inverse
Edelstein effect.

II. THEORY AND MODEL

A top view sketch of the geometry is given in Fig. 1.
The film can for instance be a two-dimensional electron gas
(GaAs), which has the advantage of a readily tunable Rashba
spin-orbit coupling strength α and a high g factor providing
a strong Zeeman effect. The central region is quadratic with
lengths L = 2ξ where ξ is the superconducting coherence
length and considered to be in the diffusive regime of transport.
A magnetic field is applied in the xy plane, in a direction

denoted by an angle θ relative to the transverse direction
(y axis), creating an exchange field h through the Zeeman
effect. We assume that the film is sufficiently thin [O (nm)] for
the orbital effect to be completely negligible. In the diffusive
transport regime, the Usadel equation [22] is valid:

D∇̄ĝ∇̄ĝ + i[ερ̂3 + σ̂ · h,ĝ] = 0, (1)

where D is the diffusion constant, ε is the quasiparticle energy,
ρ̂3 = diag(+1, + 1, − 1, − 1), and σ̂ = diag(σ ,σ ∗) where σ

is a vector of Pauli matrices. Furthermore, ĝ = ĝ(x,y,ε) is the
retarded, quasiclassical 4 × 4 Green function matrix, defined
as

ĝ =
(

g f

−f̃ −g̃

)
, (2)

where the ˜. . . operation means complex conjugation and
ε → (−ε). The 2 × 2 matrix g is the conventional Green
function, which includes the spin degree of freedom, whereas
the anomalous Green function f takes into account the
presence of superconducting correlations. Spin-orbit coupling
is introduced via the covariant derivative ∇̄ĝ = ∇ĝ − i[ Â,ĝ],
with Â = diag(A,−A∗). Here, we consider Rashba spin-orbit
coupling, as generated by a symmetry breaking in the thickness
direction (z axis), for which one gets

A = −α(σyex − σxey), (3)

where α is the strength of the spin-orbit coupling, and e j is
a unit vector in direction j . We consider low-transparency
interfaces, which are described by the Kupriyanov-Lukichev
boundary conditions [23]

eN · ∇̄ĝ = 1

ζL
[ĝR,ĝL]. (4)

The phenomenological constant ζ is a measure of the interface
resistance (we use ζ = 3 in what follows, corresponding to a
realistic low-transparency interface), and the indices {L,R}
refer to Green functions on the left and right side of the
interface, respectively. Inelastic scattering is accounted for by
letting ε → ε + iδ where δ/
 = 0.01. The superconductors
are assumed to be large enough to be approximated as
bulk and therefore appear only in the boundary conditions
at x = ±L/2. For the transversal interfaces to vacuum, the
boundary conditions reduce to ∇̄ĝ = 0.

To demonstrate the inverse Edelstein effect originating from
the triplet Cooper pairs, we first consider the charge current

2469-9950/2017/96(6)/064508(5) 064508-1 ©2017 American Physical Society



MORTEN AMUNDSEN AND JACOB LINDER PHYSICAL REVIEW B 96, 064508 (2017)

FIG. 1. A top view sketch of the 2D Josephson junction, which
is oriented in the xy plane. The green region represents the normal
metal, which is quadratic with lengths L = 2ξ . The exchange field
h is applied in the plane of the junction. The presence of spin-orbit
coupling creates vortices in the current density.

density which in equilibrium is defined as:

J = J0

∫
dε ReTr{ρ̂3ĝ∇̄ĝ} tanh

βε

2
(5)

with J0 = N0eD/2, where the constant N0 is the density of
states at the Fermi level and β = 1/kBT . The temperature T

is constant and equal to 1‰ of the critical temperature of the
superconductors. By inserting the above expression for ĝ into
Eq. (5), it is seen that the current density only depends on the
anomalous Green function f . Furthermore, f can be split into
a contribution from the singlet component fs and the triplet
component f t = (fx,fy,fz) by inserting the parametrization

f = (fsI + f t · σ )iσy, (6)

where I is the 2 × 2 identity matrix. The current density can
then be written as

J = J I + J t t (7)

with J I = J s − Jx − Jy − J z being the conventional cur-
rent contribution from the individual singlet and triplet
components, which in turn are given as

Jk = 4J0

∫ ∞

0
dε Re{f̃k∇fk − fk∇f̃k} tanh

βε

2
(8)

for k ∈ {s,x,y,z}. The current J I is present also in the absence
of spin-orbit coupling. With spin-orbit coupling, however, one
gets an additional contribution from J t t , which we find to be:

J t t = 16J0αez ×
∫ ∞

0
dε Re{ f̃ t × f t } tanh

βε

2
. (9)

It is observed that while J I is a linear combination of currents
from each of the four components of f , J t t is generated
by interference between the triplet components. Importantly,
the cross product in Eq. (9) determines the spin polarization
direction of a general triplet Cooper pair state, as is well known
from the d-vector formalism used in early works on liquid
3He [24,25]. In other words we find that, due to spin-orbit
coupling, the existence of a finite triplet Cooper pair spin
expectation value directly produces a charge current, which
we interpret as a triplet Cooper pair induced inverse Edelstein
effect. This is a key result in this paper. We note that another
type of Edelstein effect in superconducting hybrid structures
has recently been reported in Ref. [10], where a spontaneous

FIG. 2. The current density distribution for an exchange field
h/
 = 1.0 in the x direction. (a) Streamline plot showing vortices.
(b) Transversal distribution of the x component of the different
currents in the middle of the junction (x = 0). All current densities
are scaled by J0
/L.

supercurrent induced by magnetization in a Josephson junction
with spin-orbit coupling was found. Here, we have presented
a different inverse Edelstein effect, in that the spin density
responsible for the current is solely generated by the triplet
Cooper pairs. This is in contrast to the induced magnetization
which requires a nonzero singlet contribution. Recently, the
nonequilibrium Edelstein effect and magnetoelectric Andreev
transport was discussed in the context of helical metals [18].

III. RESULTS AND DISCUSSION

For the system shown in Fig. 1, we solve the full Usadel
equation, given in Eq. (1), by using the finite element method,
as thoroughly explained in Ref. [26]. In the results presented
herein we apply a phase difference between the superconduc-
tors of φ = π

2 unless otherwise stated. The first thing to note is
that the current density has a nontrivial transversal distribution
and even changes sign in certain areas. In the regions where
a sign change occurs, supercurrent vortices are generated, i.e.,
positions around which the current density circulates. Vortices
in the current density have been reported in proximitized
materials in the presence of an external magnetic flux [26–29],
whereas no such flux is required in the present work. These
flux-induced vortices are associated with a suppression of
superconducting correlations at precisely the location of the
vortices in addition to a phase winding of the superconducting
phase, analogously to Abrikosov vortices. In the results
presented here, we do not find any such suppression, and so
the spin-orbit induced supercurrent vortices are therefore of a
different nature.

The effect is clearly seen in Fig. 2(a), in which the exchange
field is pointing in the x direction. Here, the current density
flows in the positive x direction near the center of the junction
and in the opposite direction by the edges. This creates a
circulation around two oblong vortices at approximately y =
±0.4L within which the current density is suppressed. Such
a current distribution may be measured experimentally using
magneto-optic imaging [30].

Figure 2(b) shows the transverse distribution of the current
flowing across the junction. Specifically, it shows the different
contributions in Eq. (7) to the total current. It is seen that the
transverse distribution of the individual components Jk—the
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FIG. 3. The total current I passing between the superconductors
(found by integrating the current density J over the cross section)
as a function of the exchange field strength h = |h|, applied at an
angle θ = 45◦ relative to the y axis. The normalized strength of the
spin-orbit coupling is αL = 1. Pink regions indicate the presence of
vortices in the current density. The insets show the current density
distribution for selected points.

components not explicitly dependent on α—almost perfectly
cancel, rendering their sum JI constant. It is therefore clear
that the main contribution to the transverse distribution stems
from Jtt , the term responsible for the inverse Edelstein effect
induced by the triplet Cooper pair spins.

A key point is that the existence of the vortices are found
to depend on the strength h = |h| of the exchange field. When
examining the current passing between the superconductors
for increasing exchange field, a decaying oscillatory pattern is
found where, for certain values of h, the current flows in the
opposite direction. This is known as a π junction [31], owing
to the fact that the ground state of the Josephson junction
has a phase difference of π rather than zero [1]. We find
that the vortices are harbingers of a 0-π transition, being
present only when the total current is significantly reduced.
The reason for this is that the transversal distribution of the
current density is much less influenced by the strength of
the exchange field than the current itself. For increasing h,
the curvature of Jtt in Fig. 2(b) is more or less retained,
while the total current—that is, the average of the current
density—is reduced upon approaching a 0-π transition. Close
enough to the transition, the minimas of the current density
will cross zero and become negative. Evidently, a current
density redistribution is less energetically favorable than vortex
generation.

It turns out that for an in-plane exchange field, the current
is reduced rapidly enough with increasing h for vortices to
remain present once they first appear. This can be seen in
Fig. 3, which shows the total current I , found by integrating
the current density J over the cross section. The exchange
field is applied at an angle θ = 45◦ with respect to the y axis.
In the pink region there are vortices in the current density, and
it is observed that the modulation of the curve hinders a reentry
into the green region, where vortices are not present. For an
out-of-plane exchange field this is not necessarily the case, and

away from the transition points, the current may become large
enough for the vortices to disappear.

Interestingly, the location of the vortices also changes as
the exchange field is increased. The insets of Fig. 3 show
the current density distribution for selected points along the
current curve. The vortices first appear at the vacuum edges,
on opposite sides of the junction, near the superconducting
interfaces. As h is increased, they translate vertically and pass
the x axis at precisely the 0-π transition. At this stage, the
current density distribution is symmetric about both the x and
the y axis, with no net current passing between the supercon-
ductors. Further increase of h causes further translation of the
vortices. However, since they must cross the x axis every 0-π
transition due to the symmetry requirements, a turning point
must be reached, and the motion of the vortices may best be
described as resembling a damped harmonic oscillator.

In the study of a 1D Josephson junction with spin-orbit
coupling, it was recently discovered that the critical current
varies greatly with the direction of an applied exchange
field, even creating 0-π transitions [8,13]. It is therefore
reasonable to presume that the current density distribution
becomes nontrivial. We find that this is indeed the case.
With an exchange field of strength h/
 = 1.0 pointing in the
transversal direction (θ = 0◦), no vortices are found. Rotating
h increases the transversal variation of the current density,
and at around θ = 30◦ vortices appear, as shown in Fig. 4(a).
Further rotation translates the vortices vertically towards the
x axis, as seen in Fig. 4(b) for θ = 60◦, before translating
towards the y axis and ending up like Fig. 2(a) for θ = 90◦.

We also determine how the strength of the spin-orbit
coupling affects the vortices. Tuning of the Rashba parameter
α can be achieved experimentally in a 2DEG by means of a
gate voltage [32–34]. For small spin-orbit coupling strength,
so too is the contribution from Jtt , as can be seen from the
explicit dependence on α in Eq. (9). With increasing α, the
inverse Cooper pair Edelstein effect predicted here increases
both in terms of the curvature and the amplitude of Jtt , making
the existence of supercurrent vortices possible. Since varying
α changes the topography of Jtt , it is reasonable that the
vortex locations also changes. This can be seen in Figs. 4(c)
and 4(d), which show the current density distribution for
αL = 1.2 and αL = 1.6, respectively. It is noted that for
large enough Rashba parameter α, no 0-π transition will take
place [8], and vortices will only appear for large exchange
fields where the conventional contribution to the current, JI ,
is sufficiently suppressed relative to Jtt .

Finally, we investigate the effect of varying the phase
difference φ between the superconducting leads. In Figs. 4(e)
and 4(f) is shown the current density distribution for select
values of φ for an exchange field of strength h/
 = 1.0 applied
at an angle of θ = 45◦ and a spin-orbit coupling strength of
αL = 1.0. It can be seen that the phase difference provides
yet another means of enacting control over the vortices, with
both their presence and location influenced. The two vortices
translate vertically in opposite directions as the phase differ-
ence is increased. It is noted that the total current has a typical
sinusoidal behavior and that the current is zero for φ = 0.

Due to the complexity of the numerical problem, we have
here focused on a particular system with a specific set of
parameters which we believe to be experimentally relevant.
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FIG. 4. Streamlines of the current density for (a),(b). Different
exchange field directions θ with spin-orbit coupling strength αL =
1.0 and phase difference φ = π

2 . (c),(d) Different αL with θ = 45◦

and φ = π

2 . (e),(f) Different φ with αL = 1.0 and θ = 45◦. The
strength of the exchange field is h/
 = 1.0, which is a realistic
magnitude of order � meV accessible via an external magnetic field.
All current densities are scaled by J0
/L.

However, the results can be generalized based on the current
findings. For larger exchange fields (but not so large as to
destroy the superconducting proximity effect) one can expect
that the presence of vortices becomes more common, as the
total current is gradually suppressed. Increasing the distance
between the superconductors is also known to generate 0-
π transitions, around which one may expect vortices. The
presence and location of the vortices may also be influenced
by the width of the system, as is the case for flux induced
vortices [26]. In other words, the results presented herein are
not specific to the model considered.

In an experimental setup, a slight misalignment in the
orientation of an in-plane field will introduce an out-of-plane
component which in turn generates an orbital effect that cannot
in general be neglected. To investigate the degree to which
this effect influences the current distribution, we have solved
the system with an applied external flux A. This produces an
additional current contribution, given as

JA = 16
J0 A

h̄2

∫
dε Im(fsf̃s − f t · f̃ t ) tanh

βε

2
. (10)

FIG. 5. Streamlines of the charge current density J for increasing
external flux � passing through the system in the z direction. The
exchange field strength is h/
 = 1.0, applied in an in-plane direction
of θ = 45◦, and the spin-orbit coupling strength is αL = 1.0.

We use the Coulomb gauge, and define the vector potential
as A = −B⊥yex , where ex is a unit vector pointing in the
x direction and B⊥ is the out-of-plane component of the
magnetic field. The flux passing through the system is then
given by � = B⊥L2. In Fig. 5 we show the current density
distribution for various flux levels, with θ = 45◦ and h/
 =
1.0. The strength of the spin-orbit coupling is αL = 1.0. For
� < �0, where �0 = h

2e
is the flux quantum, there are no flux

induced vortices, and we see from Figs. 5(a) and 5(b) that the
effect of the external flux is to translate the spin-orbit vortices
towards the left, with the left-most vortex disappearing from
the system. The right-most vortex eventually becomes trapped
in the center of the junction for � � �0. For � > 1.2�0, the
vortex splits in two and aligns along the y axis, as shown
in Figs. 5(c) and 5(d), which is typical for flux-induced
vortices [27]. At this point the spin-orbit induced vortices are
indistinguishable from flux induced vortices.

To investigate whether spin-orbit vortices will be com-
pletely obscured by a small deviation from the in-plane
orientation of the magnetic field in an experimental setting,
we estimate an effective magnetic field from the exchange
field via the Zeeman effect; Beff = 2h̄

μBg
h, where μB is

the Bohr magneton. We assume that the superconductors
are niobium, for which the superconducting energy gap is
given as 
 � 1.5 meV, and the diffusive coherence length
is ξ � 15 nm. For a normal metal, where the g factor is
given as g � 2, an exchange field strength of |h| = 
 is
produced by a magnetic field of Beff � 26 T. This magnitude
is not intended as an experimentally feasible field, but is
used here to show that even for huge external fields, the
supercurrent vortex pattern predicted here remains robust
toward an accidental out-of-plane field component. In some
doped semiconductors, which are more relevant as candidate
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materials for the spin-orbit coupled region in the present
study, the g factor can be significantly higher, bringing the
required field down to a more tractable level of order ∼1–2 T
[35]. To estimate the out-of-plane component we use an
angle equal to a realistic orientational uncertainty [36] of
ψ = 1◦, so that B⊥ = Beff sin ψ � 0.45 T. This amounts to
a flux of � � 0.2�0, which means that while the out-of-plane
component will change the current distribution, it is small
enough for the spin-orbit induced vortices to remain visible.

IV. CONCLUSION

We have investigated two-dimensional Josephson junctions
with spin-orbit coupling and find that vortices appear in the
current density. The presence and location of these vortices

may be tuned by varying either the exchange field strength,
its direction, the strength of the spin-orbit coupling, or the
phase difference. This “supercurrent vortex pinball effect”
has its origin in the spin polarization of the triplet Cooper
pairs induced in the system and thus arises from what may be
interpreted as a Cooper pair-induced inverse Edelstein effect.
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We discover an intrinsic superspin Hall current: an injected charge supercurrent in a Josephson junction
containing heavy normal metals and a ferromagnet generates a transverse spin supercurrent. There is no
accompanying dissipation of energy, in contrast to the conventional spin Hall effect. The physical origin of the
effect is an antisymmetric spin density induced among transverse modes ky near the interface of the superconductor
arising due to the coexistence of p-wave and conventional s-wave superconducting correlations with a belonging
phase mismatch. Our predictions can be tested in hybrid structures including thin heavy metal layers combined
with strong ferromagnets and ordinary s-wave superconductors.
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I. INTRODUCTION

By combining materials with different properties at the
quantum-mechanical level into hybrid structures, new physics
emerges that often cannot be found in pure materials. The
field of superconducting spintronics [1] is a prime example
of this, where the synthesis of superconducting and magnetic
correlations has been shown [2–5] to yield physical effects
that are interesting both from a fundamental viewpoint and
from the viewpoint of potential cryogenic applications. One
actively pursued direction in this field has been the prospect
of producing dissipationless currents of spin carried by spin-
polarized Cooper pairs [6,7]. The conversion of charge currents
to spin currents is known to occur via the spin Hall effect
[8–10] in conventional spintronics, but it is accompanied by
the dissipation of energy due to the resistive nature of electric
currents in nonsuperconducting structures. Here, we show that
it is possible to achieve a dissipationless conversion from
charge to spin supercurrents, using conventional superconduct-
ing materials. We discover that an injected charge supercurrent
in a Josephson junction generates a pure transverse spin
supercurrent that is thus time-reversal invariant. Due to the
analogy with the conventional spin Hall current, we refer to
this as a superspin Hall current. The microscopic origin of
the superspin Hall current is a spin magnetization induced at
the interface that is antisymmetric in transverse momentum
ky . This magnetization is in turn caused by the induction
of p-wave superconductivity coexisting with conventional
spin-singlet pairing. Our predictions can be verified using
hybrid structures with thin heavy-metal layers combined with
strong ferromagnets and ordinary s-wave superconductors
(see Fig. 1) and open new vistas for making superconductors
compatible with spintronics functionality.

II. THEORY

To describe physics occurring at atomic length scales and
also incorporating strong spin-orbit coupling, we use the tight-
binding Bogoliubov–de Gennes (BdG) framework, which is
free from the limitations on length scales and self-energy
magnitudes present in, e.g., quasiclassical theory [11]. Our

Hamiltonian reads

H = −t
∑

〈i, j〉σ
c
†
iσ c jσ − i

2

∑
〈i, j〉αβ

λic
†
iαn · (σ × di j )αβc jβ

−
∑

iσ

μic
†
iσ ciσ −

∑
i

Uini↑ni↓ +
∑
iαβ

c
†
iα(hi · σ )αβciβ.

(1)

Here, t is the hopping integral, {ciσ ,c
†
iσ } are second-quantized

fermion operators for site i and spin σ , n is a unit vector normal
to the interface, λi is the site-dependent spin-orbit coupling
magnitude, di j = −d j i is the nearest-neighbor vector from
site i to site j , niσ = c

†
iσ ciσ , σ is the Pauli matrix vector, hi

is the local magnetic exchange field, μi is the local chemical
potential, and Ui is the on-site attractive interaction giving rise
to superconductivity. For concreteness, we consider a square
lattice of size Nx × Ny with lattice site indices i = (ix,iy).
To demonstrate the superspin Hall current, we consider Fig. 1
which may be experimentally achieved by creating a stack of
layers including one magnetic layer (e.g., Fe or Co) and two
thin heavy-metal layers (e.g., Pt or Au) sandwiched between
two conventional superconductors (e.g., Nb or Al). The various
terms in Eq. (1) exist in their respective regions in Fig. 1.
For instance, the spin-orbit coupling term λi is only finite for
lattice points inside the heavy-metal regions. For brevity of
notation, the lattice constant is set to a = 1 and all length
scales are measured relative to a whereas all energies are
measured relative to t . Since n is the interface normal (n = x̂),
the Hamiltonian above is Hermitian without any requirement
of symmetrization.

To simplify the calculations, we assume periodic bound-
ary conditions in the ŷ direction, as is common practice
[12–14]. While this represents an approximation to the geome-
try considered, it will still allow us to determine the presence of
transverse currents. Equation (1) may now be diagonalized by
Fourier transforming the fermion operators in the ŷ direction;

ciσ = 1/
√

Ny

∑
ky

cixkyσ eiky iy . (2)
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Performing a standard mean-field ansatz �i = −Ui 〈ci↓ci↑〉,
one arrives at the Hamiltonian

H = H0 + 1

2

∑
ijk

B
†
ikHijkBjk, (3)

where H0 contains the superconducting condensation energy
Ny

∑
i∈S |�i |2/Ui (which must be retained when evaluating

the free energy of the system). Let i ≡ ix and j ≡ jx from
now on for brevity of notation. The superconducting regions
are comprised of Nx,S lattice points each, whereas the heavy
metals generating interfacial Rashba spin-orbit coupling and
strong ferromagnets have spatial extensions Nx,HM and Nx,F ,
respectively. The total number of lattice sites is Nx = Ny .
Setting k ≡ ky , the basis above is

B
†
ik = [c†ik↑ c

†
ik↓ ci,−k↑ ci,−k↓] (4)

and we defined the 4 × 4 matrix:

Hijk = εijkσ̂0τ̂3 + [
h

y

i σ̂y + (λ sin k/2)σ̂z

]
τ̂0

+ (
hx

i σ̂x + hz
i σ̂z

)
τ̂3 + �iiσ̂y τ̂

+ − �∗
i iσ̂y τ̂

−, (5)

where

εijk ≡ −t cos(k)δij − t(δi,j+1 + δi,j−1)/2 − μiδij (6)

and 2τ̂± = τ̂1 ± iτ̂2. The matrices τ̂i that appear in Eq. (5)
are the usual Pauli matrices (i = 0,1,2,3, where τ̂0 is the
identity). By diagonalizing the above matrix, we end up with
the Hamiltonian

H = H0 + 1

2

∑
nk

Enkγ
†
nkγnk, (7)

where the new (quasiparticle) fermion operators are related to
the original ones via the relations

cik↑ =
∑

n

uinkγnk, cik↓ =
∑

n

vinkγnk,

c
†
i,−k,↑ =

∑
n

winkγnk, c
†
i,−k,↓ =

∑
n

xinkγnk. (8)

Here, {u,v,w,x} are elements of the matrix that diagonalize the
Hamiltonian and are numerically obtained. The diagonalized
form of the Hamiltonian makes it trivial to evaluate expectation
values of the type 〈γ †

nkγnk〉 = f (Enk/2), where f is the Fermi-
Dirac distribution function.

With the eigenvectors {u,v,w,x} and eigenvalues {Enk} at
hand, we can compute a number of physical quantities in the
system under consideration. For instance, the order parameter
takes the form

�i = − Ui

Ly

′∑
nk

vinkw
∗
ink[1 − f (Enk/2)], (9)

where the prime superscript on the sum indicates that only
energy eigenvalues |Enk| < ωD should be included, and ωD is
the BCS Debye cutoff frequency. The free energy reads

F = H0 − 1

β

∑
nk

ln(1 + e−βEnk/2), (10)

where β = 1/T and T is temperature. The evaluation of charge
and spin supercurrent j i and j i,S operators requires a consid-

S HM F SHM

jS
int

L R

M
Charge supercurrent

x

y

Transverse spin supercurrent

FIG. 1. Suggested experimental setup for demonstration of the
superspin Hall current in a Josephson junction. The exchange field in
the ferromagnetic region (gray arrows) is directed either along the x̂
or ŷ axis. In our calculations, we model the system as a 2D square
lattice with periodic boundary conditions in the ŷ direction.

eration of the combined continuity and Heisenberg equation:

−∇ · j i = i[H,ρi ], −∇ · jS
i = i[H,Si ]. (11)

Here,

ρi =
∑

σ

c
†
iσ ciσ (12)

is the charge-density operator at site i , while

Si =
∑
αβ

c
†
iασ αβciβ (13)

is the spin-density operator (we omitted constant prefactors
such as the electronic charge |e|). After a Fourier transforma-
tion, the spin-density expectation value at site i reads

Si =
∑
kαβ

Sik, Sik = 〈c†ikασ αβcikβ〉. (14)

Here, Sik is the momentum-resolved spin-density expectation
value at lattice point i, which will play a prominent role in
the discussion later.

A spin supercurrent flowing along the interface has three
polarization components and is most conveniently evaluated
in the superconducting region:

j int
i,S = 〈 jS

i · ŷ〉 = − 8t

Ny

∑
kαβ

sin(k)σ αβ〈c†ikαcikβ〉. (15)

For instance, the spin supercurrent polarized in the x̂ and
ŷ directions is

j
int,x
i,S = −16t

Ny

∑
nk

sin(k)Re{uinkv
∗
ink}f (Enk/2),

j
int,y
i,S = 16t

Ny

∑
nk

sin(k)Im{u∗
inkvink}f (Enk/2). (16)

III. RESULTS

A. Superspin Hall current

We first numerically diagonalize the Hamiltonian given
by Eqs. (1) and (5) for the Josephson junction shown in
Fig. 1 using the parameters μS = 0.9, μN = 0.85, μF =
0.8, ωD = 0.3, Nx,S = 35, Nx,HM = 4, Nx,F = 7, U = 2.1,
and T = 0.01. The order parameter phase is fixed at the
last five lattice points in the S regions in order to model
supercurrent injection via a phase difference, as is standard in
the BdG lattice treatment. Fixing �φ = 0.5π gives an effective
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FIG. 2. (a) Superspin Hall current manifested via a transverse spin supercurrent j
int,x
i,S in the superconducting (S) state. It vanishes in the

normal (N ) state: j
int,x
i,S = 0. (b) Spatial evolution of the superconducting order parameter. Inset: Sσ,i (τ ) with relative time set to τ = 5, (c) Px

σ,i ,
and (d) Py

σ,i . For the inset in panel (b) and in panel (c), the curves are identical for σ = ↑ and σ = ↓. We have used the parameter set specified
in the main text, considered the system in Fig. 1, and set hy = 0.5, λ = 0.2, and �φ = 0.5π .

phase difference between the superconducting interfaces of
�φ 
 0.47π due to the phase drop inside the superconductors.
The following results are not qualitatively sensitive to the
parameter choice above. For the above parameter set, and
all other sets presented in the figures of this paper, we have
checked that the superconducting state minimizes the free
energy of the system.

When �φ �= 0, a transverse spin supercurrent appears
in the superconducting region as shown in Fig. 2(a). This
demonstrates the intrinsic superspin Hall current. The effect
occurs even if one removes one of the heavy-metal layers. The
spin supercurrent predicted here does not exist in the absence
of superconductivity, as also shown in Fig. 2(a). Reversing
the phase difference, �φ → −�φ, and thus the charge
supercurrent, also reverses the transverse spin supercurrent.
Before explaining the microscopic origin of the superspin Hall
current, we note that there are both odd- and even-frequency
triplet correlations in the system, denoted odd-ω and even-ω
from now on. The on-site (s-wave) odd-ω anomalous triplet
amplitudes S are defined as

S0,i (τ ) = 〈ci↑(τ )ci↓(0)〉 + 〈ci↓(τ )ci↑(0)〉,
Sσ,i (τ ) = 〈ciσ (τ )ciσ (0)〉, (17)

where τ is the relative time coordinate, and the subscripts 0
and σ = ±1 = ↑,↓ denote the spin projection along the
quantization axis. All S vanish at τ = 0. The p-wave even-ω
anomalous triplet amplitudes P have both a px- and py-wave
component. They are defined as

Px(y)
0,i =

∑
±

±(〈ci↑ci±x̂( ŷ),↓〉 + 〈ci↓ci±x̂( ŷ),↑〉),

Px(y)
σ,i =

∑
±

±〈ciσ ci±x̂( ŷ),σ 〉. (18)

The existence of these correlations and their spatial distribution
throughout the system are shown in Figs. 2(b)–2(d), proving
how they arise precisely near the interfaces between the
superconductor and heavy metals where the transverse spin
supercurrent flows. The triplet components of the Cooper pairs
are generated from the broken spin rotational symmetry in our
system, whereas the p-wave orbital symmetry emerges as a
result of broken translational symmetry due to the presence
of interfaces [16,17] and due to the presence of spin-orbit
interactions. Note how the pairing amplitudes S and P are by
definition k-independent. The k-resolved anomalous Green
functions, which are odd under k → (−k) for, e.g., p-wave
pairing, will be examined in the following subsection as they
play an important role in understanding the appearance of a
transverse spin supercurrent.

The transverse spin-supercurrent in the present system
exists when the exchange field contribution h · σ to the Hamil-
tonian does not commute with the spin-orbit contribution
λ sin(k)σz. In effect, the superspin Hall current arises when

[h · σ ,λ sin(k)σz] �= 0. (19)

This means that the exchange field must be oriented in the xy

plane of the system shown in Fig. 1. If the exchange field is
oriented along the z axis, no superspin Hall current exists.

The polarization of the transverse spin-supercurrent is
also dictated by the orientation of the exchange field h.
A comparison of Figs. 2(a) and 3(h) shows that the spin-
supercurrent polarization is perpendicular to h.

B. Microscopic origin

To explain the physical origin of the superspin Hall current
in the system, we first note the close relation between the spin
magnetization and the spin supercurrent in the system. From
Eqs. (14) and (15), the only difference between them is a factor
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FIG. 3. Upper row: The panels show the induced singlet anomalous Green function f
singlet
ik , the triplet correlations f

triplet
ikσσ evaluated at lattice

point ix = NS − 1 (right at the S/N interface), the induced spin-magnetization density Sik evaluated at lattice point ix = NS − 1 (right at the
S/N interface), and the superspin Hall current j int

i,S from left to right. Here, the phase difference has been set to �φ = 0, while h = 0.3, λ = 0.3,
T = 0.005, NS = 25, NHM = 4, NF = 5, Ny = 200, and h = hx̂. Lower row: Same as the upper row except that �φ = π/2. In this case, the
coexistence of triplet and singlet correlations that are phase-mismatched produce an antisymmetric spin density Sik , which in turn gives rise
to a finite superspin Hall current. In the line labels of the second panels from the left, we have abbreviated f

triplet
ikσσ ≡ fσσ . In this figure, the

exchange field has been rotated to the x̂ direction to show that the superspin Hall current exists also in this case. In all other plots in this paper,
the exchange field points in the ŷ direction.

sin(ky) inside the summation. If the momentum-resolved spin
magnetization Sik is antisymmetric in momentum ky , it will
vanish when summed over the momentum index. However, due
to the extra factor sin(ky), an antisymmetric spin magnetization
gives a symmetric spin supercurrent, which is thus finite
upon summation over ky . The factor sin(ky) and the resulting
difference in symmetry are physically reasonable. If a spin
density is antisymmetric in momentum ky , there will exist a net
spin flow since the spin current requires an extra multiplication
with the group velocity

∂εk/∂ky ∝ sin(kya) (20)

for each transverse mode. On the other hand, a spin density
that is symmetric in ky does not induce any spin current.

An antisymmetric spin density in the momentum index ky

may emerge whenever conventional superconducting singlet
pairing and triplet pairing (such as a py wave) coexist,
for instance near interfaces, as we will explain below. A
general superconducting order parameter Fik accounting for
both singlet and triplet pairing (considering here the even-ω
symmetry contribution) can be written as

Fik = (fi,s + f i,k · σ )iσ2, (21)

where fi,s is the singlet component and f i,k = − f i,−k is a
vector containing the triplet components according to

f = 1
2 [f↓↓ − f↑↑,−i(f↓↓ + f↑↑),2f↑↓]. (22)

Above, we suppressed the (i,k) indices on the triplet anoma-
lous Green functions fikσσ ′ for brevity of notation, and we
also do so below when the index is not of importance for
the argument. A nonunitary superconducting state, where
the Cooper pairs have a finite spin expectation value, is
defined by FF † not being proportional to the unit matrix.

A straightforward calculation shows that

FF † = |fs |2 + | f k|2 + σ · [(fs f ∗
k + f ∗

s f k) + i( f k × f ∗
k)].

(23)

The term i( f k × f ∗
k) determines the spin expectation value of

pure triplet Cooper pairs, whereas (fs f ∗
k + f ∗

s f k) determines
the spin magnetization of a given mode ky resulting from
the coexistence of singlet and triplet pairing. The spin
magnetization arising due to the Cooper pairs in the system
thus takes, in general, the following form for a given mode ky :

SCooper
k ∝ (fs f ∗

k + f ∗
s f k) + i( f k × f ∗

k). (24)

Performing a summation over modes ky , one obtains the total
spin density. Therefore, it is clear that if (fs f ∗

k + f ∗
s f k) =

2 Re{fs f ∗
k} is nonzero, it will be antisymmetric in ky due to

the fundamental property of the triplet vector f k. It is crucial
to note that the existence of p-wave triplet pairing alone is not
sufficient to produce an antisymmetric spin density in ky space.
First of all, it has to coexist with singlet pairing. But even such
a scenario is not sufficient, as it is only the real part of the
product fs f ∗

k that contributes. Consider, for instance, the case
in which singlet pairing coexists with Sz = 0 triplet pairing,
such that f k ‖ ẑ. According to our above argumentation, this
should produce a magnetization in the ẑ direction. It is not
immediately obvious how a magnetization in the ẑ direction
can arise from singlet pairs (which are spinless) and triplet
pairs with zero spin projection along the ẑ axis. Therefore,
we provide a detailed exposition of the physical mechanism
behind this effect in the Appendix.

With this in mind, we can now explain why the superspin
Hall current appears. As argued above, this current will
exist when an antisymmetric spin density is induced near
the interface. The spin density, in turn, is determined by the
generation of p-wave superconducting correlations coexisting
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with conventional singlet ones when these have an appropriate
relative phase such that Re{fs f ∗

k} �= 0 (as explained in the
Appendix). The equal spin-pairing triplet anomalous Green
functions may be obtained as

f
triplet
ikσσ = 〈ci,k,σ ci,−k,σ 〉

=
{∑

n uinkw
∗
ink[1 − f (Enk/2)] for σ = ↑,∑

n vinkx
∗
ink[1 − f (Enk/2)] for σ = ↓,

(25)

where, as before, we have used the shorthand notation of
ky ≡ k. We now illustrate two instructive cases in Fig. 3.
In the upper row (a)–(d), the phase difference is �φ = 0
(no current injected) while in the lower row (e)–(h), the
phase difference is �φ = π/2 (finite current injected). In
both cases, we have set h = 0.3, λ = 0.3, and h = hx̂. We
also chose a different system size, exchange field orientation,
and number of transverse modes from those in the previous
figures in order to show that the effect does not depend on
these details: NS = 25, NHM = 4, NF = 5, and Ny = 200. As
expected, a finite net magnetization Sx exists in the upper row,
which comes from the inverse proximity effect caused by the
magnetic region. However, there exists no net or ky-resolved
magnetization Sy despite the fact that the anomalous triplet
correlations f

triplet
ikσσ ≡ fσσ are nonzero. The reason for this is

that they are purely real, as seen in the figure. Consequently,
Re{fs f ∗

k} = 0 since the singlet ones are purely real in the
absence of a phase gradient. Note how the figure shows
that f↑↑ = f↓↓, such that no antisymmetric contribution is
made to the x component according to Eq. (22). The finite
magnetization induced along the x direction is instead caused
by the odd-ω triplet component. In general, the triplet vector
f can have both a symmetric term in k (the odd-ω component)
and an antisymmetric term in k (the even-ω component). Only
the latter contributes to the spin supercurrent in the present
context, as explained above.

Consider now instead the lower row, where a finite
phase difference exists. The singlet and triplet correlations
are now complex because of �φ �= 0, and as a result the
y component of the spin-magnetization (which exists since
the term Re{fs f ∗

k} is nonzero) is finite and antisymmetric in
ky . Although no net magnetization exists in the y direction, a
net spin supercurrent now exists due to the relation between
Eqs. (14) and (15) explained above. A phase gradient is thus
physically required in order to render the singlet and triplet py-
wave correlations complex: otherwise, no antisymmetric spin
magnetization associated with a nonunitary superconducting
state exists, and the spin supercurrent is zero. This explains the
origin of the superspin Hall current predicted in this paper.

The above explanation is consistent irrespective of the
direction of the in-plane exchange field. For instance, if we
instead choose h = h ŷ, one finds that the triplet anomalous
function is purely imaginary at �φ = 0 and that f↑↑ = −f↓↓.
In this case, there is no contribution to the ŷ component
according to Eq. (22), and although f k · x̂ �= 0 there is still no
antisymmetric spin density since Re{fs f ∗

k} = 0. If �φ �= 0,
on the other hand, Re{fs f ∗

k} is finite in the x̂ direction and a
spin supercurrent polarized in this direction appears, as seen
in the figure.
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FIG. 4. The dependence of the superspin Hall current j
int,x
i,S on

physical parameters in the system (Fig. 1). (a) λ = 0.2 and hy = 0.5
for various values of the phase difference �φ. (b) �φ = π/2 and
hy = 0.4 for several spin-orbit magnitudes λ. (c) λ = 0.3 and �φ =
π/2 for various values of the exchange field hy . The values of the
remaining parameters are the same as in Fig. 2. The background color
indicates in which region the current has been evaluated (compare
with the left part of Fig. 1).

The spatial dependence of the superspin Hall current on
the phase difference, the Rashba spin-orbit interaction, and
exchange field is shown in Fig. 4. The effect vanishes both in
the absence of superconductivity (�φ = 0) and in the absence
of a charge supercurrent (�φ = 0), as follows from the above
explanation of the physical origin of the effect. We also find
that the magnitude of the transverse current j

int,x
i,S evaluated at

the superconducting interface (i = NS ≡ Nx,S) oscillates with
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FIG. 5. The dependence of the superspin Hall current j
int,x
i,S on

physical parameters in the system, evaluated at different lattice sites i.
We have set �φ = 0.5π and (a) λ = 0.3 and (b) hy = 0.4. The values
of the remaining parameters are the same as in Fig. 2. A scattering
potential Vint = 0.1 at each of the interfaces was also added here
to show that the effect is resilient toward interfacial scattering. The
current oscillates with both h and λ and eventually decays with both
as these quantities increase and suppress superconductivity.
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FIG. 6. Change in oscillation length of the superspin Hall current
as the magnitude of the Rashba spin-orbit parameter is altered. The
plots show the cases (a) λ = 0.1 and (b) λ = 2.1. The exchange field
is h = h ŷ with h = 0.3, T = 0.005, and the other parameters are the
same as in Fig. 2.

both the Rashba strength and the magnitude of the exchange
field for the parameter regimes we have investigated, as shown
in Fig. 5. The effect is also purely sinusoidal as a function
of the superconducting phase difference �φ (not shown).
The oscillations could stem from the change in k-space band
structure due to the inverse proximity effect near the interface
as one varies the magnitude of h and λ, as the detailed k
dependence of the spin magnetization (and thus in turn the
magnitude of the spin supercurrent after summation over k)
will be affected by the details of the band structure.

The atomic-scale superimposed oscillations are character-
istic for physical quantities in ballistic quantum-mechanical
systems and are also present in, e.g., the proximity-induced
magnetization in conventional superconductors [15] and he-
lical edge-mode currents in triplet superconductors [14]. It
should be noted, however, that the oscillation period of the
spin supercurrent depends here on the system parameters. This
is shown in Fig. 6, where it is clear that the oscillation period
is altered by changing the magnitude of the Rashba parameter.
The origin of the oscillations is likely to be similar to that
described in Ref. [14], namely due to an interplay between the
renormalized spectral weight in the superconductor due to the
inverse proximity effect and how the p-wave superconducting
correlations decay as a result.

IV. CONCLUDING REMARKS

Previous theoretical work has considered spin accumulation
from spin Hall effects in superconducting structures [18–23],
and a recent experimental work [24] demonstrated an enhance-
ment of the inverse spin Hall signal [10] in a superconductor by
three orders of magnitude. A similar edge spin magnetization
might occur from the superspin Hall current predicted in this
work. Although the interface between a superconductor and
a ferromagnet breaks inversion symmetry on its own, the
purpose of the HM layers is to enhance the magnitude of the
resulting Rashba interaction. A transverse spin current induced
by a charge supercurrent was also considered in Ref. [25],
albeit in a different setup where spin-orbit coupling was present
in the entirety of one superconducting region and where no
magnetism was present. Reference [26] considered spin Hall
effects in a Josephson setup both with and without an electric
bias voltage applied to the system.

It is worth remarking that in comparison to the typical
spin Hall phenomenology, where an injected current in the
x direction is deflected in the y direction and polarized in
the z direction, the spin supercurrent here is not polarized
perpendicularly to the plane defined by its injection and
deflection direction. However, similarly to the conventional
spin Hall phenomenology, the spin supercurrent arises as a
direct consequence of Cooper pairs that are polarized in the
z direction. The details regarding how Sz = ±1 Cooper pairs
give rise to a spin supercurrent polarized in the xy plane have
been covered in detail in the main body of this paper.

Interesting future directions to explore include the precise
circulation pattern of the superspin Hall current predicted
herein in a finite-width sample, and the possible accompanying
edge spin accumulation due to triplet Cooper pairs.
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APPENDIX: MAGNETIZATION ARISING OUT
OF A NONUNITARY COEXISTENCE OF SINGLET

AND TRIPLET PAIRING

Consider for simplicity a bulk system in which singlet
pairing �s coexists with Sz = 0 triplet pairing �k = −�−k.
The Hamiltonian reads

H =
∑

k

φ
†
kMkφk, (A1)

where we used a basis φk = [ck↑ ck↓ c
†
−k↑ c

†
−k↓]T and defined

Mk =

⎛
⎜⎜⎜⎜⎜⎝

εk 0 0 �k + �s

0 εk �k − �s 0

0 �∗
k − �∗

s −εk 0

�∗
k + �∗

s 0 0 −εk

⎞
⎟⎟⎟⎟⎟⎠

.

(A2)

The four eigenvalues are given as {E+,E−,−E+,−E−}, where

E± =
√

ε2
k + |�s ± �k|2. (A3)

Performing a standard diagonalization of the Hamiltonian by
introducing a new quasiparticle basis

γk = [γ1k γ2k γ3k γ4k]T, (A4)

where γik are second-quantized fermion operators, one arrives
at

H =
∑

k

[Ek+(γ †
1kγ1k − γ

†
2kγ2k) + Ek−(γ †

3kγ3k − γ
†
4kγ4k)].

(A5)
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The relation between the original fermion operators c and the
new ones γ is

φk = Pkγk, (A6)

where Pk is the diagonalizing matrix containing the eigenvec-
tors of the original Hamiltonian,

Pk =

⎛
⎜⎜⎜⎝

g+(Ek+) g+(−Ek+) 0 0

0 0 g−(Ek−) g−(−Ek−)

0 0 1 1
1 1 0 0

⎞
⎟⎟⎟⎠,

(A7)

and we defined the auxiliary quantity

g±(E) = �k ± �s

E − εk
. (A8)

Now, the magnetization of the system in the ẑ direction is
computed according to Eq. (14):

Sz =
∑
kσ

σ 〈c†kσ ckσ 〉. (A9)

To see how this magnetization is directly influenced by the
coexistence of singlet and triplet pairs in the system, we replace
the original fermion operators in Eq. (A9) with the new ones
according to Eq. (A6). Considering for simplicity the T = 0
limit, one arrives at

Sz =
∑

k

[|g+(−Ek+)|2 − |g−(−Ek−)|2]. (A10)

At this point, we distinguish between unitary and nonunitary
states. In the unitary case, we have Re{�s�

∗
k} = 0 so that

Ek+ = Ek−: the magnitudes of both gaps �± = �k ± �s are
equal. Moreover, it follows from Eq. (A8) that in the unitary
case one has |g+(x)| = |g−(x)|. Combining these two facts, it
follows that the term inside the summation

∑
k in Eq. (A10)

is zero for any k value. In effect, there is no magnetization at
any k point and obviously no net magnetization either.

Consider now instead a nonunitary state where
Re{�s�

∗
k} �= 0. In this case, the magnitudes of the gaps �±

are different. Now, the term inside the summation of Eq. (A10)
is no longer zero for a given k point. In effect, there exists a
k-resolved magnetization. The total magnetization, obtained
after a summation over k, is nevertheless zero even in the
nonunitary case. This can be verified by splitting the sum in
Eq. (A10) into k > 0 and k < 0 (the contribution from k = 0
vanishes) and using the general relation Ek,+ = E−k,−.

The above derivation establishes mathematically why a
k-resolved, antisymmetric spin magnetization exists when
singlet and p-wave triplet pairing coexists in a nonunitary
state, precisely as in the system considered in the main
body of this paper. The physical picture can be understood
by going back to the fact that there exists two gaps with
a different magnitude in the system. It is well known that
the superconducting order parameter (gap) determines the
condensation energy and binding energy between the electrons
comprising the Cooper pairs. In particular, the Cooper pair
density is proportional to the square of the magnitude of
the gap. The point here is that Cooper pairing between two
electron states |k,↑〉 and |−k,↓〉 is associated with a gap
magnitude |�k + �s | ≡ |�+|, whereas pairing between two
electron states |k,↓〉 and |−k,↑〉 is associated with a different
gap magnitude |�k − �s | ≡ |�−|. This can be seen directly
from the Hamiltonian that contains the terms c

†
k↑c

†
−k↓�+ and

c
†
k↓c

†
−k↑�−. Now, if |�+| > |�−| for a given k value, it is

clear that the system will favor Cooper pairs where the ↑
electron of the pair sits at k whereas the ↓ electron sits at
−k, since the Cooper pair state where the ↑ electron sits at
−k and the ↓ electron sits at k has a smaller binding energy.
Therefore, a net spin magnetization arises at k since there
exists a surplus of ↑ spins there compared to ↓ spins due to the
difference in Cooper pair density stemming from the different
gap magnitudes. Simultaneously, the opposite magnetization
arises at −k since at that momentum the situation is reversed:
|�−| is larger than |�+| at −k.

In this way, the different magnitudes of the two gaps in
a system where singlet pairing coexists with Sz = 0 triplet
pairing in a nonunitary state cause the Cooper pairs to provide
a k-resolved magnetization in the ẑ direction despite the fact
that the net Cooper pair spin in the ẑ direction is zero.
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The conversion of spin-singlet Cooper pairs to the equal-
spin triplets which are needed in superconducting spin-
tronics1,2 requires carefully designed interfaces between a

conventional superconductor (S) and a ferromagnet (F). The
process entails both spin-mixing and spin-rotation, and can be
brought about by magnetic inhomogeneities at the interface3.
One method to realize this is to place a thin ferromagnet F′ at the
S/F interface, and make the magnetization of F and F′ non-
collinear4. This technique was recently implemented in Josephson
junctions described by 1D geometries, where the supercurrent
amplitude was controlled by varying degrees of magnetic non-
collinearity (MNC)5–7. The present letter establishes a different
direction. Here, the central goal is to exert dynamic control over
the triplet generator and thereby to determine where the super-
current spatially flows.

We demonstrate how distinct supercurrent paths in a device
can be tailored entirely by spin texture, and altered in a dynamic
fashion. Such behavior is intrinsically higher-dimensional and
can pave the way for novel hybrid devices in superconducting
electronics.

Results
Micromagnetic simulations. The device consists of a disk-shaped
planar Josephson junction involving a multilayer of
Co/Cu/Ni/Nb, as shown in Fig. 1a. A central trench cuts the top
superconducting Cu/Ni/Nb layers in two halves, here connected
via a Co weak link. The disk design combines two crucial ele-
ments. First, the magnetic moments in Co are arranged in plane
and orthogonal to the trench between the superconducting

electrodes, while the moments in Ni lie also in plane but parallel
to the trench. Micromagnetic simulations show that this geo-
metry results in a well-defined magnetic ground state with a high
degree of MNC, a condition optimal for generating triplets
(Fig. 1c–e). An equally important element is that the disk shape
creates a magnetic vortex state in the Co. This vortex produces a
distinct suppression of MNC at the centre of the disk (Fig. 1e),
which will be used to distribute the supercurrent in Co over two
channels. The MNC suppression is due to the local out-of-plane
magnetization at the vortex core, which turns the magnetic
moments in the Ni also out-of-plane and, hence, collinear to the
Co moments. Incidentally, the in-plane exchange field gradient of
a magnetic vortex, without a second ferromagnet, has also been
proposed to generate long-ranged triplets8,9.

Supercurrent calculations. To investigate whether a supercurrent
can be expected, we numerically simulate the critical current
density passing through the Josephson junction by solving the
quasiclassical Usadel equation10 in 3D using the magnetization
texture obtained from the micromagnetic simulations. We do this
by means of the finite element method, using the finite element
library libMesh11 in a similar fashion as in ref. 12 (for details, see
Supplementary Note 1, Supplementary Fig. 3). The super-
conductors are modeled as bulk, with a phase difference of
Δϕ ¼ π

2. In Fig. 2a the discretized model is shown. To reduce the
calculation time we truncated the otherwise circular geometry to
a width of 40% of the disk diameter, as the currents farther away
from the trench are negligible. The results are shown in Fig. 2b, c,
where it can be seen that the critical current is suppressed at the
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centre of the disk, thereby effectively creating two separate cur-
rent channels.

Basic transport properties. As shown in Fig. 3, our junctions
show zero resistance and finite critical currents Ic below 3 K. The
magnetic state of the sample was conditioned by applying a 2.5 T
out-of-plane field at 10 K. This is to reduce the stochastic mag-
netization introduced by FIB milling when structuring the junc-
tion. Figure 3 shows there is a strong difference with data taken
before and after conditioning the sample, which is a first indi-
cation that MNC and a triplet supercurrent are involved (also see
Supplementary Note 2). For instance, conditioning allows the
magnetic moments in Ni to rearrange more freely, and align with
the gap opened by the FIB. This process increases the MNC in the
vicinity of the barrier which, in turn, results in an enhancement of
triplet supercurrent at zero field. A consequence of this can be

found in the pronounced contrast between the I−V traces mea-
sured before and after conditioning the magnetization, as shown
in Fig. 3b, c.

Superconducting quantum interferometry. To examine the
spatial distribution of current density across our junctions, we
apply an out-of-plane magnetic field Bz, and analyze the resulting
supercurrent interference pattern. As demonstrated by Dynes and
Fulton13, the shape of such a superconducting quantum inter-
ference (SQI) pattern is given by the Fourier transform of the
position-dependent critical current density across a junction Jc(x)
through

Ic Bzð Þ ¼
ZR

�R

dx JcðxÞ e2πiLBzxΦ0

������

������; ð1Þ

a b

c
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Fig. 2 Numerical simulation of the critical current. a The discretized model (or mesh) used in the numerical simulation of the critical current. Since the
triplet current is mostly concentrated in the immediate vicinity of the trench, the mesh density (and hence the accuracy) is set to be higher for this region.
For the same reason, the regions farthest away from the trench have been removed to reduce the calculation time. b The critical current density divided by
a factor J0 ¼ N0eDΔ

2ξ , where N0 is the density of states at the Fermi level, D is the diffusion constant, Δ is the superconducting gap and ξ is the
superconducting coherence length. For clarity, currents lower than 10−7J0 are not shown. c A slice through the centre of the trench, showing how the
current passes across the Co barrier in two separate channels, on either side of the vortex core
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where L is the effective length of the junction, 2R is its lateral
width (here the disk diameter), and Φ0 = h/2e is the super-
conducting flux quantum. In a typical junction, the uniform
distribution of supercurrent density (Jc(x) = constant) leads to the
well-known Fraunhofer interference pattern with a sinusoidal
current-phase relation given by Ic(Bz)/Ic(0) ~ |sin(πΦ/Φ0)/(πΦ/
Φ0)|. Characteristic for the Fraunhofer pattern is a central lobe
that is twice as wide as the side lobes (as in Fig. 4c). These
oscillations decay with a 1/B dependence. Different device con-
figurations may introduce deviations from the standard pattern,
but the described relative widths of the lobes persist as a common
feature in all Josephson junctions, since it represents a single-slit
interference pattern. In contrast, we expect our disk to exhibit a
double-slit interference pattern. This is characterized by slowly
decaying sinusoidal oscillations with Φ0-periodicity, where all
lobes have the same width. These patterns are typical for super-
conducting quantum interference devices (SQUIDs) which,
contrary to our device, consist of two individual junctions oper-
ated in parallel.

As shown in Fig. 4a, b, the period of the oscillations in our
disk device is 7.8 mT (i.e., fluxoid quantization over an effective
area of 2.65 × 10−13 m2), and appears to be temperature-
independent. Qualitatively, the SQI patterns in Fig. 4a, b already
foretell the presence of two supercurrent channels: the width of
the central lobe is comparable to that of the side lobes, and
the oscillations decay far more gradually in field than as 1/B.
Two-channel interference patterns were recently observed in
junctions with topological weak links14–16, where the two-slit
interference is a result of edge-dominated transport caused
by band bending. In our junction however, this is due to the
suppression of triplet supercurrent by the (controllable) magnetic
vortex core.

To illustrate the contrast with single-slit interference in a
similar device configuration, we prepared a disk junction without
the Ni layer, and retaining a thin layer of Cu/Nb at the bottom of
the trench. This provides a non-magnetic path in the barrier,
allowing singlet correlations to contribute to junction transport.
Indeed, we observe a typical Fraunhofer-like interference pattern
with a two times wider central lobe, shown in Fig. 4c. Provided
that singlet current can dominate the transport, similar results
can also be produced in presence of the Ni layer (Supplementary
Fig. 5).

Figure 4d shows the supercurrent density profiles extracted
from Fourier analysis of the measured interference patterns. A
description of this method can be found in the Supplementary
Note 3, Supplementary Fig. 4 but it should be mentioned that
there is some arbitrariness in choosing the position of the sample
edge if the effective junction length L is not known. We put the
edge at the position where the current density goes to zero, which
leads to a value for L of 170 nm. This is a reasonable number. For
a homogeneous junction where L = 2λL + d, with d the gap
between the electrodes and λL the London penetration depth,
taking 100 nm for λL of the Nb, would yield L to be of the order of
200 nm. There is no reason however to expect very close
agreement as discussed in Supplementary Note 3. Important is
that for any choice of the edge position, two distinct transport
channels are clearly visible in the extracted profiles. Comparing
these results with the simulations, the supercurrents appear to
follow narrower paths, located near the centre of the disk. We
attribute this to current crowding effects, in which the neck-
shaped contacts and their sharp corners lead to a forward
orientation of the currents.

It is important to note that the origin of the two-channel
transport in our junction cannot be explained by singlet
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supercurrents in a doubly connected path. Direct evidence for this
can be found in the SQI measurements taken before conditioning
the sample (the virgin state). If two separate current paths had
formed unintentionally during fabrication, and allowed singlet

correlations to bypass the Co layer via two symmetric channels,
then those channels would have already been present before the
magnetic state conditioning, and the device would have behaved
as a SQUID from the beginning. In contrast, despite several
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attempts, no sign of a double-slit interference was found in the
virgin state (Supplementary Fig. 1). The SQUID pattern only
appeared when the magnetic state was properly conditioned to
produce the intended MNC, designed specifically to generate two
symmetric triplet channels. More details about the SQI measure-
ments from the virgin state can be found in Supplementary
Note 2.

Magnetotransport measurements with an in-plane field. Hav-
ing established the principal role of MNC in shaping the super-
current, we also examine the possibility of controlling them by
altering the MNC profiles using an in-plane field By which moves
the vortex along the trench. Figure 5a shows the measured cur-
rents Ic(By) together with the micromagnetic MNC calculations
for various stages during the (zero to positive) field sweep. In the
first regime (below 28 mT, shaded yellow), we modify the MNC
profile by moving the vortex core along +x toward the side of the
disk. As the field is raised beyond 30 mT, we remove the vortex,
thereby suppressing the supercurrent. The suppression of Ic in
this regime (above 34 mT, shaded blue) is caused by the anti-
parallel configuration of the ferromagnets, which occurs through
the increase of stray fields from Co (now magnetized along +y)
when the vortex leaves the disk. In the third regime (above 46
mT, shaded green), Ni magnetization begins to reverse from
negative to positive y direction, while Co remains magnetized
along +y. At first, this process recovers Ic as a MNC re-emerges
over the entire disk. As we increase the field however, the MNC
begins to fade away as both layers magnetize along +y, resulting
in a gradual suppression of Ic. Figure 5b shows the variations in
Ic(By) when sweeping the field from a high positive to negative
value, and back. We observe a complex pattern accompanied with
a peculiar hysteresis, where individual features are mirrored (and
not just shifted) with respect to the direction of field sweep.

The observed field dependence is fundamentally different from
the usual hysteresis in SFS junctions, where the self-field of the
ferromagnets can distort or introduce a shift in the interference
pattern7,17,18. This is rather a distinct characteristic of triplet
supercurrents produced by a varying degree of MNC, as the
multilayer reverses its magnetization. The measured hysteresis is
of a similar nature as the ones reported in refs. 6,7 for multilayer
vertical stacks. The most notable difference here is arguably the
relatively large field range where Ic is zero, and the pronounced
reentrant superconductivity that follows. Figure 5c compares one
branch (positive to negative) of the measured Ic(By) with the
simulated MNC snapshots taken at various stages of the vortex
reversal. Even though the experiment and the simulation both
sweep the field in steps of 5 mT, the simulated fields for vortex
entry and exit translate to direct enhancement and suppression of
the measured Ic, respectively. For the fields below −45mT, the
behavior is similar to the one described for the third regime
(green shade) in Fig. 5a.

As a final point, it should be noted that in the present letter we
have assumed the channels have an equal phase. This assumption
is reasonable for a symmetric MNC (hence spin-mixing) on each
side4. Whether both channels are 0 or π, as long as they are
symmetric, the SQI results will be indistinguishable. This would
not strictly apply to systems with asymmetric spin texture (e.g.,
caused by vortex displacement), which can result in different
phases for the triplet channels9.

Discussion
Spin-triplet supercurrents in ferromagnets have been bearing the
promise of dissipationless use of spin-polarized currents. This
study opens up a completely different direction, in which the
focus is not the homogeneous amplitude of the supercurrent, but

rather the dynamical control over its spatial distribution. This can
lead to novel hybrid devices for superconducting electronics.
Moreover, our extensive use of simulations, both of the micro-
magnetic configurations and of the supercurrents themselves,
allow for detailed design and understanding before the actual
fabrication of the hybrid device. The next step will be to introduce
magnetization dynamics. Magnetic vortices or domain walls can
be moved with pulses in the GHz regime, and this can also be
simulated. Directing supercurrents then becomes possible on
nanosecond timescales, opening the way for high-speed super-
conducting electronics.

Methods
Device fabrication. Multilayers of Co (60 nm)/Cu (5 nm)/Ni (1.5 nm)/Nb (45 nm)
were deposited on unheated SiO2-coated Si substrates by Ar sputtering in an ultra-
high vacuum chamber (base pressure below 10−8 Pa). The thickness of Co and the
diameter of the disk (1 μm) are chosen to ensure stabilization of a magnetic
vortex19,20. The 5 nm Cu layer is used to avoid exchange coupling between the
layers. The thickness of the Ni layer was tuned for optimal triplet generation in
similar systems21,22. The samples were subsequently coated with Pt (7 nm) to
protect them from oxidation and to reduce the damage introduced by Ga+ ions
during focused ion beam (FIB) processing.

A combination of electron-beam lithography and FIB milling (50 pA Ga+ beam
current) was used to structure the disks. Next, FIB with 1 pA current was applied to
open the sub-20 nm gap that forms the junction. The trench depth is controlled by
the duration of milling. The 1 pA beam current provided sufficient timespan
(several seconds) to vary the depth in a controlled manner. The device used for
investigating single-slit transport was subject to the same processing steps, with the
following exceptions. First, the multilayer was deposited without Ni to minimize
triplet generation. Second, when creating the weak link, the duration of FIB milling
was reduced by 20% to retain a layer of Cu/Nb at the bottom of the trench.
This provides a non-magnetic path for singlet supercurrent in the weak link
(on top of Co).

The trench is presumably deeper near the sides of the disks (where sputtered
atoms can escape more easily) than at the centre. Hence, in contrast to triplets,
singlet correlations would favor the centre of the disk where a non-magnetic
channel may be still present on top of the Co.

Magnetotransport measurements. The magnetic properties of Co and Ni films
used in our devices were characterized by ferromagnetic resonance experiments
and SQUID magnetometry. Transport measurements were performed in a
Quantum Design Physical Properties Measurement System where samples could be
cooled down to 2.1 K. For both in-plane and out-of-plane measurements, the field
was aligned within 2° of the sample plane. Resistance versus temperature was
measured with a current of 10 μA. The current-voltage characteristics were taken in
a four-probe configuration using a current-biased circuit and a nanovoltmeter. The
critical current was determined using a voltage criterion: V> 0.3 μV for SQI and V
> 0.1 μV for the measurements with an in-plane field.

The virgin state was measured directly after fabrication (Supplementary
Note 2). Prior to the Ic(Bz) measurements presented in the letter, the magnetic state
of the sample was conditioned by applying a 2.5 T out-of-plane field at 10 K. The
sample was stored in a UHV chamber for 106 days and re-wired to a different
puck, and the same measurements were repeated using a different magnet. We
were able to reproduce the same Ic patterns, and no discernable changes in
transport characteristics (e.g., R(T) or Ic) were observed.

Micromagnetic simulations. Micromagnetic modeling of the behavior of mag-
netic Josephson junctions was reported before23. Here, finite element micro-
magnetic calculations were carried out using the Object Oriented Micromagnetic
Framework (OOMMF)24. The multilayer is divided into a three-dimensional mesh
of 5 nm cubic cells. The exchange coefficient and saturation magnetization of Co
were set to 30 × 10−12 Jm−1 and 1.40 × 106 Am−1, respectively, while for Ni these
values were 9.0 × 10−12 Jm−1 and 4.90 × 105 Am−1. The Gilbert damping constant α
was set to 0.5 to allow for rapid convergence. The direction of anisotropy was
defined by a random vector field to represent the polycrystalline nature of the
sputtered films. The Usadel calculations are based on static micromagnetic simu-
lations of a multilayer disk with a diameter of 1 μm. For simulations with an
applied in-plane field (shown in Fig. 5), the disk design was extended to include the
leads used for transport measurements in the actual device (Supplementary Fig. 2).
In the absence of in-plane fields, the overall magnetic configuration remains
relatively unaffected by the leads: the vortex core continues to suppress the MNC,
resulting in two main channels for long-ranged triplet correlations. However, the
influence of the leads on shape anisotropy becomes relevant when sweeping the
field along y. This allows for an accurate estimate of the MNC, and the resulting
variation in Ic during the magnetization reversal.
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Control experiment. In addition to the device used for investigating the triplet
currents, a control sample was prepared in parallel, on the same substrate. This was
deposited together with the main device, and received the same treatment, with
only one exception: the Ga+ dose used for opening the gap that forms the weak link
was lowered by 50%. Reducing the dose stops the milling before it reaches the Co
layer in the trench. This leaves a non-magnetic path in the weak link for singlet
correlations. The contribution of singlet supercurrent results in a critical current
that is around 20 times higher than its neighboring junction (the main device)
where the Co weak link can effectively suppress singlet correlations, hence allowing
long-ranged triplet supercurrents to dominate the transport. Unlike triplets, the
singlet current is not sensitive to the spin texture (i.e., MNC) of the system. This is
evident from the single-slit (Fraunhofer-like) interference pattern, shown in Sup-
plementary Fig. 5.

Data availability. The data that support the findings of this study are available
from the corresponding author upon request.
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Supplementary Figures

 

 Supplementary Figure 1 | Interference patterns from the virgin magnetic state. 
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Supplementary Figure 2 | Micromagnetic simulations with an in-plane field. Top
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Supplementary Figure 3 |  Simulated contributions of singlet and triplet 

supercurrents . /ak MagnitudeTofTtheTcurrentTdensityTgeneratedTbyTsingletT CooperT

pairs,T� ( s )= � ( s ) ,TwhichTisTgreatlyTsuppressedTexceptTforTinTtheTimmediateTvicinityTofT

theTsuperconductors.T /bk MagnitudeTofTtheTcurrentTdensityTgeneratedTbyTtripletT

CooperTpairs,T�(t) = �(t) .TForTclarity,TcurrentsTlowerTthanT10−7�0ThaveTbeenTremoved,T

whichTexplainsTwhyTnoTsingletTcurrentTisTobservedTinTtheTtrench.TItTisTnotedTthatTwhileT

theTtotalTcurrentT	� = �(s) + �(t)TisTconserved,T�(s)TandT�(t)TareTgenerallyTnot.TThisTisTdueT

toTtheTmagnetization,TwhichTcausesToscillationsTbetweenTtheTsingletTandTtripletTstates.

a b

a

-1

+1

-30 0 +30

Magnetic field /mTk

-1

+1

-30 0 +30

|
|

I c
/B

k /
/0

k
I c

Supplementary Figure 4 | Recovering the complex critical current. /ak The

/unsignedk |� (�)| pattern extractedTfrom � − � measurements. /bk TheTsigned �c(�)

interferenceTpatternTreconstructedTbyTflippingTtheTsignsTofTalternateTlobesTasTin ref. 1.

TheTdataTwereTtakenTat 2.1 K.

b

T

-1

+1

-30 0 +30

Magnetic field /mTk

-1

+1

-30 0 +30

I c
/B

k /
/0

k
I c



j3M j38 j9 j6 jµ 9 µ 6 9 38 3M

89

369

8A9

µ89

A99

A89

M69
I c

Tµ
A

G

Magnetic/field/TmTG

Supplementary Figure 5 | Control experiment- Supercurrent interference/ pattern

measured at � = 2.1 K from/a/control/device/that/was/processed/in/parallel/with/the

one/ presented/ in/ the/ main/ text-/ Deposited/ together/ on/ one substrate%/ the/ same

multilayer/of/PtT7/nmG2NbTAM/nmG2NiT3-M/nmG2CuTM/nmG2CoT69/nmG/was/used/ in/both

devices-/ The Gak dose/ applied/ in/ milling/ the/ weak/ link/ for/ the/ control/ device/ was

reduced/ by M9C-/ This/ provides/ a/ nonmagnetic/ pathway/ in/ the/ weak/ link%/ where

singlet/ current/ is/ not/ suppressed%/ and/ can/ therefore/ dominate/ the/ transport-/ The

result/ is/ a/ junction/ with/ a/ substantially/ higher/ critical/ current%/ showing/ singlejslit

interference/pattern-



Supplementary Notes 

Supplementary Note 1 | Numerical simulations of the critical current. 

To calculate the critical current we use the quasiclassical approximation in the 

diffusive limit, which yields the Usadel equation5 

𝐷 𝛻 𝒈� 𝛻 𝒈� + 𝑖[𝜀 𝝆�3 + 𝝈� ∙ 𝒉 ,𝒈�] = 0  (1) 

where 𝐷 is the diffusion constant and 𝜀 is the quasiparticle energy. The magnetization 

texture from the micromagnetic simulations are represented as an exchange field 

𝐡 = 𝐡(𝐫). Furthermore we have defined 𝛔� = diag(𝛔 ,𝛔∗), where 𝛔 is a vector of Pauli 

matrices, and 𝛒�3 = diag(1, 1,−1,−1). From 𝐠� = 𝐠� (𝐫, 𝜀), the 4 × 4 retarded Green 

function matrix in Nambu ⨂ spin space, the equilibrium current density may be 

computed as 

𝐉 = 𝑁0𝑒𝑒
2 ∫ 𝑑𝑑 Re Tr{𝛒�3 𝐠� ∇ 𝐠�} tanh �𝛽𝛽

2
� (2)  

where 𝑁0 is the density of states at the Fermi level, and 𝛽 = 1 𝑘𝐵𝑇⁄ . We neglect the 

inverse proximity effect, and assume that the superconductors on each side of the 

trench are large enough to be approximated as bulk. In the calculations, we have 

used that the critical current is approximately found for a phase difference between 

the superconductors of ∆𝜙 =  𝜋
2
. For simplicity, we use transparent boundary 

conditions between the Ni and the Co layer, whereas we use the low-transparency 

Kupriyanov-Lukichev boundary conditions6 at the Ni-Nb interface. 

In the modeling of the geometry, we have assumed an effective superconducting 

coherence length of 𝜉 = 10 nm, so that the radius of the circular disk becomes 

𝑅 = 50𝜉. In the direction crossing the trench, the model has been truncated to a width 

of 𝑊 = 40𝜉 to reduce the model size. This has been done under the assumption that 



any contribution to the current from the removed regions is negligible due to the vast 

distance to the opposite superconductor. The thickness of the Ni and the Co layers 

have been set to 𝜉 and 6𝜉, respectively, and the width of the trench is 2𝜉. The Ni 

thickness is set larger than in the actual experiment to avoid unnecessarily small 

elements in the Ni-region, which would substantially increase the calculation time. 

Although this yields lower values for the triplet current, the purpose of our calculation 

here is to identify the origin of this current; and not its absolute magnitude. 

 

The spatial distribution of the magnetization in both the Ni and the Co layer are 

accurately mapped onto the 3D mesh via the exchange field 𝐡, where an amplitude 

of |𝐡| = 30 Δ ≃ 46 meV was used. While this is significantly lower than typical 

exchange fields in Co, it is still sufficient to quench the contribution of singlet Cooper 

pairs to the current density. To verify this, we make use of the fact that the 

supercurrent density generated by the singlet 𝐉(s) and triplet 𝐉(t) Cooper pairs 

contribute additively 𝐉 = 𝐉(s) + 𝐉(t). The two components are presented in 

Supplementary Figure 3. It is clear that the current density of singlet pairs rapidly 

vanishes away from the superconductors. In contrast, the triplet current density 

maintains an appreciable value over a substantially larger region, indicating that 

triplet Cooper pairs are the primary means of transport. The results will therefore be 

qualitatively the same for a more realistic strength of the exchange field. The 

advantage of using the reduced value is that the current densities become larger, 

which in turn make the numerical calculations less resource intensive. 

 

The finite element analysis was carried out using 27-node hexagonal volume 

elements, and the Green function is interpolated within each element by means of 



second order Lagrange polynomials. This means that the current density within each 

element is interpolated by linear polynomials. To ensure that the spatial distribution of 

the current density is accurately resolved, we use a refined mesh in a region 

surrounding the trench, as is shown in Fig. 2a in the main text. For more details 

regarding the finite element analysis of three-dimensional superconducting 

heterostructures, please consult ref. 7. 

Supplementary Note 2 | Interference patterns from the virgin magnetic 

state.Prior to conditioning the magnetization, supercurrent interference patterns were 

measured using small out-of-plane fields. These are presented in Supplementary 

Figure 1. In contrast to the conditioned sample, 𝐼c(𝐵𝑧) is generally suppressed 

around zero field. We observe two maxima, which always occur at fields higher than 

5 mT. Note that this offset cannot be attributed to remnant fields from the 

ferromagnet. The applied field for the interferometry measurements is not sufficient to 

have an appreciable influence on the magnetization of either layer. This is verified by 

SQUID magnetometry and ferromagnetic resonance experiments. 

It has been proposed that the phase of triplet correlations in a S/F’/F/F’/S junction 

such as ours, is determined by the relative magnetic orientation of the F and F’ layers 

on each side2. On the other hand, this unusual interference pattern, with two maxima 

and suppressed 𝐼c at zero field, is the characteristic of a junction with multiple parallel 

0 and 𝜋 channels3,4. This condition could be fulfilled in the virgin state, where the 

arbitrary orientation of Ni and Co magnetization can lead to random formation of 

multiple 0 and 𝜋 segments across the junction. These interference patterns are also 

characterized by irregular discontinuities, which could be attributed to the arbitrary 

arrangement of the 0 and 𝜋 segments.  



Remarkably, we find these features to disappear altogether after conditioning the 

sample: 𝐼c(𝐵𝑧) turns into a highly regular and reproducible SQUID pattern, with 

maximum 𝐼c consistently appearing at 𝐵𝑧 = 0. This pronounced dependence on 

magnetic conditioning was absent for junctions where singlet correlations dominated 

the transport: no significant changes in the interference pattern or the maximum 

value of 𝐼c were observed. 

Supplementary Note 3 | Fourier analysis of supercurrent density profiles. 

As shown by Dynes and Fulton1, the supercurrent density profile 𝐽(𝑥) can be 

determined from the superconducting interference pattern 𝐼c(𝐵) using a Fourier 

transform: 

𝐽(𝑥) ∼ ∫ 𝑑𝑑 𝐼c(𝐵) 𝑒
2𝜋𝜋𝜋𝜋𝜋
𝛷0

+∞
−∞   (3) 

Here, the coordinate system is defined such that the magnetic field 𝐵 is applied along 

the 𝑧-axis, the critical current 𝐼c is measured along the 𝑦-axis, and the current 

distribution 𝐽(𝑥) can then be determined along the 𝑥-axis. The equation also depends 

on the effective length 𝐿 of the junction and the flux quantum 𝛷0 = ℎ/2𝑒. Note that 

𝐼c(𝐵) is the signed critical current, where the sign is determined from the 

experimentally measured |𝐼c(𝐵)| by assuming that it consists of alternating positive 

and negative lobes, as described in more detail in ref. 1. This procedure is justified 

when the interference pattern consists of well-defined maxima separated by deep 

minima, as is the case for our measurements.  

 

The original method by Dynes and Fulton was derived for a rectangular junction 

where the dimensions of each superconductor are much larger than the London 

penetration depth 𝜆. In that case, the effective junction length 𝐿 = 2𝜆 + 𝑑, where 𝑑 is 



the thickness of the barrier between the superconducting leads. In our case, 

however, the junction is cylindrical and the current distribution not uniform, so the 

length (which determines the amount of flux to be screened) is not well defined. We 

therefore performed the Fourier analysis without making any assumptions regarding 

the value of 𝐿, but instead assumed that the position along the 𝑥-axis where we 

obtained 𝐽(𝑥) → 0 likely corresponded to the junction ends 𝑥 ≈ ±𝑅, where 𝑅 is the 

cylinder radius. From this, we obtained an estimate 𝐿 ≈ 180 nm for the effective 

junction length. This value is somewhat lower than expected for a uniform rectangular 

junction: in that case the effective area is 2𝑅𝑅 while the first minimum in 𝐼c(𝐵𝑧 ) is at 

7.8 mT, yielding 𝐿 ≈ 270 nm. Both numbers are of correct order of magnitude: the 

value of 𝜆 for a 50 nm Nb film is about 110 nm8 so 2𝜆 + 𝑑 is 240 nm. If we were to 

take the sharp drop in the current density profile as the sample edge, 𝐿 would 

become less than 100 nm, which appears to be too low in view of the value of 𝜆. 

 

The SQI experiments are carried out by measuring the voltage as a function of 

current for a given applied magnetic field, i.e. 𝑉(𝐼,𝐵). The critical current |𝐼c(𝐵)|, used 

for the Fourier analysis, is obtained by extracting a contour for a small but finite 

voltage threshold 𝑉(𝐼c,𝐵) >  0.3 µV. Experimentally we find this criterion to be optimal 

for reducing noise effects that distort the shape of 𝐼c(𝐵). The result is then adjusted to 

the 𝑦-axis so that |𝐼c(𝐵)| = 0 at the nodes between the lobes of the interference 

pattern. This is to account for the artificial offset introduced by the 0.3 µV threshold 

voltage. We then recover the complex critical current  𝐼c(𝐵), by switching the sign of 

every other lobe of the measured |𝐼c(𝐵)|.  The original |𝐼c(𝐵)|  and the signed 𝐼c(𝐵) 

curves are shown side-by-side in Supplementary Figure 4. 



Note that the measured 𝐼c(𝐵) may slightly deviate from a perfectly symmetric pattern, 

and yield a complex supercurrent distribution 𝐽(𝑥) after Fourier transformation. This 

apparent asymmetry however is predominantly caused by experimental noise. We 

therefore discard the complex phase 𝐽(𝑥) to approximate the supercurrent 

distribution profile by |𝐽(𝑥)|, shown in Fig. 3f of the main text. 

Supplementary References 

1. Dynes, R. C. & Fulton, T. A. Supercurrent density distribution in Josephson junctions. 
Phys. Rev. B 3, 3015-3023 (1971).

2. Houzet, M. & Buzdin, A. I. Long range triplet Josephson effect through a ferromagnetic
trilayer. Phys. Rev. B 76, 060504 (2007).

3. Smilde, H. J. H., Ariando, D. H. A., Blank, G. J., Gerritsma, H., Hilgenkamp, H. & 
Rogalla, H. d-Wave–Induced Josephson current counterflow in YBa2Cu3O7/Nb zigzag 
junctions. Phys. Rev. Lett. 88, 057004 (2002).

4. Gürlich, C. et al. Visualizing supercurrents in ferromagnetic Josephson junctions with 
various arrangements of 0 and π segments. Phys. Rev. B 81, 094502 (2010).

5. Usadel, K. D. Generalized diffusion equation for superconducting alloys. Phys. Rev.
Lett. 25, 507–509 (1970).

6. Kuprianov, M. Y. & Lukichev, V. F. Influence of boundary transparency on the critical
current of ‘dirty’ SS'S structures. Sov. Phys. JETP 67, 1163 (1988).

7. Amundsen, M. & Linder, J. General solution of 2D and 3D superconducting 
quasiclassical systems: coalescing vortices and nanoisland geometries. Sci. Rep 6, 
22765; doi: 10.1038/srep22765 (2016).

8. Gubin, A. I., Il’in, K. S., Vitusevich, S. A., Siegel, M. & Klein, N. Dependence of
magnetic penetration depth on the thickness of superconducting Nb thin films. Phys. 
Rev. B 72, 064503 (2005).





Paper VII



Reference

M. Amundsen, J. A. Ouassou, and J. Linder.
Field-Free Nucleation of Antivortices and Giant Vortices in Nonsupercon-
ducting Materials.
Physical Review Letters 120, 207001 (2018).
DOI: 10/gdg3kd

Contributions

MA performed the 2D numerical simulations of vortex patterns, and came
up with the explanation of the results in terms of symmetries, energies
and winding numbers. JAO contributed to the idea behind the project,
analytically derived the radial profile and energy of a giant vortex, and
derived the boundary conditions used for the numerical simulations. JL
supervised the process and provided support. All authors contributed to
the discussion and writing of the manuscript.



 

Field-Free Nucleation of Antivortices and Giant Vortices
in Nonsuperconducting Materials

Morten Amundsen,* Jabir Ali Ouassou, and Jacob Linder
Center for Quantum Spintronics, Department of Physics, Norwegian University of Science and Technology,

NO-7491 Trondheim, Norway

(Received 12 December 2017; revised manuscript received 24 February 2018; published 14 May 2018)

Giant vortices with higher phase winding than 2π are usually energetically unfavorable, but geometric
symmetry constraints on a superconductor in a magnetic field are known to stabilize such objects. Here, we
show via microscopic calculations that giant vortices can appear in intrinsically nonsuperconducting
materials, even without any applied magnetic field. The enabling mechanism is the proximity effect to a
host superconductor where a current flows, and we also demonstrate that antivortices can appear in this
setup. Our results open the possibility to study electrically controllable topological defects in unusual
environments, which do not have to be exposed to magnetic fields or intrinsically superconducting, but
instead display other types of order.

DOI: 10.1103/PhysRevLett.120.207001

Introduction.—It is well known that applying a magnetic
field to a type-II superconductor can lead to the formation
of Abrikosov vortices [1]. A gradient in the phase φ of
the superconducting order parameter Δ ¼ jΔjeiφ causes a
circulating supercurrent around such vortices, whereas
jΔj → 0 at their centers. Vortex excitations in supercon-
ductors [2,3] remains a vibrant research topic, not least
because it lies at the intersection of two major research
fields: superconductivity and topology in physics.
It was recently pointed out in Ref. [4] that it is also

possible to generate Josephson vortices without applying
magnetic fields. Such vortices are also characterized by a
quantized phase winding and a suppressed order parameter
at their core [5]. Motivated by this, we have performed
microscopic calculations using the quasiclassical theory of
superconductivity [6] on a normal metal enveloped by a
current-biased superconducting wire (Fig. 1). The idea
behind the device is simple: an external current source
forces a supercurrent through the wire, and this circulation
whirls the condensate in a proximitized normal metal as
well. Our objective has been to determine what type of
electrically controllable vortex physics then emerges. We
demonstrate here that both giant vortices and antivortices
appear in the nonsuperconducting region even in the
absence of any applied magnetic field. This provides an
alternative method of creating complex vortex patterns by
applying electric currents. Since these patterns are gen-
erated in a proximitized nonsuperconductor, this opens up
the intriguing prospect of studying unusual topological
vortex excitations in materials with other types of quantum
order, which do not have to be compatible with bulk
superconductivity. One example is a magnetic metal, where
the generation of odd-frequency triplet superconducting
order could reverse the chirality of some vortices, similarly

to the paramagnetic Meissner effect [7,8]. More funda-
mentally, it raises the intriguing question: what character-
izes a vortex in an odd-frequency order parameter?
Geometric effect and winding number.—Since a circu-

lating supercurrent requires a finite phase-gradient ∇φ, and
the analyticity of the superconducting wave function implies
integral winding numbers n ¼ Δφ=2π around any point, the
system is topologically coerced into nucleating vortices in
the normal metal region of Fig. 1. Assuming a thin-film
structure, the total charge current associated with this
circulation is small, and the magnetic field generated by
the circulation can safely be neglected. Note that in contrast
to the setup proposed in Ref. [4], our normal metal is
surrounded by a continuous superconducting wire on all
sides, instead of having two separate wires on the top and
bottom, which we will show fundamentally alters the vortex
physics in the system. Another important difference is that
we model the superconducting wire using an exact solution

FIG. 1. Conceptual sketch of the physical system. An external
current source is used to inject a current into a superconductor
(red). The circulating current also affects a proximitized
normal metal (yellow), causing an electrically controlled vortex
to emerge there.
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of the Usadel equation in the current-biased superconductor
and tunneling boundary conditions. As wewill demonstrate,
this is necessary to correctly describe qualitative changes
that the phase winding induces in, e.g., the density of states
(DOS).
When the current in the superconducting wire makes

a total winding number N > 1, there are multiple ways to
satisfy the boundary conditions. Among other possibil-
ities, we can get (i) N vortices with a winding 1 each,
(ii) N þM vortices with a winding þ1 and M antivortices
with winding −1, or (iii) just one giant vortex with a
winding N. The kinetic energy of an n-winding vortex
scales with n2, so the most energetically favorable is
configuration (i). Hence, giant vortices and antivortices
are seldom seen. However, since the superconducting
order parameter respects the symmetries of the underlying
geometry, vortices only nucleate along the symmetry axes
of the system. For highly symmetric geometries, these
additional constraints may force the appearance of giant
vortices or antivortices. The resulting interplay between
topological defects, geometric symmetries, and energy
minimization was previously studied in Refs. [9–12] using
the phenomenological Ginzburg-Landau formalism for
type-II superconductors in a magnetic field. Here, we
show that this effect also arises in proximitized normal
metals without magnetic fields. This generalization is
particularly important as it opens the possibility to study
novel vortex physics in materials featuring completely
different order than superconductors, e.g., ferromagnets or
topological insulators.
2D diffusive metal with phase-winding.—As shown in

Fig. 1, we consider a normal metal with a superconducting
loop grown on top. We describe the properties of the metal
in terms of quasiclassical propagators ĝ in Nambu and spin
space,

ĝðr; ϵÞ ¼
�

gðr;þϵÞσ0 fðr;þϵÞiσ2
−f�ðr;−ϵÞiσ2 −g�ðr;−ϵÞσ0

�
; ð1Þ

where the normal part g and anomalous part f are complex
scalar functions, subject to the normalization constraint
ĝ2 ¼ 1. Here, σ0 is the 2 × 2 identity matrix, and σ2 is the
second Pauli matrix. We assume that all length scales in the
problem are large compared to the Fermi wavelength and
mean free path; i.e., we take the quasiclassical diffusive
limit. The propagators ĝ are then governed by the Usadel
equation [6,13,14],

D∇ðĝ∇ĝÞ þ i½ϵτ̂3; ĝ� ¼ 0; ð2Þ

where D is the diffusion constant, ϵ the quasiparticle
energy, and τ̂3 ¼ diagðþσ0;−σ0Þ. Furthermore, we assume
that the normal region is connected to the superconducting
wire by a low-transparency interface. We may then use the
Kupriyanov-Lukichev boundary condition ζe⊥ ·∇ĝn ¼
½ĝn; ĝs�=ξ [15], where ζ parametrizes interface resistance,

e⊥ is the outwards-pointing interface normal vector, ĝn
and ĝs are propagators on the normal and superconducting
sides, and ξ the superconducting coherence length. The
propagators ĝs in the current-biased superconductors were
evaluated analytically. The applied current also creates a
magnetic field which penetrates the proximitized material.
Its strength depends on the total applied current, which
in turn depends on the pair density and dimensions of the
superconductor. However, since the field is perpendicular
to and roughly constant within the current loop, its only
effect is to slightly perturb the applied current for which
a given vortex pattern appears. We have neglected the
quantitative correction from the magnetic field herein.
In practice, the differential equations above are Riccati-

parametrized for stability [16], and then solved numerically
using a finite-element method on a two-dimensional mesh.
This lets us handle arbitrary sample geometries, such as the
regular polygons considered herein. For more information
about the numerical solution procedure itself, see Ref. [17].
Superconducting wire with a uniform current.—As

shown in Sec. II of the Supplemental Material [18], the
propagator ĝ in a current-biased bulk superconductor can
be written [23,24]

ĝ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ϵ2 − Θ2

p
� þϵσ0 Θeþiφiσ2
Θe−iφiσ2 −ϵσ0

�
; ð3Þ

where ΘðϵÞ parametrizes the strength of the superconduc-
tivity, and φ is the superconducting phase. The phase varies
linearly with the distance l along the wire. Defining
φð0Þ≡ 0, and parametrizing the variation using a winding
rate u≡ ξj∇φj, we therefore get φðlÞ ¼ ul=ξ. The func-
tion ΘðϵÞ is determined by

Θ ¼ jΔj
1þ u2=2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Θ2 − ϵ2

p ; ð4Þ

jΔj ¼ 1

acoshωc

Z
ωc

0

dϵRe

�
Θffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ϵ2−Θ2
p

�
tanh

�
π

2eγ
ϵ

T

�
: ð5Þ

These equations have been written in a form where Θ, Δ, ϵ,
ωc are all normalized to the zero-current gap Δ0, while the
temperature T is normalized to the critical temperature Tc.
Here, ωc refers to the Debye cutoff, and γ is the Euler-
Mascheroni constant. The first of these equations is a
fixpoint iteration equation. This is easily solved by guess-
ing ΘðϵÞ ¼ 1 and jΔj ¼ 1, and applying Newton’s method
to the equation for a discretized set of energies from the
Debye cutoff ϵ ¼ ωc to zero energy ϵ ¼ 0. The second is a
self-consistency equation for the gap Δ, which is evaluated
by numerical integration of the results for ΘðϵÞ. We then
alternate between solving the fixpoint equation and self-
consistency equation until satisfactory convergence. The
solutions to the equations above are visualized in Fig. 2.
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When approaching the setup in Fig. 1 numerically, we
assumed that the superconducting wire suffers a negligible
inverse proximity effect from the normal metal. In this case,
we can use the analytical equation above for the super-
conducting wire, and reduce the superconductor to effective
boundary conditions for the normal metal. Furthermore, we
numerically only considered phase-winding rates u ≤ 0.5,
in which case Eq. (5) can be replaced by the approximation
jΔj ≈ 1. Note that since the phase-winding rate u cannot be
arbitrarily large, we need a system much larger than the
coherence length to obtain high winding numbers using a
current bias.
Quantifying vortices.—We can study the proximity-

induced superconductivity in a normal metal via the pair
correlation

ΨðrÞ∼
Z

ωc

0

dϵ ½fðr;þϵÞ− fðr;−ϵÞ� tanhðϵ=2TÞ; ð6Þ

which behaves like a complex order parameter. This pair
correlation can be decomposed as Ψ≡ jΨj expðiφÞ, and the
phase φ can then be extracted using φ¼arctanðImΨ=ReΨÞ.
As discussed in the introduction, the circulating current

in the enclosing superconductor creates a phase-winding
∇φ along the interface. However, the phase φ is uniquely
defined modulo 2π, which means that it is only possible
for the phase to vary continuously around the edges of the
normal metal if it increases by ΦI ¼ 2πN after having
traversed the entire circumference. In other words, we must
have a total vorticity

N ¼ ΦI

2π
≡ 1

2π

I
∂Ω
ð∇φÞ · dl; ð7Þ

where ∂Ω is the boundary of the normal metal. When we
have a finite vorticity N, the currents inside the normal

metal will form closed loops, leading to the appearance of
vortices. More precisely, the total vorticityN will be equal to
the sumof thewinding numbers n of all the induced vortices.
The vortices manifest as nodes in the pair correlation Ψ.
Numerical results.—In the upper row of Fig. 3, the

vortex pattern for increasing applied current winding ΦI is
shown. The winding of the individual vortices may be
determined graphically from the phase of the pair corre-
lation function φ, which is plotted in the bottom row of
Fig. 3. By using Eq. (7) with the replacements N → n and
∂Ω → C, where C is any contour encircling a single vortex,
one sees that n ≠ 0 only if the integration path crosses
discontinuities. Furthermore, each discontinuity contrib-
utes a value to the integral equal to the size of the jump.
For ΦI ¼ 2π, shown in Fig. 3(a), there is a single vortex in
the center of the normal metal, and any closed contour
around this point must traverse two jumps Δφ ¼ π, thus
showing that the vortex has a winding n ¼ þ1. We note
that the precise locations of these discontinuities depend on
the reference point for the phase of the superconductors,
and are hence not physically significant. The number of
times a closed loop crosses a discontinuity, however, is.
In Fig. 3(b), where ΦI ¼ 4π, there is still only a single
vortex in the system, but now the plot of φ shows four
discontinuities, from which it is inferred that this is a giant
vortex with n ¼ þ2.
For ΦI ¼ 6π, shown in Fig. 3(c), five vortices are found.

As the sum of the individual topological numbers should
add up to N ¼ þ3, in accordance with Eq. (7), one of these
vortices must be an antivortex. The phase plot shows that
this is indeed the case: the central vortex winds in the
opposite direction of other vortices. Hence, this configu-
ration consists of one central n ¼ −1 antivortex with four
surrounding n ¼ þ1 vortices. For ΦI ¼ 8π, there are four
regular n ¼ þ1 vortices along the diagonals, as shown in
Fig. 3(d). Since these vortex patterns arise from symmetry
constraints, they are naturally sensitive to asymmetries in

(a) (b)

FIG. 2. Visualization of a bulk superconductor with a uniform
current at zero temperature. (a) DOS for varying winding rates u,
as shown in the legends above. Note how the coherence peaks are
smoothed out for u > 0 and the gap closes as u → 1, illustrating a
qualitatively different behavior for u > 0. (b) Gap Δ and current
density J as functions of u, where the unit J0 ¼ eDN0Δ0=4ξ. As
long as u < 1=2, we see that Δ ≈ Δ0 and J ∼ u, and a non-self-
consistent solution is reasonably accurate. However, the current
becomes nonmonotonic for u > 2=3, so this regime is inacces-
sible in our proposed setup.

FIG. 3. Vortex nucleation patterns for various applied current
windings ΦI , for a quadratic normal metal with side lengths
L ¼ 12ξ. The top row shows the magnitude jΨj of the pair
correlation, where the minima indicate the vortices. The bottom
row shows the phase φ of the pair correlation, from which the
winding of individual vortices can be determined. The total
windings ΦI are listed below.
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the geometry. The giant vortex in Fig. 3(b) splits into two
n ¼ þ1 vortices as the geometry becomes rectangular.
However, the vortices continue to overlap strongly for
sufficiently small deviations, as shown in Sec. III of the
SupplementalMaterial [18]. This means that the giant vortex
could in practice be stabilized against deviations fromperfect
symmetryby creating a pinning potential at this location [25].
Since the vortex positions are also influenced by the applied
currents, another option is to fine-tune the currents to
experimentally realize the giant vortex. The pattern in
Fig. 3(c) is, on the other hand, stable against small deviations
in aspect ratio.The reason is thatwhen thegeometry becomes
increasingly rectangular, it eventually becomes energetically
favorable to satisfy N ¼ þ3 as three n ¼ þ1 vortices along
the longest axis. The transition to such a pattern can only
occur in awaywhich respects the symmetries of the rectangle,
and hence the central antivortex turns into a vortex, and
additional antivortices must appear so that the off-center
vortices can annihilate symmetrically [26].
Thevortices also create a spatialmodulationof theDOS: at

the vortex cores, superconductivity vanishes, and the mini-
gap disappears. This means that the vortices we predict can
be directly inferred via local STM measurements. In Fig. 4,
the DOS for ϵ ¼ 0 is plotted along the diagonal of the normal
metal (i.e., between two opposite corners). This confirms that
the normal-state result DOS ¼ 1 is recovered at the vortex
cores. For the n ¼ þ2 vortex produced by ΦI ¼ 4π, the
minigap is suppressed in a larger region around the vortex
than for ΦI ¼ 2π. For ΦI ¼ 6π, the normal region is larger
still, but this is likely due to the close proximity of three
vortices. For ΦI ¼ 8π, the vortices are sufficiently far apart
for a dip in the DOS to appear in between, providing an
observable signature.
The above can be understood by analyzing the pair

correlation. In Sec. I of the Supplemental Material [18], it is
shown that for small distances r from the vortex center,

Ψ ∼ ðr=2ξ0Þn=n!, where ξ0 is the Ginzburg-Landau coher-
ence length. For r < 2ξ0ðn!Þ1=n ≈ 2½1þ ðn − 1Þ=e�ξ0,
these correlations recover more slowly with increasing
winding n, and hence the minigap is increasingly sup-
pressed. The fact that the vortex size increases linearly with
n also in the diffusive limit can be motivated from Fig. 2.
There, we see that superconductivity vanishes entirely as
the phase-winding rate u≡ ξj∇φj → 1. Assuming that this
remains approximately valid in nonbulk materials, and
using that j∇φj ¼ jnj=r around an n-winding vortex, we
find that superconductivity vanishes for r < nξ. In other
words, we find that the core size of a giant vortex scales
linearly with its winding number n, providing an observa-
tional signature of giant vortices that can be seen via STM
measurements.
The vortex patterns of Fig. 3 may be deduced from

energy considerations. In general, the kinetic energy of a
vortex with a winding number n scales as n2. This is
because kinetic energy Ek ∼ v2, where v ∼∇φ ∼ n is the
velocity of the superconducting condensate. In Sec. I of the
Supplemental Material [18], we solve the linearized
Ginzburg-Landau equation near a vortex with winding
number n, and use this to confirm that the kinetic energy is
indeed proportional to n2. Similar n2 dependencies have
previously been noted for magnetic vortices in type-II
superconductors [27], and these properties are shared by
vortices in proximitized nonsuperconductors [5,28].
The above provides a simple prescription for predicting

the vortex nucleation pattern. When a total vorticity N is
introduced to the system, it splits into vortices with
individual windings ni in a way that satisfies N ¼ P

ini.
Among all patterns permitted by the symmetries of the
geometry, the energetically favored is the one that mini-
mizes E ¼ P

in
2
i . Note that ni can be either positive or

negative, allowing for antivortex nucleation.
In the geometry considered so far, off-center vortices can

only appear in a square formation without breaking the
symmetry of the system, as is seen in Fig. 3. This symmetry
constraint explains why it is possible to produce a vortex
with winding n ¼ þ2. A higher winding is, however, not
possible because it will always be energetically favorable to
introduce four new vortices away from the center, and,
potentially, an antivortex in the center. Similar results were
found for a mesoscopic superconductor in an applied
magnetic field [10–12]. The present analysis differs in that
the vortex patterns are generated in an intrinsically non-
superconducting material solely by an applying an electric
current. A regular polygon with a higher symmetry (larger
number of sides), will by the same reasoning as above
allow for a higher winding at the center, as any alternative
will require a larger number of of n ¼ þ1 vortices to be
distributed in a symmetrical fashion. Figure 5 shows the
pair correlation function for a hexagonal normal metal
surrounded by a superconductor with an applied current
equivalent to ΦI ¼ 6π. Here, we find a single vortex of

FIG. 4. DOS along the diagonal of the normal metal for various
applied current windings ΦI . Superconductivity is suppressed in
the vortex cores, and the normal-state DOS ¼ 1 is recovered.
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winding n ¼ þ3. Generally, a regular polygon withm sides
allows for a giant vortex with winding up to n ¼ bm=2c.
Conclusion.—We have used microscopic calculations to

show that one can induce giant vortices and antivortices in
nonsuperconducting materials in the absence of magnetic
fields. We also analyzed the vortex nucleation pattern using
arguments of symmetry and energy minimization. Our
results open the possibility to study novel topological defects
in unusual environments, which do not have to be intrinsi-
cally superconducting or exposed to magnetic fields.
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In this supplemental, we derive two sets of equations that are applied in the main manuscript. In Section I, we find
an exact solution to the linearized Ginzburg-Landau equation near a vortex with an arbitrary winding number n,
and show that the kinetic energy is proportional to n2. This is used to explain the vortex configurations in the
main manuscript. In Section II, we find a selfconsistent solution to the Usadel equation in a bulk superconductor
with a uniform charge current. This is used as a boundary condition in the main manuscript.

I. ANALYTICAL SOLUTION AROUND A VORTEX CORE

Let us consider a superconducting vortex with a winding
number n. This means that as we move one counter-clockwise
turn around the vortex core, the phase of the superconducting
condensate changes by ∆ϕ = 2πn. We will here calculate the
energy of such a vortex, which in the main manuscript is used to
understand what nucleation patterns are energetically favored.
To keep the calculations simple and intuitive, we approach the
problem using the Ginzburg-Landau formalism. Furthermore,
we will assume that the energy of a vortex is dominated by the
region close to the vortex core, and that this region exhibits a
cylindrical symmetry. Since the energy of a vortex (n > 0) and
antivortex (n < 0) are exactly the same, we focus on n > 0.

A. Linearized Ginzburg-Landau theory

The starting point of the Ginzburg-Landau framework is the
free energy density in a superconducting material,1

E = α |Ψ|2 +
β

2
|Ψ|4 +

1
2m

|(−i~∇ − 2eA)Ψ|2 +
B2

2µ0
, (1)

whereΨ is the superconducting wavefunction, A is the magnetic
potential, B = ∇ × A is the magnetic field, and we choose
E ≡ 0 in the normal state. Minimizing the free energy of the
system, one arrives at the Ginzburg-Landau equation,1

αΨ + β|Ψ|2Ψ +
1

2m
(−i~∇ − 2eA)2Ψ = 0. (2)

We now introduce some approximations. Firstly, as in the main
manuscript, we are interested in current-induced vortices in thin-
films, for which there is a negligible magnetic potential A ≈ 0
in the system. Secondly, we are interested in the behaviour
near a vortex core, where the superconducting wavefunction is
suppressed |Ψ| � 1, so that we can linearize the equation. We
then obtain an effective Helmholtz equation,

∇2
Ψ ≈ Ψ/ξ2

0, (3)

where ξ0 ≡
√
~2/2m|α | is the Ginzburg-Landau coherence

length. We can parametrize the wavefunction as Ψ ≡ ψeiϕ ,
where the amplitude ψ and phase ϕ are real. Substituting this
parametrization into the Helmholtz equation, we obtain

∇2ψ + 2i(∇ψ)(∇ϕ) + iψ(∇2ϕ) − ψ(∇ϕ)2 = ψ/ξ2
0 . (4)

This equation can be significantly simplified using the law
of charge conservation. The charge current density in a system
governed by the Ginzburg-Landau equation is in general:1

J =
e
m
[Ψ∗(−i~∇ − 2eA)Ψ + Ψ(+i~∇ − 2eA)Ψ∗]. (5)

If we again set A ≈ 0 and substitute in Ψ = ψeiϕ ,

J =
2~e
m
ψ2∇ϕ. (6)

From this equation for the charge current, combined with the
fact that charge current is conserved ∇ · J = 0, we conclude:

2ψ(∇ψ)(∇ϕ) + ψ2∇2ϕ = 0. (7)

At any point with a finite wavefunction ψ , 0, this means that
two of the terms on the left-hand side of Eq. (4) have to cancel.
This lets us write Eq. (4) as simply:

∇2ψ − ψ(∇ϕ)2 = ψ/ξ2
0 . (8)

B. Exact vortex profile

We now focus on the specific case of a vortex with winding n,
meaning that the total phase-difference around the core is
∆ϕ = 2πn. At a distance r from the core, this phase-difference
occurs over a length 2πr, yielding an average phase-gradient
|∇ϕ| = ∆ϕ/2πr = n/r. Assuming cylindrical symmetry, we
expect the amplitude ψ to only depend on the radius r from
the vortex core, so that ∇2ψ → r−1∂r (r∂rψ). Together, these
observations let us reduce Eq. (8) to an ordinary differential
equation for the radial profile ψ(r), which can be written as:

r2 d2ψ

dr2 + r
dψ
dr

−

(
n2 +

r2

ξ2
0

)
ψ = 0. (9)

This is the defining equation for the modified or hyperbolic
Bessel functions In(r/ξ0) and Kn(r/ξ0). However, whereas the
first kind In(r/ξ0) always converges to a finite value as r → 0,
the second kind diverges there, and is therefore an unphysical
solution. The radial profile of a vortex is therefore:

ψ(r) = ψ0In(r/ξ0). (10)
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C. Asymptotic kinetic energy

In the previous subsection, we found exact solutions of the
linearized Ginzburg-Landau equation in the vicinity of a vortex.
These are however not straight-forward to use for analytically
comparing vortex energies. Physically, we expect the dominant
contributions to the kinetic energy to come from the region
close to the vortex. This means that we can do a Taylor
expansion around the vortex core r = 0,

In(r/ξ0) =

∞∑
m=0

1
m!(m + n)!

(
r

2ξ0

)2m+n
(11)

and focus on the region near the vortex core r � ξ0 where the
m = 0 term becomes the dominant contribution. This gives us
the following asymptotic profile for a vortex with winding n:

ψ(r) ≈
ψ0
n!

(
r

2ξ0

)n
. (12)

We can now go back to the free energy, and use these
solutions to determine the energy associated with each vortex.
Let us consider the kinetic energy density Ek . In the absence
of magnetism, this is just the gradient term in Eq. (1):

Ek =
~2

2m
|∇Ψ|2. (13)

We then switch to polar coordinates ∇ = ∂r er + r−1∂θ eθ :

Ek =
~2

2m

(
|∂rΨ|

2 + r−2 |∂θΨ|
2
)
. (14)

Substituting in the asymptotic solutions Ψ ∼ rneinθ :

Ek =
~2 |Ψ|2

mr2 n2. (15)

Thus, the kinetic energy of a giant vortex is proportional to n2.

II. SUPERCONDUCTOR WITH A UNIFORM CURRENT

In the main manuscript, we considered a system consisting of
a superconducting wire encircling a normal metal. Although
the superconductor was assumed to be thick enough to act
as a bulk material, the fact that it also carries a supercurrent
means that the propagators are no longer given by the standard
BCS solution. In order to use as realistic boundary conditions
as possible for that setup, we here solve the Usadel equation
analytically for a current-carrying superconductor.

A. Background theory

In a superconductor, the Usadel equation can be written2–4

iD∇(ĝ∇ĝ) = [ε τ̂3 + ∆̂ , ĝ], (16)

where τ̂3 = diag(+1,+1,−1,−1), and the gap matrix is defined
as ∆̂ = antidiag(+∆,−∆,+∆∗,−∆∗). The superconducting gap
can in turn be parametrized as ∆ = |∆|eiϕ where ϕ ∈ �. The
matrices on the left-hand side of the commutator are then:

ε τ̂3 = ε

(
+σ0 0

0 −σ0

)
, ∆̂ = |∆|

(
0 e+iϕiσ2

e−iϕiσ2 0

)
. (17)

The propagator ĝ can be written using the θ-parametrization:4,5

ĝ =

(
+ cosh θ σ0 e+iχ sinh θ iσ2

e−iχ sinh θ iσ2 − cosh θ σ0

)
. (18)

The parameters θ and χ satisfy the particle-hole symmetries
θ∗(+ε) = −θ(−ε) and χ∗(+ε) = χ(−ε).5 For brevity, we also
use the abbreviations s ≡ sinh θ and c ≡ cosh θ. Finally, the
self-consistency equation for the gap is:8

∆ = N0λeiχ
∫ωc

0
dε Re[sinh θ] tanh(ε/2T). (19)

Comparing this to the parametrization of the gap ∆ = |∆|eiϕ ,
we immediately note that the phases ϕ = χ must be equal.

B. Zero current

In the absence of charge currents, we must have a homogeneous
solution ∇ĝ = 0. Thus, the Usadel equation has to reduce to:

[ε τ̂3 + ∆̂ , ĝ] = 0. (20)

Writing the terms in the commutator explicitly, we get:

[ε τ̂3 , ĝ] = +2ε
(

0 +se+iϕiσ2
−se−iϕiσ2 0

)
, (21)

[∆̂ , ĝ] = −2|∆|
(

0 +ce+iϕiσ2
−ce−iϕiσ2 0

)
. (22)

From this, we can extract the scalar equation εs − |∆|c = 0,
which yields the standard BCS solution θ = atanh(|∆|/ε).

C. Uniform current

Before we attempt to solve the Usadel equation in a current-
carrying superconductor with ∂z ĝ , 0, let us try to constrain
the allowed position-dependence of our parameters θ and ϕ.
One such condition can be found from the density of states,

N =
1
2

N0 Re Tr[g] = N0 Re[cosh θ]. (23)

For a bulk superconductor carrying a uniform current, we insist
that the density of states is uniform as well, i.e. that ∂zN = 0.
Using the chain rule, we can rewrite this condition as follows:

(∂zθ)(∂θRe[cosh θ]) = 0. (24)

Thus, we may either have ∂zθ = 0 or ∂θRe[cosh θ] = 0. Since
θ is a direct function of energy, the latter is equivalent to the
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density of states being energy-independent, which we know is
false for a superconductor. Thus, we conclude that ∂zθ = 0.

Now that we know ∂zθ = 0, differentiating ĝ is quite easy:

∂z ĝ = i∂zϕ
(

0 +e+iϕsiσ2
−e−iϕsiσ2 0

)
. (25)

Multiplying by ĝ from the left, we then obtain:

ĝ∂z ĝ = i∂zϕ
(

s2σ0 e+iϕcs iσ2
e−iϕcs iσ2 −s2σ0

)
. (26)

Another constraint can then be found from the spectral current,

jz =
1
4

j0 Tr[τ̂3ĝ∂z ĝ]. (27)

Substituting in the expression for ĝ∂z ĝ above, we find that
jz/ j0 = is2∂zϕ. But insisting that the divergence ∂z jz = 0,
and keeping in mind that ∂zs = 0 because we determined that
∂zθ = 0 above, this gives us the constraint ∂2

z ϕ = 0. One might
however argue that perhaps the spectral current does not have to
be conserved, since charge conservation only requires that the
integral of the spectral current above is position-independent.
However, for a uniform current-carrying superconductor, we
can safely insist that the spectral current be constant as well.

Now that we have the additional constraint ∂2
z ϕ = 0, it is

straight-forward to differentiate ĝ∂z ĝ:

∂z(ĝ∂z ĝ) = (i∂zϕ)2
(

0 +e+iϕcs iσ2
−e−iϕcs iσ2 0

)
. (28)

This defines the left-hand side of the Usadel equation. Com-
bining the above with the rest of the Usadel equation, we find
the following equation from the off-diagonal parts:

iD(i∂zϕ)2cs = 2εs − 2|∆|c. (29)

We will now normalize everything with respect to the zero-
current gap ∆0, so that |∆| ≡ δ∆0 and ε ≡ E∆0. Furthermore,
we define a phase-winding rate u2 ≡ D(∂zϕ)

2/∆0. Thus:

Es − δc + i(u2/2)cs = 0. (30)

Note that since the diffusion constant can be written D = ∆0ξ
2,

we could also write u = ξ∂zϕ, which means that this parameter
basically measures the phase-winding per coherence length. By
substituting the hyperbolic identity c =

√
1 + s2 into Eq. (30),

the resulting 4th-order algebraic equation in s can easily be
solved to provide the analytical solution. However, for practical
reasons we here pursue a numerical approach.

D. Non-selfconsistent solution

In order to solve Eq. (30), it is convenient to reparametrize
the equation using the following mapping, where Θ(E) is an
unknown function of energy:6,7

c =
E

√
E2 − Θ2

, s =
Θ

√
E2 − Θ2

. (31)

Note that this parametrization manifestly satisfies the identity
c2−s2 = 1. Substituting the above into Eq. (30) and rearranging,
we find that the Usadel equation can be rewritten as:

Θ =
δ

1 + u2/2
√
Θ2 − E2

. (32)

In the absence of currents u = 0, we get a trivial solutionΘ = δ.
For a finite phase-winding rate u, it takes the form of a fixpoint
iteration equation, and can be solved using Newton’s method.

In addition to the above equation forΘ, we need to determine
the superconducting phase ϕ. However, in the previous subsec-
tion, we discovered that ∂2

z ϕ = 0. This means that the phase ϕ
has to be a linear function of position. Furthermore, since the
reference-point for the superconducting phase is arbitrary, we
can define ϕ(0) ≡ 0. Thus, the phase ϕ can be expressed as:

ϕ(z) = uz/ξ. (33)

For small currents, one can safely assume that the gap is nearly
the same as for zero current, meaning that δ ≈ 1. However,
in general, this fixpoint equation has to be accompanied by a
selfconsistency equation for the current-dependent gap factor δ.

E. Selfconsistent solution

Let us now revisit the selfconsistency equation for the gap,
using the Θ-parametrization from the previous subsection. We
normalize the energy E ≡ ε/∆0, gap δ ≡ |∆|/∆0, Debye cutoff
Ωc ≡ ωc/∆0, and temperature τ ≡ T/Tc . Furthermore, the
cutoff is in general related to the BCS coupling strength by
Ωc = cosh(1/N0λ), while the gap and critical temperature
are related by the BCS ratio ∆0/Tc = π/eγ, where γ is the
Euler-Mascheroni constant.8 Combining all of these remarks,
Eq. (19) for the current-dependent gap may be written as:

δ =
1

acoshΩc

∫Ωc

0
dE Re

(
Θ

√
E2 − Θ2

)
tanh

(
π

2eγ
E
τ

)
. (34)

In general, the selfconsistent problem is solved in two steps.
First, we guess that the solution is Θ(E) = 1 and δ = 1. For
each energy in a discretized range from E = Ωc to E = 0, one
solves Eq. (32) forΘ(E) using Newton’s method. The solutions
are substituted into Eq. (34), which is integrated to find a new
estimate for δ. This procedure is repeated until convergence.

III. GIANT VORTICES IN ASYMMETRIC GEOMETRIES

Giant vortices are inherently unstable and will seek to split
into single vortices unless hindered from doing so. For the
systems under consideration, the giant vortices are maintained
due to symmetry constraints. It is therefore interesting to
investigate how, for instance, Fig. 3(b) in the manuscript reacts
to a small deviation from perfect symmetry. We do so by
introducing a small perturbation ε of the aspect ratio α by
defining α = 1+ε, thereby making the system rectangular. The
results are shown in Fig. 1, from which it is seen that vortices
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do indeed split as ε is increased, but this splitting occurs
in a continuous way, and the resulting vortex pair remains
within close proximity to the location of the original giant
vortex for a deviation of up to ε = 1%. This means that the
giant vortex can be stabilized against small deviations in the
geometry by placing a pinning potential at this position,9 or
by forcing the split vortices together by fine tuning the applied
currents. To reduce the influence of unintended asymmetry, it is
recommended to use a superconductor with as large a coherence
length as possible. Choosing for instance aluminium, one gets
an estimated diffusive coherence length of ξ ' 100 nm. For
a square geometry with side lengths L = 12ξ, a deviation
of ε = 1% then corresponds to ∆L ' 12 nm, which is an
experimentally achievable level of accuracy.10

FIG. 1: Vortex patterns for an applied current winding of ΦI = 4π,
with increasing aspect ratio deviation ε.
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Spin-valve structures are usually associated with the ability to modify the resistance of electrical currents. We
here demonstrate a profoundly different effect of a spin-valve. In combination with a topological insulator and
superconducting materials, we show that a spin-valve can be used to toggle quantum vortices in and out of exis-
tence. In the antiparallel configuration, the spin valve causes superconducting vortex nucleation. In the parallel
configuration, however, no vortices appear. This switching effect suggests a new way to control quantum vortices.

DOI: 10.1103/PhysRevB.98.144505

I. INTRODUCTION

Topological insulators (TI) are fascinating materials which
are insulating in their bulk, but have topologically protected
conducting surface states [1]. When a conventional s-wave
superconductor is placed in contact with a topological in-
sulator, the superconducting correlations induced on the TI
surface gain a topological character [2]. This may give rise
to a range of exotic phenomena, such as the appearance of
Majorana bound states at vortices [3], which provides an
exciting avenue toward non-Abelian statistics and topological
quantum computation [4].

A particularly interesting property of the surface states of a
TI is the presence of spin–momentum locking. By proximity
coupling both superconducting and ferromagnetic elements to
the topological insulator, this may be used to create complex
supercurrent density distributions [5]. A key observation is
that the exchange field enters the Hamiltonian for the surface
states of a TI in the same way as the magnetic vector potential
does, due to the spin-momentum locking. Because of this,
one might expect that quantum vortices with a phase-winding
could be induced by an exchange field alone on the surface
of a TI in contact with a superconductor, without the need of
any external magnetic flux. The study of superconducting vor-
tices induced in nonsuperconducting materials via proximity
has recently attracted attention both theoretically [5–9] and
experimentally [10].

In this paper, we show that a spin-valve structure combined
with a topological insulator and superconducting materials
can be used to toggle quantum vortices in and out of existence.
These vortices behave in the exact same way as conventional
proximity-induced vortices in superconducting heterostruc-
tures, except for the crucial difference of being generated by
an inhomogeneous in-plane exchange field, rather than the
orbital effect of an applied magnetic flux. Indeed, we will
show that vortex nucleation may be understood in terms of
the presence of an effective flux created by the exchange
field, completely analogously to the flux produced by a mag-
netic vector potential. An advantage of using an exchange

*Corresponding author: morten.amundsen@ntnu.no

field to generate vortices is that it provides greater freedom
in studying inhomogeneous effective flux densities than is
possible with an applied perpendicular magnetic field, and
hence may give rise to more complex vortex patterns. The
spin valve consists of two ferromagnetic layers which can be
either in a parallel (P) or antiparallel (AP) configuration. In
the P configuration, the spin valve does not cause supercon-
ducting vortex nucleation. In contrast, vortices can exist in the
AP configuration. This switching effect suggests a new way
to control quantum vortices in heterostructures. The precise
conditions under which this can occur will be detailed below.

II. THEORY AND MODEL

To demonstrate the spin-valve effect, we consider the
system shown in Fig. 1. Two superconductors are placed on
top of a topological insulator, maintaining a good electrical
contact to induce a measurable proximity effect. This can,
for instance, be a Nb-Bi2Te3-Nb heterostructure, in which
the presence of a Josephson effect has been experimentally
verified [11]. Between the superconductors is placed a pair
of ferromagnets. This creates an effective SFS Josephson
weak link on the two-dimensional surface of the TI via the
proximity effect. The distance between the superconductors
is L = 2ξ , where ξ is the superconducting coherence length,
which is assumed to also be the width of the system. The
exchange field in the ferromagnet is directed along the x

axis (between the superconductors). The magnitude of the
exchange field is constant in the x direction, but can be toggled
between either a P or AP configuration. Such a system can be
experimentally designed by separating the two ferromagnets
by a thin nonmagnetic spacer layer. If the ferromagnets have
different coercive fields, one may toggle between configura-
tions, for instance, by heating the system to above the critical
temperature of the superconductors, Tc, apply a magnetic field
in the x direction large enough to switch the magnetization in
one of the layers, and then cool the system to below Tc. To
ensure different coercive fields, the ferromagnets may either
be different materials or have different sizes.

The surface of the three-dimensional diffusive topolog-
ical insulator here considered may be described by using
quasiclassical theory [12,13]. In the following, we use units
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z

h

FIG. 1. The geometry considered. Two superconductors and a
spin valve are placed on top of a topological insulator. The spatial
variation of the exchange field induced by the antiparallel configura-
tion of the ferromagnets creates vortices in the TI. The spin valve is
shown lifted for clarity.

where h̄ = 1. In equilibrium, all physical observables may be
computed from the 2×2 retarded Green’s function

G =
(

g f

f̃ −g

)
, (1)

where g and f are the normal and anomalous Green’s func-
tions, respectively, and f̃ (ε) = f ∗(−ε). G has structure only
in particle–hole space, and the spin structure has been factored
out by a unitary transformation to take the spin–momentum
locking into account. A detailed description of this procedure
is given in Ref. [14]. In the diffusive limit, the Green’s
function is governed by the Usadel equation [15]

2Di∇̂ · (G∇̂G) = [εσ3,G], (2)

where ∇̂G = ∇G − i
vF

[hσ3,G], h is the in-plane exchange
field, D is the diffusion constant, ε is the quasiparticle energy,
vF is the Fermi velocity, and σ3 is the third Pauli matrix.
We solve Eq. (2) in the region of the TI located between
the superconductors, which we consider as large enough to
be described by their bulk expressions, GBCS, as given in
Ref. [14]. The numerical method we employ is described in
detail in Ref. [16], and only slight modifications are necessary
to adapt it to topological insulators. We neglect the inverse
proximity effect, which is a good approximation as long as
the Fermi level μTI in the TI is substantially different from
±

√
2mv2

F μS, where m and μS are the electron mass and Fermi
level in the superconductor, respectively [17]. We further as-
sume transparent boundary conditions to the superconductors,
while the vacuum interfaces are described by the Neumann
boundary condition ∇̂G = 0. We note in particular that the in-
plane exchange field enters Eq. (2) in precisely the same way
as does the vector potential in a normal metal. A consequence
of this is that the system will react to a spatial variation in h
in the same way as if an effective flux �h = ∫

A
∇×h d r is

applied, where A is the area of the TI surface. This means
that for a sufficiently large inhomogeneous exchange field,
vortices may appear. Note that for a curl-free inhomogenous
h, vortices do not appear. An analogy to an SNS junction with
a uniform applied magnetic flux is found by considering an

exchange field h = −h0yx̂. In the Fraunhofer limit, where
the width of the junction (in the y direction) is much larger
than its length, the number of vortices in the system is equal
to the number of flux quanta that is applied. The relevant
flux quantum for the exchange-field-induced vortices in the
present paper is then �0 = πvF . The square geometry of the
system studied herein influences the number and position of
the vortices. However, the number of flux quanta produced
by the effective flux �h still remains a good estimate for the
number of vortices.

From the retarded Green’s function, G, the density of
states, normalized by its value at the Fermi level, may be
computed as N (r, ε) = Re g(r, ε), with g(r, ε) defined in
Eq. (1). Furthermore, the pair correlation in the TI, which is
a measure of the strength of the superconducting correlations
induced by the proximity effect, may be computed from

�(r ) = N0

∫
dε [f (r, ε) − f (r,−ε)] tanh

βε

2
, (3)

where β = 1/kBT , T is the temperature and N0 is the density
of states at the Fermi level. Finally, the current density is given
as

J (r ) = J0

∫
dε Re

[
f ∇f̃ − f̃ ∇f − 4i

vF

hf f̃

]
tanh

βε

2
,

(4)

with J0 = N0eD.

III. RESULTS AND DISCUSSION

We consider an in-plane exchange field and set h =
hx (y)x̂. The necessary (but not sufficient) requirement for
inducing vortices is then that ∂yhx �= 0. To be specific, we
assume that the AP configuration of the ferromagnets induces
an antisymmetric exchange field with a spatial variation given
by h = h0 tanh(αy/L)x̂, where α is a shape factor which
determines the size of the transition region. We note that the
size of the effective flux �h, and thus the net number of
vortices introduced, does not depend on the specific shape
of the exchange field since, by the fundamental theorem
of calculus, �h = L[h(L/2) − h(−L/2)]. To model the P
configuration, a constant exchange field h = h0x̂ is assumed.

The two configurations show markedly different behaviors,
as is shown in Fig. 2 where we set α = 20 (the results are
qualitatively the same for all α � 1, which corresponds to
the magnetization saturating before it reaches the outer edges
of the magnetic regions). The uniform exchange field in the
P configuration introduces a phase shift between the super-
conductors, so that a net supercurrent flows between them.
Otherwise, the system is unaffected. The pair correlation
decays towards the center of the TI, but remains nonzero
everywhere, as seen in Fig. 2(a). In the AP configuration, there
is no net current due to the antisymmetry of the exchange field,
which induces an antisymmetric current-density distribution.
Furthermore, the exchange field produces a net effective flux
�h � 2h0L, which may cause vortex nucleation. This is
shown in Fig. 2(b) for h0 = 2vF /ξ . In this case, two vortices
appear along the x axis—the region of largest effective flux
density. Figures 2(c) and 2(d) show the spatial distribution
of the density of states at zero energy for the two configu-
rations. In the P configuration, N (r, 0) is clearly uniformly
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Pair correlation Density of states

FIG. 2. A comparison of the results for the parallel (upper row)
and antiparallel (lower row) configuration of the spin valve. (a)
and (b) show the absolute value of the pair correlation for the
two configurations, as given by Eq. (3). The localized zeros in the
antiparallel case indicate vortices. (c) and (d) show the density of
states N at zero energy, which is gapped in the parallel configuration
and admits a normal state solution at the location of the vortices in
the antiparallel configuration.

suppressed throughout the entire system, as is expected due
to the presence of a proximity-induced energy gap. In the AP
configuration, on the other hand, the presence of the vortices,
which have normal cores, leads to a more complicated topog-
raphy of the density of states, wherein a normal state value of
N = 1 is found in localized regions surrounding the vortices.
The topological nature of these vortices is illustrated by the
phase of the pair correlation, which is shown in Fig. 3(a).
It is seen that for any closed contour around a vortex, it is
necessary to traverse two discontinuous jumps of value π ,
giving a total winding of 2π . This is the hallmark of a vortex.
Another signature of vortices is circulating supercurrents, as is
shown in Fig. 3(b), in which streamlines of the current density,
as given by Eq. (4), are plotted. Since the eddies produce an
out-of-plane magnetic field, which should be detectable using,
for instance, a scanning nanoSQUID device [18], this provides
means for experimentally verifying the presence of vortices. It
is interesting to note that there are currents circulating around
the origin of the system, as seen in Fig. 3(b). A conventional
vortex has a phase gradient that goes like ∇φ ∼ 2πn

r
, where

n is the winding number of the vortex, and r is the radius
from its center. This means that the phase gradient diverges
at the vortex core, leading to a suppression of the pair cor-
relation. The observed flow pattern in the present case is not
accompanied by such a suppression, and is hence not a vortex
in the topological sense. Rather, it is caused by an accidental
cancellation of the phase gradient at the origin due to the ap-
plied exchange field. This can be seen from the current density

(a) (b)

FIG. 3. Evidence of vortex nucleation. (a) The phase of the pair
correlation, showing a winding of 2π around each of the vortices.
(b) Streamlines of the current density, as given by Eq. (4), which
gives its direction at every point, showing that supercurrents circulate
around the vortices.

J ∼ ∇φ. The x component, Jx , is antisymmetric about the
x axis due to the antisymmetric exchange field. It therefore
vanishes along the x axis. The y component on the other hand,
must change direction as one moves along the x axis from
one vortex to the other. Jy is therefore zero in the origin as
well. This means that the magnitude of the current is zero at
this point, thereby producing the observed current pattern. We
emphasize that this eddy is not topologically protected, and
may be removed by minor perturbations of the exchange field.

The behavior of the vortices is greatly influenced by the
symmetries of the system. The model considered herein is
symmetric about the y axis, and either symmetric or antisym-
metric about the x axis, depending on the applied exchange
field. This means that a single vortex pair can only be located
on symmetrically opposite sides of the origin, along either
the x or the y axis without breaking the symmetries of the
system. For an increasing exchange field amplitude, h0, the
AP configuration will lead to the appearance of an increasing
number of vortices. The vortices enter the system from the
vacuum edges, and must do so in pairs from opposite sides.
Due to the low flux density near the vacuum edges, even the
slightest additional increase in h0 will cause the vortices to
translate along the y axis, meet at the origin, and stabilize
at a location along the x axis, as shown in Fig. 2. As h0

is increased further, vortices accumulate along the x axis.
This will, in turn, result in a complete suppression of the
density of states in their vicinity, whereas superconductivity
will still be present closer to the vacuum edges. We point out
that while the present discussion relies on the symmetry, the
symmetry is not crucial to observe the spin-valve effect. The
only requirement is the ability to switch between a rotational
and an irrotational exchange field. Another interesting feature
of the inhomogeneous effective flux density is that it leads
to significant vortex pinning. Indeed, if the superconducting
leads are given a phase difference, for instance by applying a
current bias, so that a net supercurrent flows between them, the
vortex positions are only slightly perturbed. This is in contrast
to the behavior of conventional SNS Josephson weak links
with an applied magnetic flux, where a phase difference leads
to a transversal shift of the vortex positions [6,7].
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FIG. 4. An analysis of the effect of the spacer layer. (a) The
transversal distribution of the exchange field h for increasing size
δ of the central region of suppressed magnetization. (b) The zero-
energy density of states along the y axis for the exchange fields in
(a). (c) The phase of the pair correlation for the case where δ = 0.2,
showing the appearance of a vortex–antivortex pair.

The exchange field induced on the topological insulator
is assumed generated by two separate ferromagnets with an
intermediate spacer layer. In the P configuration, this will
likely create a suppression of the induced exchange field
beneath the spacer. The resulting ∂yhx �= 0 could in itself
induce vortices in the system, in addition to the switching-
effect we have described above. To investigate this, we con-
sider a P exchange field h(y) = h0{1 + 0.5(tanh[α(y/L − δ)]
− tanh[α(y/L + δ)])}x̂, where δ is another shape factor indi-
cating the width of the central dip in h(y). The exchange field
is plotted along the transversal direction y for increasing δ in
Fig. 4(a). Since the exchange field is symmetric, the effective
flux �h = 0. Nonetheless, topological excitations in the form
of vortex–antivortex pairs may be induced. It is clear that
this can happen if an effective flux greater than �0 passes
through any subdomain of the system within which vortex
nucleation is allowed by symmetry. The central dip in the
exchange field will cause vortices to nucleate where ∇×h
is largest and positive, at y = δL, whereas antivortices will
nucleate at y = −δL, where the largest negative effective flux

density is found. To conserve the symmetry of the system, a
single vortex–antivortex pair must appear along the y axis.
The first appearance of such a pair may therefore be gauged
from the zero-energy density of states along this line, as is
shown in Fig. 4(b). It is seen that N remains gapped for a
sufficiently small dip, as exemplified by δ = 0.05 and δ = 0.1.
This shows that the vortex spin-valve effect is robust against
small deviations from a constant exchange field due to the
presence of the spacer layer. For δ = 0.2, however, a vortex–
antivortex pair appears, and the gap in the density of states
closes. This is verified from the phase of the pair correlation,
shown in Fig. 4(c), where the two vortices along the y axis are
seen to have opposite windings.

IV. CONCLUSION

We have considered a Josephson weak link made on the
surface of a topological insulator, onto which is proximity
coupled two ferromagnets separated by a spacer. By using
microscopic calculations, we have shown that it is possible to
switch vortices on and off in this system solely by toggling
between an AP and P configuration of the ferromagnets,
respectively. We further show that this vortex spin-valve effect
is robust against small deviations in the induced exchange
field caused by the spacer layer.

An interesting direction for future work would be to study
the effect of an electrically induced phase gradient in the
superconducting leads, which has recently been shown to
generate vortices in proximitized normal metals [9].
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We study the inverse proximity effect in a bilayer consisting of a thin s- or d-wave superconductor (S) and
a topological insulator (TI). Integrating out the topological fermions of the TI, we find that spin-orbit coupling
is induced in the S, which leads to spin-triplet p-wave ( f -wave) correlations in the anomalous Green’s function
for an s-wave (d-wave) superconductor. Solving the self-consistency equation for the superconducting order
parameter, we find that the inverse proximity effect can be strong for parameters for which the Fermi momenta
of the S and TI coincide. The suppression of the gap is approximately proportional to e−1/λ, where λ is the
dimensionless superconducting coupling constant. This is consistent with the fact that a higher λ gives a more
robust superconducting state. For an s-wave S, the interval of TI chemical potentials for which the suppression
of the gap is strong is centered at μTI = ±

√
2mv2

Fμ, and increases quadratically with the hopping parameter t .
Since the S chemical potential μ typically is high for conventional superconductors, the inverse proximity effect
is negligible except for t above a critical value. For sufficiently low t , however, the inverse proximity effect is
negligible, in agreement with what has thus far been assumed in most works studying the proximity effect in
S-TI structures. In superconductors with low Fermi energies, such as high-Tc cuprates with d-wave symmetry,
we again find a suppression of the order parameter. However, since μ is much smaller in this case, a strong
inverse proximity effect can occur at μTI = 0 for much lower values of t . Moreover, the onset of a strong inverse
proximity effect is preceded by an increase in the order parameter, allowing the gap to be tuned by several orders
of magnitude by small variations in μTI.

DOI: 10.1103/PhysRevB.99.094505

I. INTRODUCTION

Topological insulators (TIs) are insulating in the bulk, but
host metallic surface states protected by the topology of the
material [1–3]. For three-dimensional topological insulators,
the two-dimensional (2D) surface states can be described by
a massless analog of the relativistic Dirac equation, having
linear dispersions and spin-momentum locking. Many inter-
esting phenomena are predicted to occur by coupling the TI
to a superconductor, thus inducing a superconducting gap in
the TI [4]. For instance, such systems have been predicted
to host Majorana bound states [5], which could be used
for topological quantum computing. Moreover, the Dirac-
like Hamiltonian σ · k has consequences for the response to
exchange fields, allowing the phase difference in a Josephson
junction to be tuned by an in-plane magnetization to values
other than 0 and π [6], and inducing vortices by an in-plane
magnetic field [7,8].

Numerous papers have studied the interesting phenom-
ena that have been discovered in topological insulators with
proximity-induced superconductivity [9–22]. To our knowl-
edge, however, much less attention has been paid to the
inverse superconducting, or topological [23], proximity ef-
fect, i.e., the effect that the topological insulator has on the
superconductor order parameter. There have been indications
that superconductivity might be suppressed [17], while other

*Corresponding author: asle.sudbo@ntnu.no

studies have found no suppression [20], One recent study
demonstrated that the proximity to the TI induces spin-orbit
coupling in the superconductor (S), possibly making a Fulde-
Ferrel [24] superconducting state energetically more favorable
near the interface of a magnetically doped TI [25]. Another
study showed that the TI surface states can leak into the su-
perconductor, resulting in a Dirac cone in the density of states
[26]. In this paper, we focus on the superconducting gap itself
and study under what circumstances the inverse proximity
effect is negligible, as is often assumed in theoretical works.

Using a field-theoretical approach, we study an atomically
thin Bardeen-Cooper-Schrieffer (BCS) s-wave superconduc-
tor and d-wave superconductor coupled to a TI. While this
is an approximation for most conventional and high-Tc super-
conductors such as, e.g., Nb, Al, and YBa2Cu3O7, supercon-
ductivity has been observed in, e.g., single-layer NbSe2 [27]
and FeSe [28–30]. Integrating out the TI fermions, we obtain
an effective action for the S electrons. Due to the induced
spin-orbit coupling, spin-triplet p-wave ( f -wave) correlations
are induced in the s-wave (d-wave) superconductor.

Solving the mean-field equations, using parameters valid
for both conventional s-wave superconductors and high-Tc d-
wave superconductors, we find that in both cases a strong
suppression of the superconducting gap is possible. For con-
ventional superconductors, where the Fermi energy μ is high
compared to the cut-off frequency, the coupling between the S
and the TI has to be quite large in order for the inverse proxim-
ity effect to be strong for relevant TI chemical potentials μTI.
This can explain the lack of any inverse proximity effect in

2469-9950/2019/99(9)/094505(11) 094505-1 ©2019 American Physical Society
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experiments [20]. In high-Tc d-wave superconductors, on the
other hand, where the Fermi energy is much smaller, we find
a strong gap suppression at much lower coupling strengths,
which might therefore be experimentally observable. For
these systems, we also find an increase in the gap for μTI just
outside the region of strong inverse proximity effect.

The remainder of the paper is organized as follows: The
model system is presented in Sec. II, and the effective action
for the S fermions and order parameter is derived in Sec. III.
In Sec. IV we derive the mean-field gap equations for the
order parameter. Numerical results for the superconducting
gap are presented and discussed in Sec. V, and summarized
in Sec. VI. Further details on the calculation of the criteria
for strong proximity effect, the Nambu space field integral,
the zero-temperature, noninteracting gap solutions, and the
numerical methods used, are presented in the Appendices.

II. MODEL

We model the bilayer consisting of a thin superconductor
(S) coupled to a TI by the action

S = SS + STI + St . (1)

In Matsubara and reciprocal space, the superconductor is
described by

SS = 1

βV

∑
k

c†(k)

(
−iωn + k2

2m
− μ

)
c(k)

−
∑
k,k′,q

Vk′,k

(βV )3
c†
↑(k′)c†

↓(−k′ + q)c↓(−k + q)c↑(k),

(2)

where c(k) = [c↑(k) c↓(k)]T with c↑(↓)(k) denoting the anni-
hilation operator for spin-up (spin-down) electrons, m is the
electron mass, and μ is the chemical potential in the S. β =
1/kBT and V = LxLy are the inverse temperature and system
area, respectively. We have used the notation k = (ωn, k) [q =
(�n, q)], where ωn (�n) is a fermionic (bosonic) Matsubara
frequency, and k (q) the fermionic (bosonic) in-plane wave
vector. Vk,k′ is the pairing potential, which can be written [31]

Vk,k′ = gv(k)v(k′), (3)

where v(k) = 1 for s-wave pairing, and v(k) = √
2 cos(2φk )

for dx2−y2 -wave pairing, where φk is the angle of k relative
to the kx axis. The coupling constant g is assumed to be
nonzero only when −ω− < k2/2m − μ < ω+, where ±ω± is
the upper (lower) cut-off frequency. For conventional s-wave
superconductors this is typically taken to be the characteristic
frequency ωD of the phonons, while the cut-off frequencies in
high-Tc superconductors are of the order of the characteristic
energy of the antiferromagnetic fluctuations present in these
materials [32–35]. We will set h̄ = 1 throughout the paper.
For the TI we use the Dirac action

STI = 1

βV

∑
k

�†(k)(−iωn + vFk · σ − μTI)�(k), (4)

where �(r) = [ψ↑(r) ψ↓(r)]T describes the TI fermions, vF is
the Fermi velocity, and μTI is the TI chemical potential. The

S and TI layers are coupled by a hopping term [25,26,36,37]

St = − 1

βV

∑
k

t[c†(k)�(k) + �†(k)c(k)]. (5)

Similar models were recently used in Refs. [25,26] when
studying similar systems with an s-wave S. The full partition
function of the system is therefore

Z =
∫

D[c†, c]e−SS

(∫
D[�†, �]e−STI−St

)
. (6)

III. EFFECTIVE ACTION

As we are interested in the inverse proximity effect in
the S and its consequences for the superconducting gap, we
integrate out the TI fermions by performing the functional
integral ZTI,t = ∫

D[�†, �]e−STI,t , where

STI,t = 1

βV

∑
k

{
�†(k)

( − G−1
TI

)
�(k) − t[c†(k)�(k)

+�†(k)c(k)]
}
. (7)

Here, we have defined the matrix G−1
TI = iωn − vFk · σ + μTI.

Performing the functional integration leads to an additional
term in the S action,

δSS = t2

βV

∑
k

c†(k)GTIc(k), (8)

with the TI Green’s function

GTI = iωn + μTI + vFk · σ

(iωn + μTI)2 − v2
Fk2

. (9)

The effective S action thus reads

Seff
S = − 1

βV

∑
k

c†(k)G−1
0 c(k) −

∑
k,k′,q

Vk′,k

(βV )3
c†
↑(k′)

× c†
↓(−k′ + q)c↓(−k + q)c↑(k), (10)

where we have defined the inverse noninteracting Green’s
function

G−1
0 = iωn − k2

2m
+ μ − t2GTI. (11)

From this we see that the coupling to GTI in Eq. (9) leads to
an induced spin-orbit coupling ∼k · σ in the S, in agreement
with Ref. [25].

Performing a Hubbard-Stratonovich decoupling [38], the
four-fermion term in the S action can be rewritten in terms of
bosonic fields ϕ(q) and ϕ†(q),

−
∑
k,k′,q

Vk′,k

(βV )3
c†
↑(k′)c†

↓(−k′ + q)c↓(−k + q)c↑(k) → − 1

βV

×
∑
k,q

[ϕ(q)v(k)c†
↑(k)c†

↓(−k + q) + H.c.]. (12)

This also leads to an additional term in the total system action

S0
ϕ = βV

g

∑
q

ϕ†(q)ϕ(q), (13)
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and a functional integration of the bosonic fields in the parti-
tion function. Note that the decoupling is performed such that
the bosonic fields have units of energy.

By defining the Nambu spinor

C(k) = [c↑(k) c↓(k) c†
↑(−k) c†

↓(−k)]T , (14)

the effective S action can be written

Seff
S = − 1

2βV

∑
k,k′

C†(k)G−1(k, k′)C(k′), (15)

where

G−1(k, k′)=
(

G−1
0 (k)δk,k′ ϕ(k − k′)v(k)iσy

−ϕ†(−k + k′)v(k)iσy −[
G−1

0 (−k)
]T

δk,k′

)
.

(16)

Performing the functional integration over the fermionic
fields, we arrive at the effective action for the bosonic fields

Sϕ = βV

g

∑
q

ϕ†(q)ϕ(q) − 1

2
Tr ln(−G−1). (17)

The additional factor 1/2 in front of the trace is due to the
change in integration measure when changing to the Nambu

spinor notation (see Appendix B and, e.g., Ref. [39] for
details).

IV. MEAN-FIELD THEORY

Since G−1
0 (iωn, k) is still inversion symmetric in the di-

agonal basis (see below), we assume that the bosonic field
ϕ(q) is temporally and spatially homogeneous as in the
regular BCS case. However, a recent study has shown that
introducing in-plane magnetic fields in the TI breaks this
symmetry and can make a Fulde-Ferrel [24] order parameter
energetically more favorable in an s-wave S [25]. Calculating
the matrix G(k) assuming a spatially homogeneous bosonic
field φ(q) = δq,0
, and defining the superconducting order
parameter 
(k) = 
 · v(k), we get

G(k) =
(

G(k) F (k)

F †(k) −GT (−k)

)
, (18)

where to leading order in t

G(k) = −εk + iωn

ξ 2
k + ω2

n

− t2 (εk + iωn)2[(iωn + μTI) + vFk · σ](
ξ 2

k + ω2
n

)2[
v2

Fk2 − (iωn + μTI)2
] − t2 |
(k)|2[(iωn − μTI) − vFk · σ](

ξ 2
k + ω2

n

)2[
v2

Fk2 − (iωn − μTI)2
] , (19)

F (k) = 
(k)

ξ 2
k + ω2

n

{
1 + 2t2

(
v2

Fk2 − μ2
TI − ω2

n

)
εkμTI − ω2

n

(
v2

Fk2 + μ2
TI + ω2

n

)
(
ξ 2

k + ω2
n

)[
(vF|k| − μTI)2 + ω2

n

][
(vF|k| + μTI)2 + ω2

n

]

+ 2t2

(
v2

Fk2 − μ2
TI + ω2

n

)
εk − 2ω2

nμTI(
ξ 2

k + ω2
n

)[
(vF|k| − μTI)2 + ω2

n

][
(vF|k| + μTI)2 + ω2

n

]vFk · σ

}
iσy, (20)

with εk = k2/2m − μ and ξk =
√

ε2
k + |
(k)|2. As men-

tioned above, the proximity-induced spin-orbit coupling leads
to nondiagonal terms in G(k). Moreover, F (k) now has diago-
nal terms ∝k · σiσy, signaling that p-wave ( f -wave) triplet
superconducting correlations are induced in the s-wave (d-
wave) superconductor. This has been shown to be the case
in s-wave superconductors when the spin degeneracy is lifted
by spin-orbit coupling [40]. A similar expression was found
for the anomalous Green’s function on the TI side of an S-TI
bilayer in Ref. [41]. The results in Ref. [41] also suggest
that odd-frequency triplet pairing could be induced in the
S by including a magnetic exchange term m · σ in the TI
Lagrangian.

Gap equation

While the above Green’s functions contain information
about the correlations in the superconductor, the supercon-
ducting gap must be determined self-consistently. We first
change to the basis which diagonalizes the nonsuperconduct-
ing normal inverse Green’s function G−1

0 . We find G−1
d,0(k) =

P(k)G−1
0 (k)P†(k), where G−1

d,0(k) = diag[G−1
+,0(k), G−1

−,0(k)],

with

G−1
±,0(k) = iωn − εk − t2

iωn + μTI ∓ vF|k| (21)

and

P(k) = 1√
2

(
1 e−iφk

1 −e−iφk

)
t . (22)

Here φk is the angle of k relative to the kx axis. + (−) here
denotes the Green’s function for positive (negative) chirality
states. Inverting G−1

d,0 we find the Green’s functions

G±,0(k) = iωn ∓ vF|k| + μTI

[iωn − ε+
± (k)][iωn − ε−

± (k)]
, (23)

where

εγ
α (k) = 1

2 [εk + αvF|k| − μTI

+ γ
√

(εk − αvF|k| + μTI)2 + 4t2], (24)
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with α, γ = ±1. The Green’s function has residues

wγ
α (k) = 1

2
+ εk − αvF|k| + μTI

2γ
√

(εk − αvF|k| + μTI)2 + 4t2
. (25)

We next transform the entire inverse Green’s function G
using G−1

d (k) = P (k)G−1(k)P†(k), where

P (k) =
(

P(k) 0

0 P∗(−k)

)
, (26)

which yields

G−1
d (k) =

(
G−1

d,0(k) −
(k)e−iφkσz

−
†(k)eiφkσz −G−1
d,0(−k)

)
. (27)

Hence the full Green’s function matrix for the superconductor
is

Gd (k) =
(

Gd (k) Fd (k)

F †
d (k) −Gd (−k)

)
, (28)

where we have defined the 2 × 2 matrices Gd (k) =
diag[G+(k), G−(k)] and Fd (k) = diag[F+(k), F−(k)], and
Green’s functions

G±(k) = [iωn + ε+
± (k)][iωn + ε−

± (k)][iωn ∓ vF|k| + μTI]

[iωn − ξ+
± (k)][iωn + ξ+

± (k)][iωn − ξ−
± (k)][iωn + ξ−

± (k)]
, (29a)

F±(k) = ± 
(k)e−iφk [(iωn)2 − (±vF|k| − μTI)2]

[iωn − ξ+
± (k)][iωn + ξ+

± (k)][iωn − ξ−
± (k)][iωn + ξ−

± (k)]
. (29b)

The eigenenergies of the system are now given by the poles in the above equation, where

ξγ
α (k) = 1√

2

{
ξ 2

k + (αvF|k| − μTI)
2 + 2t2 + γ

√[
ξ 2

k − (αvF|k| − μTI)2
]2 + 4t2[(εk + αvF|k| − μTI)2 + |
(k)|2]

}1/2
. (30)

The gap equation for the amplitude 
 is found by requiring
δSϕ

δ

= 0 [38], which yields


† = − g

2βV

∑
k

tr F †
d (k)v(k)σze

−iφk . (31)

Inserting the Hermitian conjugate of Eq. (29b) and performing
the sum over Matsubara frequencies, we get the gap equation,

1 = g

4V

∑
k

v(k)2

{
ξ+
+ (k)2 − (vF|k| − μTI)2

ξ+
+ (k)[ξ+

+ (k)2 − ξ−
+ (k)2]

tanh
βξ+

+ (k)

2

− ξ−
+ (k)2 − (vF|k| − μTI)2

ξ−
+ (k)[ξ+

+ (k)2 − ξ−
+ (k)2]

tanh
βξ−

+ (k)

2

+ ξ+
− (k)2 − (vF|k| + μTI)2

ξ+
− (k)[ξ+

− (k)2 − ξ−
− (k)2]

tanh
βξ+

− (k)

2

− ξ−
− (k)2 − (vF|k| + μTI)2

ξ−
− (k)[ξ+

− (k)2 − ξ−
− (k)2]

tanh
βξ−

− (k)

2

}
. (32)

Setting t = 0 simply yields the regular BCS gap equation,
which results in a gap 
0 = 2ωDe−1/λ in the s-wave case [42],
where λ = gD0/V is a dimensionless coupling constant, and
D0 is the density of states at the Fermi level. d-wave pairing
results in a slightly smaller gap for the same values for λ

and the cut-off frequencies (see Appendix C for details). For
t �= 0, the above equation can be expressed in terms of an
energy integral over εk using vF|k| = vF

√
2m(εk + μ).

V. RESULTS AND DISCUSSION

From the expressions for the system eigenenergies in the
nonsuperconducting case, Eq. (24), we see that the S and
TI bands have hybridized, leading to avoided crossings. The
effect of this hybridization is largest when the chemical

potential of both the S and TI is tuned such that the Fermi
momenta coincide, i.e., for μTI = ±

√
2mv2

Fμ. A possibly
strong proximity effect should therefore be expected to occur
in a region close to these values of μTI, the size of which
increases with increased hopping t . In the following we
numerically solve the gap equations for both s- and d-wave
superconductors for relevant parameter values.

A. s-wave pairing

Using numerical values μ ∼ 5 eV, a cutoff correspond-
ing to the Debye frequency, h̄ω± = h̄ωD ∼ 25 meV [43],
h̄2/2m ∼ 40 meV nm2, h̄vF ∼ 300 meV nm [20,44], and λ =
0.2, we solve the gap equation in Eq. (32) for different values
of t and μTI at T = 0 for an s-wave superconductor. The
results in Fig. 1(a) show that the absolute value of the gap
is not changed significantly due to the inverse proximity
effect for small t , except for μTI close to

√
2mv2

Fμ. Both
for μTI above and below this region, the inverse proximity
effect is small, signifying that the disappearing gap in the
region where the inverse proximity effect is strong cannot
be simply related to the increasing density of states in the
TI. For increasing t , the region where superconductivity is
suppressed increases quadratically with t , eventually leading
to suppressed superconductivity also at μTI = 0.

The strong suppression of the order parameter can be
understood from the fact that the pairing potential is attractive
only when |k2/2m − μ| � ωD, corresponding to wave vectors
between k± ≡

√
2m(μ ± ω±). This means that the Fermi

wave vectors kF of the bands in Eq. (24), the value of |k|
for which ε

γ
α (k) = 0, have to satisfy k− < kF < k+ in order

to contribute significantly to the integral in the gap equations
and thus give a finite gap. This can be seen by comparing
the left panels in Fig. 1(b), where the upper left panel shows
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FIG. 1. (a) Plot of the superconducting gap at T = 0 for an s-wave superconductor as a function of μTI and t and with an upper cutoff
ω+ = 0.0025 eV, normalized to the bulk value |
0| for parameter values relevant for Nb-HgTe bilayers. The kF values for the TI appear vertical
on this plot as a function of μTI due to the small value of the cutoff ω+. The numerical results show that the zero-temperature gap essentially is
unaffected by the proximity to the TI for small values of t , where the suppression is severe only for values of μTI close to

√
2mv2

Fμ, a value far
too large to be experimentally achievable. However, for increasing t , the region where superconductivity is suppressed increases quadratically
with t , eventually leading to a suppression also for μTI = 0. The inset shows the normalized gap at t = 0.1, 0.2, and 0.3 eV, indicating that
the gap is not suppressed entirely in most cases, but rather to a reduced value of 
0e−1/λ (dashed line), consistent with there being only one
band contributing to superconductivity in this region. The exception is close to μTI = 0 for t = 0.3 eV, where there are no bands with Fermi
wave vector between k− and k+, resulting in 
 = 0. This is the case in the area restricted by the dotted line in the main figure. (b) The upper
left panel is a plot of the integrand in the gap equation, Eq. (32), evaluated at 
0 for wave vectors k− < |k| < k+ and t = 0.1 eV, where light
colors correspond to high values of the integrand. The three remaining panels show the magnitude of the Fermi wave vectors kF of the bands
defined in Eq. (24) (left axis) in the same interval at t = 0.1, 0.2 and 0.3 eV, and the normalized gap (right axis). Notice that the plots are
close to symmetric around μTI = 0 since ωD 
 μ. The dash-dotted lines are kS

F and kTI
F (μTI ), the Fermi wave vectors of the S and TI for t = 0,

respectively. Comparing the two left panels it is clear that the main contribution to the integral in the gap equation comes from wave vectors
close to the Fermi wave vectors of the bands in the relevant |k| interval. μα,±

TI (t ) are plotted as dashed (α = 1) and dotted (α = −1) lines in all
plots, indicating the onset of the region in parameter space where superconductivity is greatly suppressed.

the integrand of the gap equation, Eq. (32), and the lower
left panel plots kF for the bands in Eq. (24) as a function of
μTI. The main contribution to the gap equation clearly comes
from the values |k| = kF. From Fig. 1(b) we also see that as
μTI approaches ±

√
2mv2

Fμ, the value where the Fermi wave
vectors for the bare the S and TI bands, kS

F and kTI
F (μTI) cross,

the wave vector of one of the bands exceeds k+ and thus does
not contribute to the gap equation. Now there is only one
nondegenerate band inside the relevant region, meaning that
the density of states and thus λ is halved compared to the t = 0
case, where the band is doubly degenerate. Hence the resulting
gap is suppressed to 
0e−1/λ = 2ωDe−2/λ, in good agreement
with the numerical results, as shown by the dashed line in the
inset in Fig. 1(a). This also means that the suppression is less
severe for higher λ, which we have confirmed by numerical
simulations.

For positive μTI, the Fermi wave vector in one band exits
the integration interval [k−, k+] at μTI = μ+,−

TI , while a new
band enters this region at μTI = μ+,+

TI , where we have defined

μα,±
TI (t ) = α

√
2mv2

F(μ ∓ ωD) ± t2

ωD
(33)

(see Appendix A for details). A similar argument holds
for negative μTI, and hence superconductivity is strongly
suppressed for

μα,−
TI < μTI < μα,+

TI , (34)

indicated by the dashed and dotted lines in Fig. 1. If the hop-
ping parameter is large enough, t2 > ωD

√
2mv2

F(μ ∓ ωD) ≡
(t∓)2, μ−,+

TI and μ+,−
TI change sign. Hence, for |t | > |t+| > |t−|

and μ+,−
TI < μTI < μ−,+

TI , no bands have a Fermi wave vector
between k− and k+, resulting in 
 = 0, as seen for t ≈ 0.3 eV
and low μTI in Fig. 1. Since μ � ωD, all results are close to
symmetric about μTI = 0, as seen in Fig. 1(b).

In order for strong suppression to occur for some value of
μTI, we must require μα,−

TI < μα,+
TI . For α = −1 this always

holds, while for α = +1 we get a lower limit for t2,

t2 > ωD
[√

2mv2
F(μ + ωD) −

√
2mv2

F(μ − ωD)
]
. (35)

For conventional s-wave superconductors μ � ωD, meaning
strong suppression can occur even at low values of t , though
for TI chemical potentials close to ±

√
2mv2

Fμ.
While this result is strictly only valid in the limit of an

atomically thin superconductor, we expect that this effect
in principle could reduce the zero-temperature gap and thus
also reduce the critical temperature in superconducting thin
films. However, for typical parameter values in TIs and s-wave
superconductors, the values of μTI where superconductivity
vanishes is inaccessible, tuning μTI by several eV would place
the Fermi level inside the bulk bands of the TI, where our
model is no longer valid. The only exception from this is
when |t | � |t−|, when superconductivity is suppressed even
at μTI = 0. The fact that no strong inverse proximity effect
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FIG. 2. (a) Plot of the superconducting gap at T = 0 for a d-wave superconductor as a function of μTI and t with upper cutoff ω+ =
0.15 eV, normalized to the bulk value |
0| for parameter values relevant for bilayers consisting of HgTe and high-Tc superconductors. The gap
is strongly suppressed for μ−

TI < μTI < μ+
TI, where the approximate (exact numerical) functions μ±

TI(t ) in Eq. (36) are plotted as dotted (dashed)
lines. The approximate solution is only valid for kF ≈ kS

F , corresponding to small t . For μTI ≈ μ±
TI(t ) the gap increases beyond 
0. (b) Plot of

the magnitude of the Fermi wave vectors of the bands in Eq. (24) in the interval k− < kF < k+ (left axis), together with the normalized gap
(right axis) for ω+ = 0.15 and 0.04 eV. The upper limit k+ in the left axis corresponds to ω+ = 0.04 eV. The black dash-dotted lines show the
S and TI Fermi wave vectors for t = 0. As for the s-wave case, the strong suppression of the gap is due to only one band having a Fermi wave
vector in the integration interval. Note how the values of kF(μTI ) of the hybridized bands (originating with the left t = 0 crossing of the kF’s of
the TI and the S) bend back in a pronounced way as a function of μTI (kF is a multivalued function of μTI since there are four bands). This leads
to an enhanced density of states for these values of μTI. This in turn gives an enhancement of the gap in the immediate vicinity of the region of
μTI where the gap is suppressed by the disappearance of bands crossing the TI Fermi surface. This effect is not seen in the s-wave case, where
the pronounced back bending of kF(μTI ) does not occur inside the integration interval with the much lower values of ω± [see Fig. 3(a)].

has been observed, e.g., in Ref. [20], might indicate that the
coupling constant t is below this limit, meaning that an un-
physical high chemical potential is needed in the TI to observe
the vanishing of superconductivity. Since conventional s-wave
superconductors have high Fermi energies, it might not be
possible to reach the parameter regions where superconduc-
tivity vanishes, unless the chemical potential in the S can be
lowered significantly, the Fermi velocity of the TI is lowered
by renormalization, as was proposed in Ref. [26], or the
coupling between the layers can be increased beyond t−. How-
ever, as we show below, similar effects are present also for
unconventional, high-Tc superconductors, for which the Fermi
energy is lower. Examples of such superconductors would be
the high-Tc cuprates and the heavy-fermion superconductors.1

B. d-wave pairing

Using a much lower chemical potential in the S, μ ∼
35 meV [45], and an upper cut-off frequency comparable to
the spin fluctuation energy in the high-Tc cuprates, ω+ ∼
0.04−0.15 eV [32,33,46], ω− = μ, and parameters otherwise
as for the s-wave case, we solve the gap equations for a d-
wave superconductor. First of all, the effect of the d-wave gap
structure, compared to an s-wave gap, is an overall change in
scaling, just as is the case for 
0 (see Appendix C). Hence, the
results for 
s−wave/
s−wave

0 are identical to 
d−wave/
d−wave
0

1Although heavy-fermion superconductors nominally have a
quitelow critical temperature in absolute terms, they are nevertheless
high-Tc superconductors. Their critical temperatures are a significant
fraction of their Fermi-temperatures.

when using the same parameters, and we have therefore
solved the numerically more efficient s-wave gap equations
with parameters valid for high-Tc superconductors.

Figure 2(a) shows the numerical results for the normalized
gap as a function of μTI and t . The most prominent difference
compared to the results in Fig. 1 is that the results are no
longer symmetric about μTI = 0, which can be understood
from the fact that ω± is of the same order of magnitude or
larger than μ. Due to the anticrossing of the Fermi wave
vectors at negative μTI, there is only one Fermi wave vector
between k− and k+ for μ−

TI < μTI < μ+
TI [dashed lines in

Fig. 2(a)], leading to strong suppression for negative μTI.
This is illustrated in Fig. 2(b), where we plot the Fermi wave
vectors of the bands together with the normalized gap as a
function of μTI for different values of t . The figure also shows
how the regions of strong mixing between the bands increases
with increasing t . Interestingly, the suppression of the gap is
preceded by an increased 
 at μ±

TI, due to the bending of
the Fermi wave vectors away from the crossing point of kS

F
and kTI

F (μTI), which leads to an increase in the density of
states at the Fermi level. This is illustrated in Fig. 3(b), where
for TI chemical potentials μ±

TI the bands have a minimum
(maximum) at the Fermi level, resulting in high densities of
states. The difference in the gap enhancement between μ+

TI
and μ−

TI is due to the combined effects of different spectral
weights, indicated by the linewidths in Fig. 3(b), and the size
of the Fermi surface, leading to a net larger increase in |
| at
μ−

TI. In the small t limit, we find the approximate expressions

μ±
TI = −

√
2mv2

Fμ ± 2

(
mv2

F

2μ

)1/4

t + 1

4μ
t2. (36)
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FIG. 3. Plots of the bands εγ
α (k) in Eq. (24) for (a) s-wave and (b) d-wave parameter values and different values of μTI. The linewidths are

proportional to the spectral weights wγ
α (k) of the bands [see Eq. (25)]. In (a) the values of μTI correspond to a barely suppressed (μTI = 0.0 eV)

and strongly suppressed (μTI = −3.3 eV ≈ −
√

2mv2
Fμ) gap for coupling t = 0.2 eV. The inset shows that there is no hybridization of bands

close to the Fermi level (dashed line) for the lowest μTI, while the strong hybridization for μTI = 3.3 eV leads to only one band crossing the
Fermi level in the interval [k−, k+] (dotted lines). In (b) we see that only one band crosses the Fermi level for μTI = −0.25 eV, explaining the
strong suppression in this case. At μTI = μ±

TI we have an increase in |
|, which can be explained by the bands having minima/maxima at the
Fermi level in these cases, leading to high densities of states.

These lines are plotted in Fig. 2(a) (dotted lines) together with
the exact numerical solutions (dashed lines) (see Appendix A
for details). This increase in |
| is not due to the the d-wave
symmetry, and should therefore be present for μTI = μ±

TI
whenever the interval [k−, k+] includes either of the points
kS

F ± |δkF|, where δkF is defined in Eq. (A7).
For positive μTI there is a small reduction in 
 close

to μTI =
√

2mv2
Fμ, even though there are three bands with

kF ∈ [k−, k+]. However, since the numerator of each term in
the gap equation, Eq. (32), can be written ξ±

α (k)2 − (αvF|k| −
μTI)2, regions where ξ±

α (k) are similar to the bare TI bands
contribute little to the gap equations, resulting in a small
decrease of 
.

The effect of using a lower upper cutoff in the solution of
the gap equations is also shown in Fig. 2. Comparing the ω+ =
0.15 and 0.04 eV lines, we see that for high t , the mixing of
the S and TI bands is still significant at kF = k+, leading to
abrupt changes in 
. For the negative μTI the main effect of
lowering the upper cutoff ω+ is a further increase of 
 at μ±

TI.
From the above results, it is clear that a strong suppression

of the gap is more probable in S-TI bilayers consisting of a
high-Tc S, where both the chemical potential −

√
2mv2

Fμ cor-
responding to kS

F = kTI
F (μTI) and the hopping strength needed

for strong suppression at μTI = 0 is much lower. Hence, we
may expect a strong inverse proximity effect in such systems,
with a strength determined by λ, as illustrated in Fig. 4 for
both the s- and the d-wave case. Increasing λ leads to a
reduced suppression of the gap, consistent with the fact that
the superconducting state is more robust for higher λ. For the
s-wave case, the suppression is proportional to e−1/λ. This
holds only approximately for the d-wave case due to other
factors than Fermi level crossings affecting the suppression,
such as changes in the spectral densities at the Fermi level and
changes in the size of the Fermi surface (see Fig. 3), effects
which are small in the s-wave case. From the results in Fig. 2
we also see that it should be possible to change 
 by several

orders of magnitude by small changes in μTI, again depending
on the value of λ as illustrated in Fig. 4.

VI. SUMMARY

We have theoretically studied the inverse superconducting
proximity effect between a thin s-wave or d-wave supercon-
ductor and a topological insulator. Using a field-theoretical
approach, we have found that in both cases there are regions in
parameter space where the inverse proximity effect is strong,
leading to a strong suppression of the gap approximately
proportional to e−1/λ. The suppression can be related to the

−5 0 5

10−2

10−1

100

|Δ
|/
|Δ

0
|

s-wave, t = 0.2 eV λ
0.2
0.3
0.4
0.5

−0.5 0.0 0.5
µTI [eV]

10−2

10−1

100

|Δ
|/
|Δ

0
|

d-wave, t = 0.05 eV

FIG. 4. The figure shows how the dimensionless coupling con-
stant λ affects the suppression of the superconducting gap for s-
wave S with t = 0.2 eV (top) and d-wave S with t = 0.05 eV and
ω+ = 0.15 eV (bottom). Increasing λ makes the superconducting
state more robust, reducing both the suppression of 
, and also the
increase in 
 at μ±

TI in the d-wave case.
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hybridization of the TI and S bands, and the large degree of
mixing which occurs when the Fermi wave vectors of the S
and TI coincide for chemical potential μTI = ±

√
2mv2

Fμ. A
larger value of λ results in a more robust superconducting
state, and hence less suppression.

For parameter values relevant for s-wave superconductors,
the interval of suppression grows quadratically with the hop-
ping t , and eventually leads to strong suppression even at
μTI = 0. However, since there have been no experimental
indications of a strong inverse proximity effect, we must
conclude that the hopping is too weak to lead to suppression
for experimentally accessible values of μTI. Neglecting the
inverse proximity effect regarding the stability of the super-
conducting order therefore seems to be a good approximation
for conventional s-wave superconductors.

A similar effect of suppressed superconductivity is also
present for d-wave superconductors with parameter values
relevant for the high-Tc superconductors. In this case the
strong suppression is found for TI chemical potentials close
to −

√
2mv2

Fμ, where the interval of strong suppression of
the gap grows approximately linearly with t . Since the Fermi
energy μ is much lower for high-Tc superconductors, both
the magnitude of the chemical potential −

√
2mv2

Fμ, and the
hopping strength needed for strong suppression at μTI = 0 is
much lower, making a strong inverse proximity effect more
probable in such systems. In contrast to the s-wave case, the
region of strong suppression was preceded by an increase in 


above 
0. This is, however, not a consequence of the pairing
symmetry, but rather the difference in system parameters. For
large enough cut-off frequencies, the integration region will
include a band minimum/maximum just touching the Fermi
level, leading to a large increase in the density of states, and
thus increased gap.

We also find that the spin-triplet p-wave ( f -wave) super-
conducting correlations are induced in the s-wave (d-wave)
S due to the proximity-induced spin-orbit coupling. Possible
further work could include breaking the translation symmetry
in the x or y direction and probing the density of states normal
to the z axis, possibly revealing signatures of p-wave or f -
wave pairing. Moreover, it could be interesting to study the
spatial variation of the order parameter in a superconductor
with finite thickness.
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APPENDIX A: CRITERIA FOR STRONG
PROXIMITY EFFECT

For superconductivity to occur, the Fermi wave vector
of at least one of the bands has to lie within the interval

of attractive pairing, which for s-wave superconductors is√
2m(μ − ωD) < |k| <

√
2m(μ + ωD). We find the Fermi

wave vector of the energy bands by setting ε
γ
α (k) = 0, which

yields the equation

[αvF|k| − μTI]εk − t2 = 0. (A1)

Inserting |k| = k± we get the value of μTI for which the Fermi
wave vector of a band enters or leaves the interval of attractive
pairing,

μα,±
TI (t ) = α

√
2mv2

F(μ ∓ ωD) ± t2

ωD
. (A2)

The Fermi wave vectors of the bands ε−
α (k) exceed

k+ at μα,−
TI , while the Fermi wave vectors of ε+

α (k)
enter the interval [k−, k+] at μα,+

TI . μ+,+
TI (μ−,−

TI ) is
always positive (negative), while μ+,−

TI and μ−,+
TI

change sign when t2 > ωD

√
2mv2

F(μ + ωD) ≡ (t+
0 )2 and

t2 > ωD

√
2mv2

F(μ − ωD) ≡ (t−
0 )2, respectively, where

|t+
0 | > |t−

0 |.
Hence we have strong suppression when

μα,−
TI < μTI < μα,+

TI , (A3)

which for α = +1 requires

t2 > ω
[√

2mv2
F(μ + ωD) −

√
2mv2

F(μ − ω)
]
.

Moreover, for |t | > |t+| and μ+,−
TI < μTI < μ−,+

TI no bands
have a Fermi wave vector inside the relevant interval, and the
gap is zero.

For the d-wave S we find an increase in the gap function for
certain values of μTI. An increase in the gap would occur in
regions where the Fermi wave vectors of two bands approach
each other and finally coincide as a function of μTI, resulting
in a region of closely spaced Fermi wave vectors. This can
be seen to happen in Fig. 2(b). To find the value of μTI

corresponding to the increase in 
 we find the local minima of

μTI(kF) = αvFkF − t2

εkF

(A4)

by requiring ∂kFμTI(kF) = 0, from which we get the equation
for kF,

αvF + t2kF

mε2
kF

= 0. (A5)

Solving this equation numerically with α = −1 and inserting
the results into Eq. (A4) yields the dashed lines in Fig. 2, in
good agreement with the numerical results of the gap equa-
tion. To get an approximate analytical expression, we assume
that kF = kS

F + δkF, where δkF 
 kS
F , which is valid for suffi-

ciently small t . Neglecting terms of O(δk3
F) and higher, we get

δk2
F + t2m

αvFkS
F

+ t2m

αvF
(
kS

F

)2 δkF = 0. (A6)

Neglecting the last term yields, effectively keeping terms up
to O(t2), results in

δkF = ±
√

− 1

α

(
m

2v2
Fμ

)1/4

t, (A7)
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from which it is clear that we only have solutions for α = −1.
Inserting this expression into Eq. (A4), we get to O(t2)

μ±
TI ≈ −

√
2mv2

Fμ ± 2

(
mv2

F

2μ

)1/4

t + 1

4μ
t2. (A8)

This result is plotted as dotted lines in Fig. 2(a), and is
in good agreement with the exact numerical results for
small t . For μ−

TI < μTI < μ+
TI, there is only one Fermi wave

vector in the integration region, leading to a suppressed
gap.

APPENDIX B: FUNCTIONAL INTEGRAL IN NAMBU SPINOR NOTATION

We begin by considering the Gaussian integral over Grassmann variables [47],

I =
(∏

i

∫
dai

)
e−1/2

∑
i, j aiMi j a j =

(∏
i

∫
dai

) ∏
i, j

(
1 − 1

2
aiMi ja j

)
= Pf

(
M − MT

2

)
, (B1)

where Pf[(M − MT )/2] is the Pfaffian of the antisymmetric part of M, where Pf(A)2 = det(A). As an example we consider only
two variables, a1 and a2. In this case, terms containing Mii disappear, since a2

i = 0, as do second-order terms in M. For the above
integral we therefore get

I =
∫

da1da2
1

2
(−a1M12a2 − a2M21a1) = M12 − M21

2
=

√
det

M − MT

2
=

√
det MA = Pf(MA). (B2)

Here, MA is the antisymmetric part of M.
Applying this to the problem of integrating exp(−Seff

S ), we first write the action in terms of the Nambu spinor C:

Seff
S = − 1

βV

∑
k,k′

CT (−k)

(
ϕ†(k′ − k) σx−iσy

2 0

G−1
0 (k)δk,k′ ϕ(k − k′) σx+iσy

2

)
C(k′) ≡ − 1

2βV

∑
k,k′

CT (−k)A(k, k′)C(k′)

= − 1

βV

∑
k,k′

CT (k)

(
−ϕ†(k − k′) σx+iσy

2 −[
G−1

0 (k)
]T

δk,k′

0 −ϕ(k′ − k) σx−iσy

2

)
C(−k′) ≡ − 1

2βV

∑
k,k′

CT (k)[−A(k′, k)]T C(−k′).

Combining these two expressions, we get

Seff
S = − 1

2βV

∑
k,k′

CT (−k)

(
−ϕ†(k′ − k)iσy −[

G−1
0 (−k)

]T
δk,k′

G−1
0 (k)δk,k′ ϕ(k − k′)iσy

)
C(k′)

= − 1

2βV

∑
k,k′

CT (−k)
A(k, k′) − AT (−k′,−k)

2
C(k′) = − 1

2βV

∑
k,k′

CT (−k)AA(k, k′)C(k′), (B3)

where AA(k, k′) denotes the antisymmetric part of A. This is exactly equal to Eq. (15), as can be seen by the following
manipulations. For notational simplicity we use the two-vector notation

C(k) =
(

c(k)

c∗(−k)

)
, (B4)

i.e., [C(k)]1 = c(k), [C(k)]2 = c∗(−k). Hence the matrix multiplication in Eq. (B3) can be written∑
i j

[CT (−k)]i[A
A(k, k′)]i j[C(k′)] j = − [CT (−k)]1ϕ

†(k′ − k)iσy[C(k′)]1 − [CT (−k)]1
[
G−1

0 (−k)δk,k′
]T

[C(k′)]2

+ [CT (−k)]2G−1
0 (−k)δk,k′ [C(k′)]1 + [CT (−k)]2ϕ(k − k′)iσy[C(k′)]2. (B5)

We use the fact that [C†(k)]1 = [CT (−k)]2 and [C†(k)]2 = [CT (−k)]1, and relate the remaining factors to the elements of
G−1(k, k′) in Eq. (16),

CT (−k)AA(k, k′)C(k′) = [C†(k)]2[G−1(k, k′)]21[C(k′)]1 + [C†(k)]2[G−1(k, k′)]22[C(k′)]2 + [C†(k)]1[G−1(k, k′)]11[C(k′)]1

+ [C†(k)]1[G−1(k, k′)]12[C(k′)]2

= C†(k)G−1(k, k′)C(k′), (B6)

which shows that Eqs. (B3) and (15) are equivalent. Using Eq. (B1), the functional integral of the action in Eq. (B3) results in

Z =
∫

Dc†Dce−Seff
S =

√
det[−AA], (B7)
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where we have neglected various numerical constants. By interchanging an even number of rows, it can be shown that
AA(k, k′) → G−1(k, k′), and since the determinant is invariant under an even number of interchanges, we find [39]

Z = e1/2 Tr ln(−G−1 ). (B8)

APPENDIX C: ZERO-TEMPERATURE GAP FOR t = 0

When t = 0, the gap equation, Eq. (32), reduces to

1 = g

2V

∑
k

v2(k)√
εk + |
0(k)|2

(C1)

in the zero-temperature limit. Transforming this to an integra-
tion over φk and energy, we get

1 = λ

2

∫ ω+

−ω−
dε

∫ 2π

0

dφk

2π

v2(φk )√
ε + |
0(φk )|2

, (C2)

where ω± are positive. Performing the energy integral we get

1 = λ

2

∫ 2π

0

dφk

2π
v2(φk ) ln

√
|
0(φk )|2 + ω2+ + ω+√
|
0(φk )|2 + ω2− − ω2−

≈ λ

2

∫ 2π

0

dφk

2π
v2(φk )

[
ln

4ω−ω+

2

0

− 2 ln |v(φk )|
]
, (C3)

where we in the last line have assumed that the gap is small
compared to the cut-off energy. For an s-wave superconduc-
tor v(φk ) = 1, and we get simply 
0 = 2

√
ω−ω+e−1/λ. For

d-wave pairing we can instead write the gap as


0 = 2
√

ω−ω+e−(1/λ)−I , (C4)

where we have defined the integral

I =
∫ 2π

0

dφk

2π
v2(φk ) ln |v(φk )| = 1 − ln 2

2
≈ 0.153 426.

(C5)

Hence, the maximum d-wave gap amplitude is marginally
smaller than the s-wave gap for the same values of λ and ω±.

APPENDIX D: NUMERICAL INTEGRATION
PROCEDURES

When solving the gap equation numerically, the k sum is
rewritten in terms of an energy integral over εk and an integral
over φk, which in the s-wave case is simply equal to 2π . In
the s-wave case we therefore only have to perform the energy
integral for energies in the interval [−ω−, ω+], in our case
using Python and the implementation TRAPZ of the trapezoidal
method in the SCIPY library. In the d-wave case, we use the
QUADPY library’s implementation of the numerical integration
method in Ref. [48] when calculating the 2D integral in the
εk-φk plane.
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In recent years, substantial progress has been made regarding the application of quasiclassical theory on
superconducting hybrid structures. This theoretical framework is reliant on a proper set of boundary conditions
in order to describe multilayered systems. With the advent of the field of superconducting spintronics, systems
that combine heavy metal layers, in which there is large spin-orbit coupling, with ferromagnets have received
a great deal of attention, due to their potential for generating long-range triplet superconductivity. In contrast
to interfaces of strongly spin-polarized materials, which are well understood, a quasiclassical theory for
interfaces in systems in which there is significant spin-orbit coupling does not yet exist. After reviewing
the quasiclassical theory for interfaces, we solve this problem here by deriving a set of boundary conditions
that take spin-orbit coupling explicitly into account. We then go on to apply these boundary conditions to a
superconductor-ferromagnet bilayer and a superconductor-ferromagnet-superconductor Josephson weak link,
demonstrating the emergence of long-range triplet superconductivity in these systems.

DOI: 10.1103/PhysRevB.100.064502

I. INTRODUCTION

The quasiclassical approximation [1–3] is a versatile tool
with which complex quantum mechanical problems can be
simplified to such an extent that they become numerically
solvable. The main assumption of this approximation is that
the relevant quantities under study vary on length scales that
are much larger than the Fermi wavelength so that the compu-
tationally challenging shorter length scale oscillations may be
integrated out. This makes the quasiclassical approximation
particularly well suited for superconductors, in which the
superconducting condensate may remain correlated over
mesoscopic distances. Indeed, the most general theoretical
framework used to describe superconductors, the Green func-
tion technique, requires the solution of the Gor’kov equation
[4], which is too cumbersome in all but a few select prob-
lems. Instead, progress can be achieved with its quasiclassical
equivalents, the Eilenberger [5] and the Usadel equation [6],
which govern quasiclassical Green functions describing only
the envelopes of the original propagators, and remain the
only viable solution method for many problems of practical
interest.

When nonsuperconducting materials are attached to a su-
perconductor to form superconducting hybrid structures, an
interesting phenomenon occurs. In such systems, supercon-
ducting correlations may leak into the adjoining nonsuper-
conducting materials, so that they too attain superconducting
properties. This is known as the proximity effect. The study
of such systems necessarily involves the proper treatment of
interfaces between materials. However, while the bulk prop-
erties of superconductors are easily described within quasi-
classical theory, interfaces between materials is another matter
entirely. In the vicinity of an interface, the governing Hamil-
tonian changes abruptly, which invalidates the use of the qua-
siclassical approximation. The consequence of this is that the
quasiclassical Green functions feature a discontinuous jump at
interfaces, the size of which is impossible to determine within

quasiclassical theory—additional information is needed. This
jump was first computed for ballistic superconductor-normal
metal structures using a full microscopic description of the
interface [7], thereby giving a set of boundary conditions
linking the two materials. These boundary conditions were
generalized with the use of a projection operator method
[8–10]. Alternative derivations, where the interface is treated
perturbatively via a T -matrix approach [11–13], have also
been proposed. In the diffusive limit, boundary conditions
may be arrived at by connecting the momentum-independent
diffusive Green functions far away from the interface to
ballistic Green functions present in a region immediately
surrounding the interface [14,15].

For hybrid structures involving strongly polarized mag-
netic materials, the interfacial boundary conditions generally
become spin-active. Such boundary conditions have been for-
mulated heuristically using a tunneling Hamiltonian [16]. An-
other, more fundamental, approach is to connect the two sides
of the interface by means of scattering or transfer matrices,
in which the spin dependence of the scattering processes is
taken into account [17–19]. Both the projection operator and
the T -matrix method have also been successfully generalized
to handle spin-active interfaces in ballistic systems [20–24].
The latter method was also applied to diffusive systems in
Ref. [25], in which a completely general theory for boundary
conditions in spin-polarized hybrid structures was derived.

When hybrid structures are made from superconducting
and ferromagnetic materials, the proximity effect allows for
the coexistence of both magnetic and superconducting corre-
lations. This produces a number of interesting effects. One
of the more fascinating effects is perhaps the appearance
of triplet superconductivity, due to the Zeeman splitting en-
dowing the Cooper pairs with a net momentum [26]. In
homogeneous ferromagnets, the triplet Cooper pairs remain
in the spinless state, and hence the magnetization has a strong
depairing effect. In ferromagnets where the magnetization is
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inhomogeneous, on the other hand, the triplet Cooper pairs
may be converted to an equal spin state [27,28], giving them
a net spin. In such a state, the Cooper pairs are insensitive
to a parallel magnetization, and may therefore persist for
long distances into proximitized ferromagnets, a phenomenon
known as long-range triplet superconductivity. In addition,
since these correlations are spin-polarized, they may carry
spin currents, a realization that has strongly contributed to the
field of superconducting spintronics [29,30].

Another avenue toward triplet superconductivity is by in-
troducing layers with spin-orbit coupling [31–33]. In such
systems, spin-polarized supercurrents may be generated even
in homogeneous ferromagnets, which is advantageous from
an experimental point of view. However, while the boundary
conditions for spin-polarized systems are well understood, a
theory for interfaces in which spin-orbit coupling is prominent
does not yet exist. In this paper, we seek to remedy this
by deriving a set of boundary conditions that take spin-
orbit coupling into account, using the general framework
of Ref. [25]. This result consequently allows for a proper
treatment of spin-orbit coupled interfaces in quasiclassical
theory, which is in principle relevant for any heterostructure,
since interfaces break inversion symmetry, but particularly so
for heterostructures with heavy metal interlayers.

We state here our main analytical result and comment
briefly on the qualitative physical meaning of each term in
the boundary condition. Below, we shall derive this result
rigorously and provide a clear description of how the various
terms arise, and the meaning of each of the symbols:

n̂ · ǧ1∇ǧ1 = T [ǧ1 , ǧ2] + Tα[ǧ1 , σ̌||ǧ2σ̌ ||]

+ T ′
α[ǧ1 , σ̌ ||ǧ1σ̌ ||]

+ i
√

T ′′
α T [ǧ1, {ǧ2[σ̌||, ǧ2], σ̌ ||}]

+ i
√

T ′′
α T [ǧ1 , {ǧ2, σ̌ ||}ǧ1σ̌|| + σ̌ ||ǧ1{ǧ2, σ̌ ||}].

(1)

The usual Kupriyanov-Lukichev term [14] is the one propor-
tional to T . The term proportional to Tα represents a correction
to the usual tunneling boundary condition from the spin-orbit
coupling part of the tunneling matrix. The term T ′

α represents
spin-dependent phase-shifts occurring due to spin-orbit cou-
pling at the interface and thus exists even in the absence of any
tunneling. The terms

√
T ′′

α T are higher-order corrections that
exist only in the presence of spin-independent tunneling, spin-
orbit coupled tunneling, and spin-orbit coupled reflection.

The quasiclassical theory for boundary conditions is quite
intricate, involving many details, so to ensure complete clarity
of the ensuing derivation, we include in Sec. II a review of the
treatment of interfaces within quasiclassical theory. In Sec. III
we formulate the boundary conditions in the presence of spin-
orbit coupling, and in Sec. IV we apply the boundary condi-
tions to example problems in order to demonstrate their use.

II. REVIEW OF THE QUASICLASSICAL THEORY
FOR INTERFACES

In this section, a review of quasiclassical boundary condi-
tions will be given, starting with a brief excursion into general
quasiclassical theory.

A. Quasiclassical equations of motion

All physical observables of interest may be expressed in
terms of Green functions, and we use the Keldysh formalism,
in which the Green functions take the form of 8 × 8 matrices
in spin ⊗ Nambu ⊗ Keldysh space, defined as

Ǧ =
(

ĜR ĜK

0 ĜA

)
, ĜR =

(
GR F R(
F R

)∗ (
GR

)∗
)

, (2)

where ĜA = −ρ̂3(ĜR)
†
ρ̂3, with ρ̂3 = diag(+1,+1,−1,−1),

and ĜK = ĜRĥ − ĥĜA for a given distribution function ĥ
[2]. Furthermore, GX and F X , with X ∈ {R, A, K}, are 2 × 2
matrices in spin space. We assume time translation invariance
and Fourier transform in the relative time coordinate, so that
we may write Ǧ = Ǧ(r0, rn; ε) ≡ Ǧ(r0, rn), where ε is the
quasiparticle energy. The equation of motion may then be
written as[

ερ̂3 − 1

2m
(−i∇0 Ǐ − Ǎ(r0))2 + μǏ − �̌(r0)

−Vimp(r0)Ǐ

]
Ǧ(r0, rn; ε) = δ(r0 − rn)Ǐ, (3)

where Ǐ is the 8 × 8 identity matrix, Ǎ(r0) is the vector poten-
tial, Vimp(r0) is the impurity potential, and �̌(r0) encompasses
any other local self-energies, such as the superconducting gap,
or an exchange field. The impurity potential is defined in
the conventional way—as a perturbation in momentum space.
Toward that end, Eq. (3) is reformulated as

Ǧ(k0, kn) = Ǧ0(k0, kn) +
∫

dk1

(2π )3

∫
dk2

(2π )3
Ǧ0(k0, k1)

×Vimp(k1 − k2)Ǧ(k2, kn), (4)

where the Fourier transform of the Green function is defined
as

Ǧ(k0, kn) =
∫

dr0

∫
drn Ǧ(r0, rn)e−ik0·r0+ikn·rn . (5)

Note that by changing variables to R = (r0 + rn)/2 and r =
r0 − rn, the Fourier transform may also be written as

Ǧ(k0, kn) =
∫

dR Ǧ(k, R)e−i�k·R, (6)

with k = (k0 + kn)/2 and �k = k0 − kn, and

Ǧ(k, R) =
∫

dr Ǧ(r, R)e−ik·R. (7)

Equation (7) is known as the mixed representation of Ǧ,
as it involves both the center-of-mass position R and the
center-of-mass momentum k. The unperturbed Green function
Ǧ0(k0, kn) satisfies∫

dk1

(2π )3

[(
ερ3− k2

0

2m
+ μǏ

)
δ(k0 −k1) + 1

m
k0 · Ǎ(k0− k1)

− 1

2m
[Ǎ(k0 − k1)]2 − �̌(k0 − k1)

]
Ǧ0(k1, kn)

= Ǐδ(k0 − kn).

By making use of standard techniques for diagram summation
[4], taking into consideration that Ǧ0(k0, kn) depends on two
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momentum indices, Eq. (4) can be written as

Ǧ(k0, kn) = Ǧ0(k0, kn)

+
∫

dk1

(2π )3

∫
dk2

(2π )3
Ǧ0(k0, k1)�̌imp(k1, k2)Ǧ(k2, kn),

(8)

with the impurity self-energy �̌(k0, kn) defined as

�̌imp(k0, kn) = Vimp(k0 − kn) +
∫

dk1

(2π )3

∫
dk2

(2π )3

×Vimp(k0 − k1)Ǧ0(k1, k2)�̌imp(k2, kn). (9)

It is customary to employ the self-consistent Born approxi-
mation, in which Eq. (9) is truncated at second order in Vimp,
and the replacement Ǧ0 → Ǧ is made on the right-hand side.
The latter is equivalent to including a much greater number of
diagrams in the self-energy. The impurity potential is assumed
to consist of a large number of randomly distributed identical
impurities, so that Vimp(r) = ∑

j U (r − r j ). After impurity
averaging, ignoring terms that only depend on U (0) since
these simply renormalize the chemical potential, the self-
energy becomes

�̌imp(k0, kn) =
∫

dq
(2π )3

|U (k0 − q)|2Ǧ(q, q − �k). (10)

In the mixed representation, arrived at by Fourier transform-
ing in the relative momentum �k, this expression becomes
particularly simple,

�̌imp(k, R) =
∫

dq
(2π )3

|U (k − q)|2Ǧ(q, R). (11)

By comparing with the full Fourier transform, given in Eq. (5),
we may identify R as the center-of-mass position. Equation
(3) takes the following form in the mixed representation:[

ερ̂3 − 1

2m

[
−i

(
ik + 1

2
∇R

)
Ǐ − Ǎ(R)

]2

+ μǏ − �̌(R)

− �̌imp(k, R)

]
⊗ Ǧ(k, R) = Ǐ, (12)

where the operator ⊗ indicates the Moyal prod-
uct, which is defined as A(k, R) ⊗ B(k, R) =
ei(∇ (A)

R ·∇ (B)
k −∇ (A)

k ·∇ (B)
R )/2A(k, R)B(k, R). If the spatial variation

of A(k, R) and B(k, R) is slow, one may approximate
A(k, R) ⊗ B(k, R) 	 A(k, R)B(k, R).

Equation (12) may be further simplified by introducing the
quasiclassical approximation, wherein the rapid oscillations
of the Green function are integrated out [3],

ǧ(kF , R) = i

π

∫
dξk Ǧ(k, R), (13)

where ξk = 1
2m (k2 − k2

F ). In Eq. (13) there is an implicit
assumption that the Green function Ǧ(k, R) is strongly peaked
at the Fermi level kF , so that only the angular dependence of
the momentum k appears in the quasiclassical Green function
ǧ(kF , R). This is satisfied as long as the spatial variation
of the self-energies appearing in Ǧ is sufficiently slow. The
quasiclassical approximation may not be applied to Eq. (12)

directly, as it contains both constant terms and terms pro-
portional to ξk . These terms can be removed by employing
the so-called “left-right” trick [1,5,34], where one instead
considers the difference between Eq. (12) and its adjoint,
thereby canceling out the problematic terms. Doing so leads
to the Eilenberger equation [5],

ivF · ∇̃ǧ(kF , r) + [ερ̌3 + �̌(kF , r)

− �̌imp(kF , r) , ǧ(kF , r)] = 0. (14)

Equation (14) is accompanied by a normalization condition
on the quasiclassical Green function, ǧ2 = Ǐ .

In the limit of large concentrations of impurities, the effect
of frequent scatterings may be included by averaging over the
momentum direction. This defines a diffusive Green function
ǧd = 〈ǧ〉, and its governing equation of motion, the Usadel
equation [2,3,6],

D∇ · ǧd∇ǧd + i[ερ3 − �̌ , ǧd ] = 0, (15)

where D is the diffusion constant.

B. Distinguished impurities

We next consider a case in which there is an additional
impurity V̌ (r0) present, which may in some way be distin-
guished from the averaged impurities described by �̌imp. We
further assume that this impurity is strongly localized at some
position. This means that impurity averaging is not possible.
Even so, the quasiclassical formulation of the equation of
motion for such a system may be arrived at by perturbation
theory [35]. Indeed, if any interference between the averaged
and the localized impurity is neglected, the integral equation
for the Green function once again takes the form of Eq. (4),
where V̌ replaces Vimp as the perturbing potential, and Ǧ0 is
the Green function for a system in which �̌imp is included, but
where V̌ = 0. By repeated iteration of this equation, it is seen
that it may be written in the form

Ǧ(k0, kn) = Ǧ0(k0, kn)

+
∫

dk1

(2π )3

∫
dk2

(2π )3
Ǧ0(k0, k1)Ť (k1, k2)Ǧ0(k2, kn),

(16)

with the T matrix defined as

Ť (k0, kn) = V̌ (k0 − kn)

+
∫

dk1

(2π )3

∫
dk2

(2π )3
V̌ (k0 − k1)Ǧ0(k1, k2)Ť (k2, kn).

(17)

If the distinguished impurity is localized at a position R0,
the Fourier transform of the impurity potential is given as
V̌ (q) = V̌0(q)e−iq·R0 , where V̌0(q) is a slowly varying function
of q. By inserting this into Eq. (17), it is seen that the T matrix
can be written as

Ť (k0, kn) = Ť0(k0, kn)e−i(k0−kn )·R0 , (18)

where Ť0(k0, kn) has the exact same form as Eq. (17), with
the replacements V̌ → V̌0 and Ť → Ť0. It is thus a slowly
varying function of k0 and kn, so that we may approximate
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Ť0(k0, kn) 	 Ť0(k, k), where k is the center-of-mass momen-
tum. In the mixed representation, the T matrix then becomes

Ť (k, R) = Ť0(k, k)δ(R − R0). (19)

The equation of motion in the mixed representation becomes
identical to Eq. (12), but with the addition of a term Ť (k, R) ⊗
Ǧ0(k, R), which is once again approximated by a product.
Following the same steps used in deriving Eq. (14) then gives

ivF · ∇̃ǧ(kF , R) + [ερ̌3 + �̌(kF , R)

− �̌imp(kF , R) , ǧ(kF , R)]

= [ť0(kF , R) , ǧ(kF , R)]δ(R − R0), (20)

where ť0(kF , R) is the quasiclassical version of the T matrix,
given as

ť0(kF , R) = V̌0(0)

+ N0

∫
d
q

4π
V̌0(kF − qF ) ǧ(qF , r)ť0(qF , R).

(21)

C. Interface

An interface, which is a plane in three dimensions, may be
treated as an impurity that is localized along a specific direc-
tion, having translation invariance along the two orthogonal
directions. This implies that a similar perturbation expansion
as was discussed in the previous section may be applied also
in this case. However, the interface may not be constructed
from an ensemble of point impurities satisfying Eq. (20)
[35]. This is because (i) the pointlike nature of the impurity
was explicitly made use of in Eq. (18), and (ii) interference
between different impurities is neglected. Instead, we follow
Ref. [36] and consider a model surface of the form V̌ (r0) =
V̌0δ[n̂ · (r0 − Rn)], where n̂ is the normal vector of the surface,
and Rn is a point on the surface. To simplify the notation, we
define n̂ · r0 = r⊥ and n̂ · Rn = R0. Furthermore, we have that
r0 = r⊥n̂ + r||. Insertion into Eq. (17) allows us to define

Ť (k0, kn) = Ťs(k0,||, kn,||)e−i(k0,⊥−kn,⊥ )R0 , (22)

with k j,⊥ and k j,||, respectively, the orthogonal and parallel
components of momentum j, with respect to the surface.
Moreover,

Ťs(k0,||, kn,||) = V̌0 (2π )2δ(k0,|| − kn,||)

+ V̌0

∫
dq||

(2π )2
Q̌(k0,||, q||)Ťs(q||, kn,||),

(23)

where

Q̌(k0,||, q||)

=
∫

dk1,⊥
2π

∫
dk2,⊥

2π
Ǧ0(k0,|| + k1,⊥n̂, q|| + k2,⊥n̂)

× ei(k1,⊥−k2,⊥ )R0

=
∫

dq⊥
2π

Ǧ0(k0,||, q||; q⊥, R0). (24)

In the mixed representation, Eq. (22) simply becomes

Ť (k, R) = Ťs(k||, R||) δ(R⊥ − R0), (25)

with

Ťs(k||, R||) =V̌0 + V̌0 Q̌(k||, R||) ⊗ Ťs(k||, R||)

	V̌0 + V̌0 Q̌(k||, R||) Ťs(k||, R||) (26)

and

Q̌(k||, R||) =
∫

dq⊥
2π

Ǧ0(q⊥n̂ + k||, R0n̂ + R||). (27)

To find the quasiclassical version of Eq. (27), we insert the in-
verse of Eq. (13), namely Ǧ(k, R) = −iπ ǧ(kF , R) δ( 1

2m (k2 −
k2

F )). Performing the integral over q⊥ gives

Q̌(k||, R||) = − i

|vn|
ˇ̄g(k||, R||), (28)

with vn = kF ·n̂
m ,

ˇ̄g(k||, R||) = 1
2 [ǧ(k+, R|| + R0n̂) + ǧ(k−, R|| + R0n̂)], (29)

and k± = ±
√

k2
F − k2

||n̂ + k||. This means that the quasiclas-
sical T matrix for an interface,

ťs(k||, R||) = V̌0 − i

|vn|V̌0 ˇ̄g(k||, R||) ťs(k||, R||), (30)

only depends on the average of Green functions whose normal
components of the momentum direction point, respectively,
toward and away from the interface. The equation of motion
takes the same form as Eq. (20), with the replacements ť0 → ťs
and δ(R − R0) → δ(R⊥ − R0).

D. Formulation of boundary conditions

We next want to consider an interface between two differ-
ent materials. This is done by expanding Hilbert space into
two domains, which represent the two sides of the interface.
The Green function in this space can be written as

ğ =
(

ǧ11 ǧ12

ǧ21 ǧ22

)
, (31)

where the subscripts “1” and “2” indicate the two materials.
The matrices ǧ12 and ǧ21 contain creation and annihilation
operators on both sides of the interface. These quantities are
drone amplitudes that do not have physical meaning, and
since they will be eliminated from the theory, we do not
specify them further. The interface itself is described as an
infinite surface located at some position, and which mediates
tunneling between its two sides. Such a potential may be
described as

V̆0 =
(

0 V̌0

V̌0 0

)
. (32)

The surface is treated as a perturbation, and the T matrix is
given by Eq. (30).

Without the presence of the interface potential, there is
no coupling between the two sides. The unperturbed Green
function, ğ0, therefore takes the form

ğ0 =
(

ǧ0,1 0
0 ǧ0,2

)
. (33)
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Note that Eq. (33) satisfies a generalized version of Eq. (14),
given as

ikF · ∇̄ğ0 + [
�̆ , ğ0

] = 0, (34)

where

�̆ =
(

ερ̌3 + �̌1 − �̌imp 0
0 ερ̌3 + �̌2 − �̌imp

)
. (35)

Similarly, we can define an equation of motion for ğ as

ikF · ∇̄ğ + [�̆ , ğx] = [t̆s , ğ0]δ(R⊥ − R0), (36)

which is clearly satisfied by ǧ11 and ǧ22. To find a relationship
between ğ and ğ0, Eq. (36) may be integrated along a small
interval surrounding R0. For a trajectory (as determined by
kF ) crossing the interface, this leads to

ğ(R+
0 ) − ğ(R−

0 ) = 1

ikF · n̂
[t̆s, ğ0(R0)], (37)

where we henceforth define n̂ to be an outward-pointing
surface normal. While Eq. (31) is defined everywhere in
space, its diagonal elements, ǧ11 and ǧ22, only make sense
physically in, respectively, material 1 and 2, i.e., on opposite
sides of the interface. Without loss of generality, we choose
material 1 to be the active material, that is, the material for
which we formulate the boundary conditions. This means that
n̂ points from material 1 to material 2. If ğ(R−

0 ) is located in
material 1, we thus need to eliminate ğ(R+

0 ), which is located
in material 2. This can be done by making use of a generalized
normalization condition, given by [37–39]

[ğ + sgn(kF · n̂)][ğ0 − sgn(kF · n̂)] = 0, (38)

[ğ0 + sgn(kF · n̂)][ğ − sgn(kF · n̂)] = 0. (39)

These conditions are clearly satisfied in the special case of
ğ = ğ0. That they are valid also in the more general case
is shown in Appendix A. In material 1, the Green function
that describes a particle on a trajectory toward the interface
satisfies sgn(kF · n̂) = +1. We label these Green functions as
ǧi

11 and ǧi
0,1, indicating that they are incoming with respect

to the interface. Similarly, Green functions where sgn(kF ·
n̂) = −1 are labeled as outgoing; ǧo

11 and ǧo
0,1. By evaluating

Eqs. (38) and (39) immediately adjacent to, and on opposite
sides of, the interface, and inserting Eq. (37), the following
boundary conditions may be derived at the interface:

ǧi
11 =ǧi

0,1 + 1

2i|vn|
(
ǧi

0,1 − Ǐ
)
ťs,11

(
ǧi

0,1 + Ǐ
)
, (40)

ǧo
11 =ǧo

0,1 + 1

2i|vn|
(
ǧo

0,1 + Ǐ
)
ťs,11

(
ǧo

0,1 − Ǐ
)
. (41)

Due to the form of the interface potential V̆0, t̆s is in general
dense in 1-2 space. However, a closed solution for the ťs,11

element may be found by iterating Eq. (30) once [24],

ťs,11 = − i

|vn|V̌0 ˇ̄g0,2V̌0 − 1

v2
n

V̌0 ˇ̄g0,2V̌0 ˇ̄g0,1ťs,11. (42)

Note that ˇ̄g0, j = 1
2 (ǧi

0, j + ǧo
0, j ) for a given side of the interface

j. Equation (42) may easily be solved for ťs,11, giving

ťs,11 = 1

i|vn|
[

Ǐ + 1

v2
n

V̌0 ˇ̄g0,2V̌0 ˇ̄g0,1

]−1

V̌0 ˇ̄g0,2V̌0. (43)

To summarize the progress so far, we have found boundary
conditions for the quantities ǧi

11 and ǧo
11, given in Eqs. (40)

and (41), expressed entirely in terms of ǧi/o
0, j . While these

unperturbed Green functions exist everywhere in space, they
are only physically valid solutions on their respective sides
of the interface. Furthermore, as discussed in Ref. [25] and
in Appendix B, they can be easily modified to describe a
system with an impenetrable interface by having them satisfy
the condition

ǧo
0, j = Šǧi

0, j Š
† (44)

at the location of the interface, where Š is a scattering ma-
trix. For Nambu ⊗ spin space, the scattering matrix has the
structure

Ŝ =
(

S(k) 0
0 S∗(−k)

)
. (45)

For spin-independent scattering, Š = Ǐ . The point is that
rather than considering the interface as a perturbation to
omnipresent Green functions, we may exploit the fact that
we only evaluate ǧ0, j in one region of space to redefine
them to represent a system with an impenetrable interface,
simply by imposing Eq. (44). This provides significant ben-
efits. Ultimately, the goal is to derive boundary conditions
for diffusive systems, which are governed by diffusive Green
functions ǧd, j . Even for such a system, there will always be
a ballistic zone immediately surrounding an interface, since
a particle traveling away from the interface will traverse a
distance on the order of the mean free path before encoun-
tering its first impurity. Diffusive systems with an interface
are therefore governed by ballistic Green functions ǧi/o

0, j , with

�̌imp = 0, close to the interface, and by ǧd, j far away from
the interface. In between is an asymptotic matching region
known as the isotropization zone, within which the momentum
dependences of the ballistic Green functions are averaged
out by repeated impurity scatterings. Matching the Green
functions of the two regimes is only possible if the following
conditions are satisfied [15,17,18]:(

ǧi
0, j + Ǐ

)
(ǧd, j − Ǐ ) = 0, (46)

(ǧd, j + Ǐ )
(
ǧi

0, j − Ǐ
) = 0, (47)

(
ǧo

0, j − Ǐ
)
(ǧd, j + Ǐ ) = 0, (48)

(ǧd, j − Ǐ )
(
ǧo

0, j + Ǐ
) = 0. (49)

Using Eqs. (46)–(49) and Eq. (44), the ballistic Green func-
tions at the interface may be expressed in terms of their
diffusive counterparts as

ǧi
0, j =(Š†ǧd, j Š + ǧ)−1(2Ǐ + ǧ − Š†ǧd, j Š), (50)

ǧo
0, j =(2Ǐ + ǧ − Šǧd, j Š

†)(Šǧd, j Š
† + ǧ)−1. (51)

The quasiclassical boundary conditions are completed by
computing the matrix current directed at the interface. In the
ballistic zone, it is defined as

J̌n =
∫

d


2π
n̂ · vF

(
ǧi

j j − ǧo
j j

)
, (52)

064502-5



MORTEN AMUNDSEN AND JACOB LINDER PHYSICAL REVIEW B 100, 064502 (2019)

FIG. 1. (a) The angular distribution of the coupling constant
τ (θ ), as determined from Eq. (55). (b) The strength of the angularly
averaged coupling constant T in the tunneling limit, as given in
Eq. (57).

where the integration measure is an angular average over a
hemisphere. In the diffusive zone, the matrix current is given
as [15]

J̌n = σ j n̂ · ǧd, j∇ǧd, j, (53)

where σ j is the normal state conductivity of material j. The
matrix current is conserved across the isotropization zone
[18], and hence Eq. (53) may be equated with Eq. (52), which
in turn is determined from Eqs. (40) and (41) and Eqs. (50)
and (51), thus giving the complete boundary conditions solely
in terms of the diffusive Green functions.

For spin-independent scattering we have Š = Ǐ , which
gives ǧi

0, j = ǧo
0, j = ǧd, j . This means that the difference be-

tween Eqs. (40) and (41) reduces to ǧi
11 − ǧo

11 = 1
i|vn| [ť11, ǧd,1].

By using Eqs. (43), (52), and (53), one may, with some algebra
[23], produce Nazarov’s boundary conditions [15],

σ1n̂ · ǧd,1∇ǧd,1 =
∫ π

2

0
dθ

sin θ τ (θ )[ǧd,1 , ǧd,2]

4Ǐ + τ (θ )({ǧd,1 , ǧd,2} − 2Ǐ )
,

(54)

where the coupling constant τ (θ ) is given as

τ (θ ) = 4υ2 cos2 θ

(cos2 θ + υ2)2
, (55)

with υ = V0/vF , and θ is the angle of incidence with respect to
the interface. τ (θ ) is shown in Fig. 1(a), where it is seen that it
attains its maximum value for normal incidence (θ = 0), and
goes to zero for trajectories parallel to the interface (θ = π

2 ),
which is intuitively reasonable.

When τ (θ ) is small, e.g., in the tunneling limit, we may
neglect its contribution to the denominator of Eq. (54). This
gives the Kupriyanov-Lukichev boundary conditions [14],

n̂ · ǧd,1∇ǧd,1 = T [ǧd,1, ǧd,2], (56)

where T is the angular average of the coupling constant, and
it is given as

T = υ2

2σ1

[
1

υ
arctan

(
1

υ

)
− 1

1 + υ2

]
. (57)

T is shown for increasing V0 in Fig. 1(b). For V0 = 0, there
is no coupling between the two sides. The system reduces to
its unperturbed state in which the interface is impenetrable,

and hence T = 0. For large values of V0, T also goes to
zero. The reason for this is that when the barrier potential
increases, incoming particles are more likely to be reflected
than transmitted, which means that the two sides eventually
become decoupled also in this limit.

III. INTERFACES WITH SPIN-ORBIT COUPLING

We will now consider an interface to a material within
which spin-orbit coupling plays a prominent role, for instance
a heavy metal. This means that the transmission probability
will depend on both the spin of the incoming particle and
its angle of incidence. We model this with a Rashba-like
tunneling coupling,

V̌0 = wǏ + wα (n̂α × k̂F ) · σ̌, (58)

where n̂α is a unit vector indicating the direction in which the
symmetry is broken, and w is a spin-independent contribution
to the tunneling between the two sides separated by the
interface, while wα is the strength of the spin-orbit coupling
contribution to the tunneling. As the barrier region increases
in width, both w and wα decrease toward zero.

A. Scattering matrix

As a step toward formulating the boundary conditions, we
need to find the scattering matrix for a system in which the
interface is impenetrable. However, even though the probabil-
ity for transmission through the interface is zero, an incoming
particle may still penetrate the barrier for some distance
before being reflected. While inside the scattering region,
the particle will experience spin-orbit coupling and accu-
mulate a spin-dependent phase, the size of which depends
on the incoming angle of incidence. To find the scattering
matrix for this process, we assume that sufficiently close to the
interface, the interface potential is large enough to dominate
all other self-energies [17]. This means that we may follow
the procedure of Ref. [19] and describe the interface as a step
function potential in a free-electron gas. For simplicity, we use
a cylindrical coordinate system in which the z axis is aligned
with the surface normal. The Hamiltonian for such a system
is given as

H = − 1

2m
∇2 − μ + [μ + εg + iα(ẑ × ∇) · σ]θ (z), (59)

where α expresses the strength of the spin-orbit interaction at
the interface, μ = εF is the chemical potential, and θ (z) is the
Heaviside step function. We consider particles with energies
close to the Fermi energy, meaning excitation energies ε 	 0,
which is the relevant energy regime for quasiclassical theory.
The wave function, therefore, satisfies Hψ 	 0. The parame-
ter εg expresses an energy gap, and it is included to ensure that
the wave function is evanescent in the barrier region. Since the
interface is assumed to be perfectly smooth, the momentum
parallel to the interface, k||, is conserved during the scattering
process. Hence, we may use the ansatz ψ (r) = eik||·r||φ(z).
Equation (59) then takes the form

φ′′(z) + [2mεF − k2
||]φ(z) = 0, z < 0, (60)

φ′′(z) − [k2
|| + 2m[εg + α(ẑ × k||) · σ]]φ(z) = 0, z > 0.

(61)
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For z < 0, the solution of Eq. (60) is given as

φ(z) =
(

A1

A2

)
eik⊥z +

(
B1

B2

)
e−ik⊥z, (62)

where k⊥ =
√

k2
F − k2

||. For z > 0, we get

φ(z) = C

(
1

−ieiϕ

)
e−q+z + D

(
1

ieiϕ

)
e−q−z, (63)

where ϕ is the azimuthal incidence angle. The momentum q±
is given as

q± =
√

k2
|| + 2m(εg ± α|k|||). (64)

The scattering matrix is found by relating the coefficients
A1,2 to B1,2 via the matrix equation B = SA. This is done by
enforcing continuity of φ and φ′ at z = 0, and it leads to

S = 1

(k⊥ + iq+)(k⊥ + iq−)

×
(

k2
⊥ + q+q− e−iϕk⊥(q+ − q−)

eiϕk⊥(q− − q+) k2
⊥ + q+q−

)
. (65)

Since the scattering matrix is unitary, SS† = I , it may be
parametrized as

S = eiβeiγ (ê·σ) = eiβ (cos γ + iê · σ sin γ ), (66)

where γ is a spin mixing angle and ê is a unit
vector. By inspection, we see that we may define
ê · σ = −σx sin θ sin ϕ + σy sin θ cos ϕ. To find an expression

for γ , we define the constants a =
√

εg

εF
and b = 2mα

kF
. The

former expresses the strength of the barrier potential, and the
latter the strength of the spin-orbit coupling. Furthermore, we
have |k||| = kF sin θ , where θ ∈ [0, π/2] is the polar angle of
incidence. We assume that the barrier potential is strong, so
that an incoming particle only penetrates a short distance into
the scattering region before being reflected, and hence a 
 b.
From Eq. (65) we may then identify the spin mixing angle as

γ = arctan

(
k⊥(q+ − q−)

sin θ
(
k2
⊥ + q+q−

)
)

	 K cos θ, (67)

with K = b
a3 when we assume that a 
 1, corresponding to

a large band gap in the insulator. The parameter β describes
an overall phase, which is inconsequential for the boundary
conditions, and hence we set β = 0. In coordinate free form,
the scattering matrix therefore takes the form

S = eiγ (n̂α×k̂)·σ . (68)

As before, n̂α is a unit vector that is either parallel or antipar-
allel to the interface normal, depending on the direction of
symmetry breaking. In Nambu space, the scattering matrix
becomes

Ŝ =
(

S(k) 0
0 S∗(−k)

)
= eiγ (n̂α×k̂)·σ̂ρ̂3 , (69)

with σ̂ = diag(σ , σ∗). Note that the spin mixing angle is an-
tisymmetric in k, e.g., γ (k) = −γ (−k). Finally, the scattering
matrix is diagonal in Keldysh space, e.g., Š = diag(Ŝ , Ŝ).

B. Boundary conditions

Finding the correct boundary conditions has now become
a matter of identifying the terms in Eq. (52). To achieve this,
we include only the lowest-order tunneling contributions,

ťs,11 	 1

i|vn|V̌0 ˇ̄g0,2V̌0.

= 1

i|vn|
[
w2 ˇ̄g0,2 + wαw{ ˇ̄g0,2, ζ̌k} + w2

αζ̌k ˇ̄g0,2ζ̌k
]
, (70)

where ζ̌k = (n̂α × k̂) · σ̌ ρ̌3. Furthermore, the spin mixing an-
gle γ is assumed to be small, and we therefore keep terms in
the scattering matrix only up to second order. This gives

Š 	
(

1 − 1

2
γ 2

)
Ǐ + iγ ζ̌k. (71)

In addition, we approximate

[Š†ǧd, j Š + ǧd, j]
−1 = 1

2

[
Ǐ + 1

2
(ǧd, j Š

†ǧd, j Š − Ǐ )

]−1

ǧd, j,

	 1

2

[
Ǐ − 1

2
(ǧd, j Š

†ǧd, j Š − Ǐ )

]
ǧd, j,

and similarly for [Šǧd, j Š† + ǧd, j]
−1

, leading to

ǧi
0, j 	1

2
Ǐ + 3

2
ǧd, j − 1

2
ǧŠ†ǧd, j Š − 1

2
ǧd, j Š

†ǧd, j Šǧd, j, (72)

ǧo
0, j 	1

2
Ǐ + 3

2
ǧd, j − 1

2
Šǧd, j Š

†ǧ − 1

2
ǧd, j Šǧd, j Š

†ǧd, j . (73)

By performing the first-order expansion in this way, we ensure
that in the limit of spin-independent scattering, Š = Ǐ , we get
ǧi

0, j = ǧo
0, j = ǧd, j . By inserting Eq. (71), we get

ǧi
0, j 	ǧd, j − 1

2γ 2(ǧ − Ǐ ) + 1
2 iγ (ǧd, j − Ǐ )[ζ̌k , ǧd, j]

− 1
2γ 2ǧζ̌kǧζ̌k (ǧ + Ǐ ), (74)

ǧo
0, j 	ǧd, j − 1

2γ 2(ǧ − Ǐ ) + 1
2 iγ (ǧd, j + Ǐ )[ζ̌k , ǧd, j]

− 1
2γ 2(ǧ + Ǐ )ζ̌kǧζ̌kǧ. (75)

Finally, we compute the full Green functions from
Eqs. (40) and (41), and we find the boundary conditions from
Eqs. (52) and (53). Note that due to the angular averaging, all
odd terms in ζ̌k = (n̂α × k̂) · σ̌ ρ̌3 cancel, and thus we remove
them immediately. Furthermore, the spin-orbit coupling is
assumed to stem from the interface, which means that n̂α is
parallel to n̂. Since only even orders of the former appear, we
may set n̂α = n̂. The matrix current is then given as

σ1n̂ · ǧ1∇ǧ1 =
∫

d


2π

1

|vn| [ǧ1 , Ǐ], (76)

with d
 = sin θ dθ dφ, vn = vF cos θ , and

Ǐ =w2ǧ2 + ζ̌k

(
w2

α ǧ2 + 1

2
γ 2ǧ1

)
ζ̌k

+ 1

2
iγwαw{ǧ2[ζ̌k, ǧ2], ζ̌k}

+ 1

2
iγwαw({ǧ2, ζ̌k}ǧ1ζ̌k + ζ̌kǧ1{ǧ2, ζ̌k}), (77)
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where we have neglected terms of order w2γ 2. From the φ

integration we find that, for an arbitrary matrix M̌,

∫ 2π

0
dφ ζ̌kM̌ ζ̌k = π sin2 θ σ̌ ||M̌σ̌||,

where σ̌ || = [σ̌ − n̂(n̂ · σ̌)]ρ̌3, i.e., only spin directions parallel
to the interface contribute to the boundary conditions.

The θ integration of the spin-independent term in Eq. (76)
diverges. However, when α = 0, we know that including all
orders of the T matrix, given in Eq. (43), yields a finite
expression—namely Eq. (54). This means that the divergence
appears when the T matrix is truncated to give Eq. (70). The
interpretation of this is that microscopic analytical expressions
for the coupling constants due to w, wα , and γ cannot be
found within the present theory, and they instead become input
parameters. After the θ integration, therefore, we get

n̂ · ǧ1∇ǧ1 = T [ǧ1, ǧ2] + Tα[ǧ1 , σ̌ ||ǧ2σ̌||] + T ′
α[ǧ1 , σ̌||ǧ1σ̌ ||]

+ i
√

T ′′
α T [ǧ1, {ǧ2[σ̌ ||, ǧ2], σ̌ ||}]

+ i
√

T ′′
α T [ǧ1 , {ǧ2, σ̌ ||}ǧ1σ̌ || + σ̌||ǧ1{ǧ2, σ̌ ||}],

(78)

where T ′′
α = 1

2 TαT ′
α . The parameter T may be identified by

comparing with Eq. (56), and is hence given by Eq. (57). The
parameter Tα arises from the spin-orbit coupling part (wα ) of
the tunneling potential in Eq. (58), whereas T ′

α arises from the
interfacial spin-orbit coupling (α) giving rise to a spin-mixing
angle in Eq. (67). Equation (78) is the main result of this paper.

Special case: Spin-orbit coupled insulator

A special case is worth commenting on. In the absence of
any tunneling, as is the case for a superconductor interfaced
by a spin-orbit coupled insulator, only T ′

α is nonzero, whereas
all other terms vanish, giving the boundary condition

n̂ · ǧ1∇ǧ1 = T ′
α[ǧ1 , σ̌ ||ǧ1σ̌ ||]. (79)

This boundary condition could thus be used to look for possi-
ble bound states induced at the interface of a superconductor
and a spin-orbit coupled insulator. The fact that the T ′

α term
exists despite the absence of a material to tunnel into on
the other side of the interface is clear from the fact that this
term only depends on ǧ1. In this sense, it may be thought
of as the spin-orbit coupled equivalent of the spin-dependent
phase-shift term Gφ previously discussed in the context of
ferromagnetic insulators [18,25].

IV. APPLICATIONS

In the following, we will apply the boundary conditions
derived in Eq. (78) to a set of example problems. In particular,
we will consider superconducting hybrid structures in which
a nonsuperconducting material is proximitized to a supercon-
ductor. The boundary conditions are assumed to represent a
thin intermediary layer of a material with strong spin-orbit
coupling. We neglect the inverse proximity effect, in which
case the superconductors are approximately described by the

FIG. 2. The investigated bilayer, consisting of a ferromagnet
and a superconductor. There is assumed to be significant spin-orbit
coupling at the interface between the two materials, as shown in
black. The ferromagnet is modeled by an exchange field |h| = 2�,
pointing in a direction θ relative to the interface.

Bardeen-Cooper-Schrieffer (BCS) bulk Green function,

ǧBCS =
(

cosh θ I eiφ sinh θ iσy

e−iφ sinh θ iσy cosh θ I

)
, (80)

where θ = arctan �
ε

for a given quasiparticle energy ε and gap
size �, and φ is the superconducting phase. In other words,
we solve the Usadel equation only in the nonsuperconducting
material. We note that [ǧBCS, σ̌ ||] = 0, and hence the boundary
conditions simplify to

n̂ · ǧ1∇ǧ1 = (T + Tα )[ǧ1 , ǧ2] + T ′
α[ǧ1 , σ̌||ǧ1σ̌ ||]

+ i
√

T ′′
α T [ǧ1 , σ̌ ||{ǧ1, ǧ2}σ̌||]. (81)

For simplicity, in the following we will set Tα = T ′
α .

A. Superconductor-ferromagnet bilayer

As a first example, we consider a bilayer consisting of a
superconductor and a ferromagnet, as shown in Fig. 2. The
exchange field in the ferromagnet is directed at an angle θ

from the plane of the interface, with a strength of |h| = 2�.
In this case the Usadel equation takes the following form:

D∇ · ǧ∇ǧ + i[ερ3 − h · σ̌ , ǧ] = 0. (82)

When both spin-orbit coupling and magnetization are present
in the system, this may lead to long-range spin-triplet su-
perconducting correlations. Such correlations can penetrate a
long distance inside the ferromagnet equal to the penetration
length of conventional superconducting singlet correlations
into a normal metal. This distance can reach large values
of 100 nm and more as shown experimentally [40]. Such
correlations were found in a previous work that considered
a similar system [41]. There, a ferromagnet with Rashba
spin-orbit coupling was attached to a superconductor via con-
ventional spin-independent boundary conditions. Long-range
spin-triplet correlations were then observed as a zero-energy
peak in the density of states, the size of which depended upon
the angle of the exchange field, θ . Here, we seek to explore
whether similar results emerge when the sole contribution to
the spin-orbit coupling stems from the boundary conditions.
To quantify the presence of long-range spin-triplet correla-
tions, we compute the density of states, which is given as

ν(R, ε) = 1
2 N0Re[g↑↑(R, ε) + g↓↓(R, ε)], (83)
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FIG. 3. Evidence of long-range triplet superconducting correla-
tions. (a) The maximum density of states in the ferromagnet at zero
energy, δν(θ ) ≡ ν(ε = 0, Rmax, θ ) − ν(ε = 0, Rmax, 0), as a function
of the angle of the exchange field θ relative to the interface. The
strength of the spin-orbit coupling at the interface, Tα , is indicated
in the figure. (b) The anomalous Green function components as a
function of θ at Tα = 0.5. fs is the singlet contribution, and f || and
f ⊥ are the parallel and orthogonal parts of the triplet contribution,
respectively.

where N0 is the density of states at the Fermi level, and
gσσ (R, ε) are spin components of the normal Green function.
The presence of long-range spin triplets can be inferred from
the density of states at ε = 0, at which point Eq. (83) may be
expressed in terms of the contributions from the anomalous
Green function f = ( fsI + f t · σ)iσy. With this particular
parametrization, where the scalars fs and f t give the singlet
and triplet parts of f , respectively, Eq. (83) takes the form

ν(R, 0) = 1 − 1
2 | fs|2 + 1

2 | f |||2 + 1
2 | f ⊥|2. (84)

For an exchange field direction indicated by the unit vector
ĥ, the triplet correlation is decomposed into a parallel, f || =
( f t · ĥ)ĥ, and an orthogonal, f ⊥ = f t − f ||, component. The
motivation for this decomposition is that the spin expectation
value of the triplet Cooper pairs is given as 〈S〉 ∝ i f t (ε) ×
f ∗

t (−ε) [30,42]. The triplet Cooper pairs whose spins are
aligned with the exchange field will not experience a pair-
breaking effect, in contrast to orthogonal spin alignments, and
hence f || and f ⊥ express the short- and long-range triplet
correlations, respectively. From Eq. (84) it is clear that while
the presence of singlet superconducting correlations causes a
suppression of the density of states, triplet correlations lead
to an increase, and thus a potential for the formation of a
zero-energy peak.

Figure 3(a) shows the change in the density of states
at zero energy as the exchange field is rotated away from
the interface, δν(θ ) ≡ ν(ε = 0, Rmax, θ ) − ν(ε = 0, Rmax, 0),
where Rmax is the location at which the maximum density
of states is found. A modulation of the zero-energy peak
is found, similar to the results of Ref. [41]. At θ = 0 and
θ = π , i.e., for an exchange field parallel to the interface,
the T ′

α-dependent terms of Eq. (81) do not contribute, and
the boundary conditions are reduced to a conventional, spin-
independent tunneling barrier. As θ is increased from zero,
so too is the zero-energy peak of the density of states,
indicating the generation of triplet Cooper pairs. However,
as θ approaches π/2, a dip is found instead. These results

FIG. 4. A Josephson weak link, where a ferromagnet is sand-
wiched between two superconductors, with spin-orbit coupling
present at the interfaces. The exchange field h is directed at an angle
θ relative to the transverse direction of the junction, and it has a
strength of |h| = 2�. The distance between the superconductors is
assumed to be L = 2ξ , where ξ is the superconducting coherence
length.

are further elucidated in Fig. 3(b), which shows the angular
dependence of the singlet and triplet correlations. The largest
modulation is clearly seen in the long-range triplets, f ⊥,
which is nonzero only when the exchange field has both
an in-plane and an out-of-plane component with respect to
the interface. In other words, it vanishes for θ ∈ {0, π

2 , π},
in agreement with Ref. [41]. Interestingly, it is not purely
sinusoidal, but has maxima that are slightly tilted toward
θ = π/2. A small angular dependence in the singlet, fs, and
the short-range triplet, f ||, is also observed. At θ = π/2, fs

has a slight increase, whereas | f ||| decreases. This explains
the reduction in the zero-energy peak of the density of states
at θ = π

2 .

B. Superconductor-ferromagnet-superconductor
Josephson weak link

When two superconductors are separated by a nonsuper-
conducting material, they may form a Josephson weak link.
When a phase difference �φ is induced between the super-
conductors of such systems, for instance by applying a current
bias, dissipationless charge currents will flow between them,
mediated by the Cooper pairs present in the nonsuperconduct-
ing material due to the proximity effect. It is well known
that when the intermediary layer consists of a ferromag-
net with an inhomogeneous magnetization, long-range triplet
Cooper pairs may be generated, which are spin-polarized,
and hence may carry a dissipationless spin current. It was
recently predicted that a spin current may also emerge in
homogeneous ferromagnets if thin normal-metal layers with
strong spin-orbit coupling are added between the ferromagnet
and the superconductors [43]. To achieve this, the spin-orbit
coupling was introduced in thin separate layers, coupled to
the surrounding layers by tunneling barriers, within which the
Usadel equation was solved. While experimental verification
of these results has proven elusive [44,45], the theoretical pre-
dictions provide an excellent benchmark for the new boundary
conditions, as similar results should be obtained when the
spin-orbit coupling is introduced as an interface effect. To
verify this, we consider the system illustrated in Fig. 4. A
homogeneous exchange field is defined in the ferromagnet,
with a strength of |h|, pointing in a direction θ relative to
the transversal direction of the weak link. For this system, we
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FIG. 5. The spin-current component parallel to the exchange
field in the superconductor-ferromagnet-superconductor (SFS)
Josephson weak link, scaled by Is,0 = N0DW/8. Part (a) shows
its variation with the canting angle θ , where the strength of the
interface spin-orbit coupling Tα is indicated in the figure, (b) shows
its dependence on the phase difference between the superconductors,
�φ, and (c) shows the maximum spin current as a function of the
interface spin-orbit coupling.

compute the spin supercurrent, which in equilibrium is found
from the Green function as

Is = Is,0

∫
dε Re Tr

[
ρ̂3σ̂(ĝ∂xĝ)K

]
tanh

βε

2
, (85)

where it has been assumed that the junction is aligned along
the x axis, and Is,0 = N0DW

8 , for a given junction width W , and
β = 1/kBT , with T the temperature.

The results are given in Fig. 5, which shows the spin-
current component aligned parallel to the exchange field,
in other words the spin current induced by the long-range
triplets. In Fig. 5(a), its dependence on the canting angle θ

is shown. It is noticed that the spin current goes to zero for
θ = 0 and for θ = π

2 . This means that an exchange field with
both an in-plane and an out-of-plane component is required in
order to observe an effect, similarly to the superconductor-
ferromagnet (SF) bilayer. The physical reason behind this
behavior is that the interface causes a greater suppression of
the triplet component normal to the interface, fx, relative to
the in-plane components. This means that the short-ranged
triplets generated by the exchange field, f ||, will experience
a reorientation due to the presence of the spin-orbit coupling.
In other words, for an exchange field that is neither parallel
nor perpendicular to the interface, the resulting triplets f gen-
erated in the ferromagnet, near the interface, are not parallel
to h, meaning that they have a long-ranged component. In
Fig. 5(b), we show the dependence of the spin current on the
phase difference �φ between the superconductors. It is seen
that the current phase relation is approximately sinusoidal,

similar to the conventional Josephson effect, indicating that
the charge currents have become spin-polarized. Finally, we
show in Fig. 5(c) the maximum spin current as a function
of the interface spin-orbit coupling Tα . For low values of the
spin-orbit coupling, the spin current has an approximately
parabolic form, but reaches a plateau as Tα approaches 0.5,
the maximum value investigated in this study. A possible
interpretation of this is that we are nearing the edge of the
domain of validity for the small-angle approximation used in
the derivation of the boundary conditions, which requires Tα

to be small.

V. CONCLUSION

We have derived a set of boundary conditions for systems
in which there is large spin-orbit coupling. This allows the
study of, for instance, superconducting hybrid structures with
thin heavy metal layers. We demonstrate the use of these
boundary conditions by considering an SF bilayer and an SFS
Josephson weak link. In both cases, we find that whenever the
exchange field of the ferromagnet has both an in-plane and an
out-of-plane component, long-range triplet superconductivity
is induced. The findings reported herein are consistent with
results found in previous works, where the spin-orbit coupling
is approximated by other means.
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APPENDIX A: GENERALIZED
NORMALIZATION CONDITION

The quasiclassical Green function may be expressed in
terms of a trajectory Green function, ğT (k, rp, y1, y2), as [37]

ğ(kF , R) = ğ+(kF , rp, y, y) + ğ−(kF , rp, y, y), (A1)

where

ğ±(kF , rp, y, y) = lim
η→0

ğT (kF , rp, y ± η, y). (A2)

The parameters y1 and y2 indicate two points that are con-
nected by a straight line pointing along kF , and rp is the
location of the trajectory in a plane perpendicular to it. In
other words, R = yk̂F + rp. By comparison with Eq. (36) and
Ref. [37], we see that ğT satisfies

ikF
∂

∂y1
ğT (y1, y2) + �̆(y1)ğT (y1, y2) − t̆sğ0 δ(y1 − y�)

= ikF Ĭδ(y1 − y2), (A3)

− ikF
∂

∂y2
ğT (y1, y2) + ğT (y1, y2)�̆(y2) − ğ0t̆s δ(y2 − y�)

= ikF Ĭδ(y1 − y2), (A4)
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where y� is the point at which the trajectory intersects with the
interface. We note that for y1, y2 �= y�, the third term on the
left-hand side of Eqs. (A3) and (A4) is zero, and ğT reduces
to the trajectory Green function for ğ0, which we name ğ0

T . In
this case, we may integrate Eq. (A3) over y1 in a small interval
surrounding y2 to get the relation

ğ+(y, y) − ğ−(y, y) = Ĭ. (A5)

Proceeding according to Ref. [37], we define the quantity

Ă(y) = ğT (y1, y)ğ0
T (y, y2). (A6)

By using Eqs. (A3) and (A4) (setting t̆s = 0 when applied
to ğ0

T ), it can be shown that ∂
∂y Ă = 0, except at the points

y ∈ {y1 , y2 , y�}. Furthermore, for fixed y1 and y2, it is a
property of the Green function that it approaches zero when
y approaches infinity. Next we consider the region y < y1 <

y2 < y�, in which Ă(y) is constant, and a trajectory directed
toward the interface, sgn(kF · n̂) = 1. Since the region is
unbounded on one side, we may take the limit y → −∞
and conclude that Ă(y) = 0. This is equally valid if we set
y = y1 − η, and take the limit η → 0. Letting also y1 approach
y2 gives

ğ+(y, y)ğ0
−(y, y) = 0. (A7)

From (A1) and (A5) we may express ğ± in terms of the
conventional quasiclassical Green functions, to get

(ğ + Ĭ )(ğ0 − Ĭ ) = 0. (A8)

For an outgoing particle, with sgn(kF · n̂) = −1, we may
instead consider y > y1 > y2 > y�, giving(

ğ − Ĭ
)(

ğ0 + Ĭ
) = 0. (A9)

The above procedure may be repeated with Ă(y) =
ğ0

T (y1, y)ğT (y, y2), and the final result may be summarized as

[ğ + sgn(kF · n̂)][ğ0 − sgn(kF · n̂)] = 0, (A10)

[ğ0 + sgn(kF · n̂)][ğ − sgn(kF · n̂)] = 0. (A11)

APPENDIX B: THE SCATTERING MATRIX

The retarded Green function is defined as

ĜR(r, t ; r′, t ′) = −iθ (t − t ′)ρ̂3〈{�(r, t ) , �†(r′, t ′)}〉, (B1)

where the vector operator �(r, t ) is given as

�(r, t ) = ψ↑(r, t )ψ↓(r, t ) ψ
†
↑(r, t )ψ†

↓(r, t )T (B2)

in Nambu ⊗ spin space, and ψσ (r, t ) are field operators.
Note that the anticommutator in Eq. (B1) takes the form
{A, B} = AB + (BT AT )T in order to obtain the correct ma-
trix structure. �(r, t ) satisfies the anticommutation relation
{�(r, t ), �†(r′, t )} = Îδ(r − r′), and its time evolution is
given as

i
∂

∂t
ρ̂3�(r, t ) = Ĥ�(r, t ). (B3)

The Hamiltonian matrix is given as

Ĥ =
(

H ( 1
i ∇) 0
0 H∗(− 1

i ∇)

)
, (B4)

with H ( 1
i ∇) given in Eq. (59). Inserting Eq. (B3) into Eq. (B1)

and Fourier transforming in the relative time coordinate, t −
t ′ → ε, it can be shown that the Green function satisfies

(ερ̂3 − Ĥ )ĜR(r, r′) =Îδ(r − r′), (B5)

ĜR(r, r′)(ερ̂3 − Ĥ ′)† =Îδ(r − r′), (B6)

with Ĥ ′ identical to Ĥ , except that it acts on the coordinate r′.
Following Ref. [17], the Green function may be parametrized
as

ĜR(r, r′) = �(r)�†(r′), (B7)

where �(r) = (�e(r) �h(r))T is a four-component spinor
in Nambu ⊗ spin space. Neglecting ε in Eqs. (B5) and (B6)
compared to the much larger interface potential contained in
Ĥ and Ĥ ′, and subtracting Eq. (B6) from Eq. (B5), we get

(Ĥ�(r))�†(r′) − �(r)(Ĥ ′�(r′))† = 0. (B8)

It is seen that Eq. (B8) is satisfied if

Ĥ�(r) =
(

H ( 1
i ∇) 0
0 H∗( − 1

i ∇
)
)(

�e(r)
�h(r)

)
= 0. (B9)

Notice that the equation for �e is precisely the same as that
given in Eqs. (59)–(61), and its solution is given in Eq. (62).
This implies that at the location of the interface (at z = 0 for
this particular case), the solution for an outgoing electron with
respect to the interface, �o

e, is related to its incoming coun-
terpart, �i

e via �o
e = S(k)�i

e, for a given momentum k when
using a plane-wave ansatz �i

e ∼ eik·r. For holes, we similarly
have the relation �o

h = S∗(−k)�i
h, as can be deduced from

Eq. (B9). We emphasize that the hole excitations described by
Eq. (B9) have group velocity in the same direction as their
momentum. Combined, we thus get

�o = Ŝ�i, (B10)

with

Ŝ =
(

S(k) 0
0 S∗(−k)

)
. (B11)

Inserting Eq. (B10) into Eq. (B7) gives the boundary condition

ĜR,o = ŜĜR,iŜ†. (B12)

Both Ĥ and Ŝ are diagonal in Keldysh space, and hence the
above procedure may be repeated for ĜA and ĜK to yield

Ǧo = ŠǦiŠ†. (B13)

Since the interface is assumed impenetrable, the scattering
matrix is diagonal in the extended Hilbert space including
both sides of the interface, e.g., Š12 = Š21 = 0. This means
that Eq. (B13) may be used to relate outgoing Green functions
to incoming for each material individually. By introducing the
quasiclassical approximation, we thus arrive at Eq. (44).
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By converting conventional spin-singlet Cooper pairs to polarized spin-triplet pairs, it is possible to sustain
long-ranged spin-polarized supercurrents flowing through strong ferromagnets. Obtaining such a conversion
via spin-orbit interactions, rather than magnetic inhomogeneities, has recently been explored in the literature. A
challenging aspect with regard to experimental detection has been that in order for Rashba spin-orbit interactions,
present, e.g., at interfaces due to inversion symmetry breaking, to generate such long-ranged supercurrents, an
out-of-plane component of the magnetization is required. This limits the choice of materials and can induce
vortices in the superconducting region complicating the interpretation of measurements. Therefore, it would
be desirable to identify a way in which Rashba spin-orbit interactions can induce long-ranged supercurrents
for purely in-plane rotations of the magnetization. Here, we show that this is possible in a lateral Josephson
junction where two superconducting electrodes are placed in contact with a ferromagnetic film via two thin,
heavy normal metals. The magnitude of the supercurrent in such a setup becomes tunable by the in-plane
magnetization angle when using only a single magnetic layer. These results could provide a new and simpler
way to generate controllable spin-polarized supercurrents than previous experiments which utilized complicated
magnetically textured Josephson junctions.

DOI: 10.1103/PhysRevB.100.224519

I. INTRODUCTION

When a conventional superconductor is placed in proxim-
ity to a normal state metal, the Cooper pairs will start leaking
across the interface from the superconductor and into the
metal. These singlet superconducting correlations will, in the
metal, start decaying over a length scale of ξN = √

D/T where
D is the diffusion constant of the metal and T is the temper-
ature [1]. If the metal is a ferromagnet, then the antiparallel
electrons of the singlet Cooper pair will be injected into two
different subbands (majority and minority) in the ferromagnet,
making their Fermi momenta different. This makes the pair
decay even faster, namely on a length scale of order ξF =√

D/M where M is the amplitude of the exchange field. This
pair breaking effect can be avoided if the singlet pair can be
converted into a triplet pair with a nonzero spin projection
along the exchange field. With these so-called long-ranged
triplets (LRTs), the pairs will decay slower and be comparable
to correlation lengths of normal metal ξN . Physical quantities
like supercurrents will be on the same order, and it is thus of

great interest to be able to manipulate and create such LRTs.
This topic is currently under intense focus [2,3] because of the
potential to develop not only cryogenic spintronics devices,
but also radically novel theoretical and experimental aspects
of how such pairs can be generated and tuned in a controllable
manner.

It is well known theoretically and experimentally that
LRT components can be created in ferromagnets where the
exchange field has an inhomogenous orientation. Such an
exchange field can either be intrinsic to the ferromagnet or
can be fashioned artificially by stacking several layers of
homogeneous ferromagnets with misaligned exchange fields
[4–9]. The former severely limits the selection of materials,
making the latter more feasible for practical applications. On
the other hand, stacks of misaligned ferromagnets present
their own challenges, particularly in terms of exerting control
over the triplet generation, as manipulating the relative angle
between ferromagnetic layers can be difficult. This is what
makes the discovery that spin-orbit coupling can act as a
source of LRTs [10] so promising. Indeed, the presence of

2469-9950/2019/100(22)/224519(9) 224519-1 ©2019 American Physical Society
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LRTs in superconductor-ferromagnet structures with only a
single homogeneous ferromagnet has been theoretically pre-
dicted if heavy metal layers are introduced to the system.
This requires, however, that the exchange field in the fer-
romagnetic layer has both an in-plane and an out-of-plane
component [11]. Although such a scenario is possible to
obtain experimentally [12–14], it complicates the unambigu-
ous identification of spin-polarized Cooper pairs due to the
additional flux injection into the superconductor from the
ferromagnet and also severely restricts the choice of mate-
rials showing a tailored out-of-plane anisotropy. Recently,
further experimental corroboration for the generation of LRTs
in superconductor-ferromagnet hybrid structures due to the
presence of interfacial spin-orbit coupling has been found in
magnetoresistance measurements [15] and in spin pumping
experiments [16–18]. However, LRTs remain undetected in
Josephson junctions. In fact, Refs. [12,13] found no clear
signature of a long-ranged triplet supercurrent in a Josephson
weak link with heavy metal layers attached to a ferromagnet
with an effective canted magnetization direction, which is in
stark contrast to theoretical predictions [19].

It has been proposed [10] that lateral geometries may
provide less stringent requirements to generate LRTs com-
pared to a stacked geometry, which has the potential to
ease their experimental detection in Josephson junctions. In
particular, it would be desirable to identify a setup where
the LRTs can be tuned with a solely in-plane variation of
the magnetization, in order to minimize the stray field effect
on the superconductor itself. This would be a different result
than previous works [12,13,19–23] that have considered how
to control the supercurrent via magnetization in Josephson
contacts with spin-orbit coupling. A long-ranged supercurrent
was predicted in Ref. [10] but without any accompanying
study of its dependence on the magnetization direction in the
ferromagnetic film.

In this paper, we consider a lateral Josephson junction
where two superconducting electrodes are placed in contact
with a ferromagnetic layer through a heavy metal (see Fig. 1).
Due to the inversion symmetry breaking and the large atomic
number of such metals, Rashba spin-orbit coupling is assumed
to be present at these interfaces. As we will show, such a
setup will not only host long-ranged triplet Cooper pairs but
also give a long-ranged supercurrent only for certain in-plane
rotations of the exchange field. Thus, the supercurrent in the
ferromagnet is extremely sensitive to this in-plane rotation as
long as there is a nonzero spin-orbit coupling present in the
heavy metals. We will also show that for some parameters, the
in-plane rotation is able to create 0-π transitions, which means
that for a certain in-plane rotation of the exchange field, the
supercurrent is zero. Therefore, such a geometry can work as
a transistor for supercurrents by simply rotating the in-plane
magnetization. We emphasize that the main novelty and bene-
fit of the present result and setup compared to previous works
is that the supercurrent is tuned with a single ferromagnetic
layer and the magnetization only needs to rotate in the plane
of the magnet. Experimental observation of this effect would
represent a significant advance with regard to simplifying
control over long-ranged spin-polarized supercurrents, which
has proved challenging before [9].

z=0
-d

W

z
x=0-L/2 L/2 G-G

x

Ferromagnet (Co)

Superconducting

 electrodes (Nb)

Heavy metals (Pt)

Substrate

x

y

M

θ

Top view

Side view

FIG. 1. A lateral SFS Josephson junction with Rashba spin-orbit
coupling in the heavy metals. The exchange field lies in the plane of
the ferromagnet. A supercurrent is sent through the magnetic layer
via the superconducting electrodes and is tuned via the in-plane
angle θ of the ferromagnet. Possible choices of materials for the
various layers are indicated in the figure. We emphasize that by
lateral geometry, we mean a geometry where the superconducting
electrodes are attached on top of the sides of the film through which
the supercurrent passes, as shown in the figure. This should be
viewed in contrast to a stacked geometry in which case the structure
is built up of successive layers placed on top of each other.

II. THEORY

In this paper we will use the quasiclassical theory of
superconductivity [24,25] and consider the dirty limit so that
the quasiclassical Green’s function ǧ in the ferromagnet can
be described by the Usadel diffusion equation [26]

iD∇̃ · (ǧ∇̃ǧ) = [ερ̂3 + M · σ̂, ǧ]−, (1)

where D is the diffusion constant for the ferromagnet, ε

is the energy of the quasiparticles, ρ̂3 = diag(1, 1,−1,−1),
and M is the exchange field. The Pauli matrix vector is
σ̂ = diag(σ, σ∗). The Green’s function ǧ is the 8 × 8 Green’s
function in Keldysh space

ǧ =
[

ĝR ĝK

0 ĝA

]
. (2)

Due to the triangular structure of ǧ, the Usadel equation
becomes the same for the retarded Green’s function ĝR.

To incorporate spin-orbit coupling into our theory,
we have defined [10] ∇̃(·) = ∇(·) − i[Â, (·)]−. Here, Â =

224519-2
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diag(A,−A∗), where A is a 2 × 2 matrix in spin space which
couples to the momentum k. In effect, the spin-orbit coupling
is included as an effective SU(2) gaugelike field, which is
possible if it is linear in momentum. We will include both
Rashba and Dresselhaus effects in this paper denoted by their
respective constants α and β, both being precisely linear in
momentum. However, we emphasize that the main merit of
the present setup is that only Rashba spin-orbit coupling and
an in-plane rotation of the magnetization is required to get
a tunable long-ranged supercurrent. The Dresselhaus term is
thus simply included to make the results more general. Rashba
spin-orbit coupling can arise from the lack of inversion sym-
metry at the interface between two materials. We will later
consider two heavy metals where the width in the z direction
is small, and thus the Rashba Hamiltonian is of the form

HR = α

m
(kxσ y − kyσ x ), (3)

where k is the momentum of the quasiparticles. The Dres-
selhaus SOC, on the other hand, can be caused by lack of
inversion center in the crystal structure. For two-dimensional
structures in the xy plane this Hamiltonian becomes

HD = β

m
(kyσ y − kxσ x ). (4)

A term proportional to σz can appear if the heavy metal
has a noncentrosymmetric crystal structure and additionally is
not confined along one axis, i.e., not thin. This is a different
scenario than the one considered in this work. The two Hamil-
tonians above can be incorporated into the Usadel equation by
using the 2 × 2 spin-space vector potential A. This gives us

A = (βσ x − ασ y)ex + (ασ x − βσ y)ey. (5)

We will complement the Usadel diffusion equation with
Kupriyanov-Lukichev (KL) boundary conditions [27]

2ζLǧ∇̃ǧ = [ǧl , ǧr]−, (6)

where l and r denote the left and right side of the interface,
respectively. L is the length of the respective materials and ζ is
the ratio between the barrier resistance and the bulk resistance.
Here, we have also added the gauge covariant derivative ∇̃
to include spin-orbit coupling. The interface parameter ζ

depends on microscopic parameters such as the normal-state
conductivity and its magnitude determines the magnitude of
the proximity-induced superconducting correlations. Our re-
sults do not change qualitatively when varying the strength of
ζ and we thus choose to treat it as a phenomenological param-
eter rather than specifying the exact value of the normal-state
conductivities and resistance of the interface regions.

To calculate the supercurrent going through the ferromag-
netic bridge, we will use quasiclassical expression for the
electric current, following the notation of [28,11]

IQ = N0DAe

4

∫ ∞

−∞
dεTr(ρ̂3(ǧ∇̃ǧ)K ). (7)

Here, A is the cross section, N0 is the density of states at
the Fermi level, and e is the electric charge. The superscript
K denotes the Keldysh component of the 8 × 8 matrix. The
system in consideration will be in equilibrium, and thus we
can use the relation ĝK = tanh(βε/2)(ĝR − ĝA) where β in this

context is the inverse temperature 1/kBT and should not be
confused with the Dresselhaus constant. The expression for
the charge supercurrent then takes the form

IQ = I0

∫ ∞

−∞
dε tanh(βε/2)Tr(ρ̂3(ĝR∇̃ĝR − ĝA∇̃ĝA)), (8)

where I0 = N0DAe
4 . We can find ĝR with the Usadel equation,

and with the relation ĝA = −ρ̂3(ĝR)†
ρ̂3, we have everything

we need to find the supercurrent. Later, we will compare
our result with the supercurrent through a ferromagnetic film
when no interfacial spin-orbit coupling is present. In this
case, the derivatives become normal derivatives i.e., ∇̃ → ∇.
It can easily be shown that this current is conserved in
regions that are governed by the Usadel equation, both with
and without spin-orbit coupling, i.e., ∇ · IQ = 0 [11]. Thus
the supercurrent in ferromagnetic region in Fig. 1 will be
conserved.

Our problem is inherently two dimensional, but we will
make it effectively one dimensional by assuming that the
total width of the heavy metals and ferromagnetic film W + d
is much smaller than length scale over which the Green’s
function varies. Thus, we can assume the Green’s function
stays roughly constant along the z axis, and by averaging
the condensate function along the z axis we can apply the
KL boundary condition at the superconductor/heavy-metal
interfaces. This effectively gives the differential equations a
source of singlet Cooper pairs in the two regions −G < x <

−L/2 and L/2 < x < G.
We need to solve three sets of differential equations: The

condensate functions in the two superconducting nodes and
in the ferromagnetic bridge. In order to get an exact solution
we need an appropriate set of boundary conditions. At the
two vacuum interfaces, x = −G and x = G, we use the KL
boundary conditions. At x = −L/2 and x = L/2 we require
that the condensate functions are continuous and we also use
the KL boundary conditions here. Since the two condensate
functions must be continuous, the right side of the KL bound-
ary condition in Eq. (6) will be zero. Thus, we effectively get
the condition

ǧi∇̃ǧi = ǧ j∇̃ǧ j, (9)

where (i, j) are two regions in contact. This also ensures
supercurrent conservation.

III. RESULTS AND DISCUSSION

A. Analytical results: General considerations

Before resorting to a numerical analysis, we can draw
several conclusions by making use of the weak proximity
effect approximation. The assumption is that in any nonsuper-
conducting materials, the Cooper pair correlations will be
weak, and thus the retarded Green’s function only slightly
deviates from its normal-state value:

ĝ =
[

1 f

− f̃ −1

]
, (10)

where the tilde conjugation ˜(·) changes the sign of the energy
and complex conjugates. We insert this 4 × 4 Green’s function
matrix to the Usadel equation, and by looking exclusively at
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the top-right 2 × 2 element, we will get an equation that is
completely independent of f̃ . Thus, we only need to solve

for the four elements in f and to get f̃ we perform the
tilde-conjugation, i.e., change sign of the energy and complex
conjugate.

By applying the weak proximity approximation to the
Usadel equation, we can linearize it in the anomalous Green’s
function f to obtain

∇2 f − 2i[A,∇ f ]∗+ − [A, [A, f ]∗+]∗+

+ 2εi

D
f + i

D
M · [σ, f ]∗− = 0, (11)

where we have used the notation [A, B]∗+ = AB + BA∗. We
now proceed to show that the KL boundary condition provides
an effective source of singlet pairs in our linearized Usadel
equation. We will make the standard simplifying assumption
that the inverse proximity effect can be neglected and the
Green’s function in the superconductor is the BCS bulk so-
lution given as

ĝ =
[

cosh(θ ) iσ y sinh(θ )eiφ

−iσ y sinh(θ )e−iφ − cosh(θ )

]
, (12)

where θ = θ (ε) = atanh(�/ε). We then average over the z
direction, which causes the KL boundary condition to act as
a source of singlet state pairs in the linear Usadel equation.
Inserting the weak proximity Green’s function for the ferro-
magnetic region and the BCS bulk Green’s function, we get

∂ f

∂z
− i[Az, f ]∗+|S/F = cosh(θ )

ζL
f − sinh(θ )

ζL
eiφ iσ y. (13)

As we already have seen, Az = 0. Since we are assuming
that the elements of f are much smaller in magnitude than
unity, the first term on the right-hand side can be neglected.
We will now use this boundary condition by first expanding

the Laplace operator ∇2 f = ∂2 f

∂x2 + ∂2 f

∂z2 , integrate over the z
direction, and use the KL boundary conditions,

∫ W

−d

∂2 f

∂z2
dz = ∂ f

∂z

∣∣∣∣
z=W

− ∂ f

∂z

∣∣∣∣
z=−d

= sinh(θ )

ζ (W + d )
eiφ iσ y.

(14)

Here, we used that the length normal to the interface is
simply W + d . By now averaging over all components in the
linear Usadel equation, we get

∂2

∂x2
f − 2id

W + d

[
A,

∂

∂x
f

]∗

+
− d

W + d
[A, [A, f ]∗+]∗+

+ sinh(θ )

ζ (W + d )2
eiφ iσ y + 2εi

D
f + i

D
M · [σ, f ]∗− = 0. (15)

This equation has to be solved in three regions, the two super-
conducting nodes, i.e., L/2 < x < G and −G < x < −L/2,
and in the ferromagnetic bridge, i.e., −L/2 < x < L/2. In the
ferromagnetic bridge, we have no spin-orbit coupling and we
can simply set A = 0 in this region. In the superconducting
nodes, the effective magnetization M will be smaller than in
the ferromagnetic film since there is no exchange field present
in the heavy metals, so the effective exchange field is thus
M → W

d+W M, assuming similar normal-state conductivities
of the spin-orbit coupled and ferromagnetic layers. We also
allow for different macroscopic phases for the nodes such that
the phase difference is �φ = φR − φL. Note that we have per-
formed the standard approximation of neglecting the inverse
proximity effect in the superconductors which is formally
valid under the assumption that there exists a strong mismatch
between the normal-state conductivity of the superconducting
material compared to the other layers.

Before solving equations, we have to know our bound-
ary conditions. This two-dimensional problem is solved by
making the problem effectively one dimensional, and thus we
apply the KL boundary conditions at the vacuum interfaces
x = −G and x = G which effectively sets the current moving
in the x direction to zero at these edges. At the two interfaces
between the three regions, x = −L/2 and x = L/2, we require
that the Green’s functions are continuous and the KL bound-
ary condition is satisfied. As mentioned, since the Green’s
functions are continuous we get Eq. (9). In the weak proximity
limit, this gives us

∂x f (−L/2+) = ∂x f (−L/2−) − d

W + d
i[Ax, f (−L/2−)]∗+

(16)

∂x f (L/2−) = ∂x f (L/2+) − d

W + d
i[Ax, f (L/2+)]∗+. (17)

For the anomalous Green’s function f , we will make use of
the so-called d-vector formalism [29] where all triplet corre-
lations are compactly expressed through a vector d. The total
superconducting anomalous Green’s function matrix may then
be written as:

f = ( fs + d · σ)iσ y =
[

idy − dx dz + fs

dz − fs idy + dx

]
. (18)

The d-vector representation has the advantage of clearly
separating the long-ranged and short-ranged triplet com-
ponent of f [11]. The long-ranged component will be a
component that is perpendicular to the exchange field dLRC =
|d × M| while the short-ranged component is parallel to the
exchange field dSRC = d · M. We can now enter our d vector
into Eq. (15). The set of Pauli matrices with the addition of
the identity matrices form a basis for a general 2 × 2 matrix.
Therefore, by using the identity σ aσ b = δabI + iεabcσ

c, we
get four equations for each of the four matrices:

∂2 fs

∂x2
+ sinh(θ )

ζ (W + d )2
eiφ + 2εi

D
fs + 2i

D
(Mxdx + Mydy) = 0, (19)

∂2dx

∂x2
+ d

W + d

(
−4α

∂dz

∂x
− 4(α2 + β2)dx − 8αβdy

)
+ 2εi

D
dx + 2iMx

D
fs = 0, (20)
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∂2dy

∂x2
+ d

W + d

(
−4β

∂dz

∂x
− 4(α2 + β2)dy − 8αβdx

)
+ 2εi

D
dy + 2iMy

D
fs = 0, (21)

∂2dz

∂x2
+ d

W + d

(
4α

∂dx

∂x
+ 4β

∂dy

∂x
− 8(α2 + β2)dz

)
+ 2εi

D
dz = 0. (22)

We can immediately draw several conclusions before at-
tempting to solve the differential equations. First of all, the
transformation dx ↔ dy, α ↔ β, Mx ↔ My leaves the equa-
tions invariant. We will mostly look at the case where we
only have Rashba spin-orbit coupling present since this case
is experimentally more feasible, but due to this invariance,
our conclusions of the supercurrent and triplets will also be
invariant to this transformation.

We continue by looking at the case β = My = 0, and
Mx �= 0. This decouples the third equation from the rest of the
equations, and thus there is no way for the singlet state fs to be
transformed into a triplet dy state. In a spatially homogeneous
system, the long-ranged triplet state dLRC = |d × M| ∝ dz

decouples as well, and hence only the short ranged triplets dx

emerge. If, on the other hand, there is an uneven distribution
of the triplet correlations, this may lead to a precession of the
triplet Cooper pairs due to the Rashba spin-orbit coupling. In
particular, ∂dx

∂x �= 0 causes a precession about the y axis, and
the generation of dz triplets. This is precisely the case for the
lateral geometry of Fig. 1; the superconducting correlations
are largest directly beneath the superconducting electrodes,
and reduces in strength as one moves along the x axis, towards
x = 0, producing the necessary gradient.

While increasing α increases the production of long-ranged
triplets, a larger α also has a detrimental effect on all triplet
Cooper pairs due to the Dyakonov-Perel-like spin relaxation
[10]. The manifestation of this effect is the appearance of an
imaginary term in the quasiparticle energy, which for the long-
ranged triplets takes the form,

εLRT = ε − i
4dD

W + d
α2. (23)

Imaginary contributions to the energy are normally associated
with pair-breaking processes, and therefore, these LRT com-
ponents will decay faster if the Rashba coefficient is large.
On the other hand, if the Rashba coefficient is zero, then
there will be no LRTs at all. We therefore expect to find a
maximum value for the triplets and supercurrent for a certain
intermediate value of α. We will later show numerically that
this reasoning is correct, resulting in a nonmonotonic behavior
of the supercurrent as a function of α, and that an in-plane
rotation of the exchange field will drastically change the
magnitude of the supercurrent.

If we instead set β = Mx = 0, and My �= 0, we decouple
the second and fourth differential equations from the other
two, and thus dx = dz = 0. The Rashba coupling has in this
case a very small impact on the system and will only impact
singlet pairs and the short range triplets (SRTs) with no LRTs
present. Thus, in the case of Rashba coupling, an in-plane
rotation of the exchange field from Mxex to Myey will make
all LRTs vanish and only SRTs will remain.

B. Analytical results: In-plane magnetization

We will now show explicitly that we get a long-ranged
triplet pair correlation with spin-orbit coupling which in turn
gives a long-ranged charge supercurrent. We will only be
looking at a pure Rashba spin-orbit coupling and set β = 0.
We will also place the magnetic field in the x direction and
thus My = 0.

We assume now that the distance L between the two
superconducting electrodes is so large that the solution for
the anomalous Green’s function in the ferromagnetic bridge
will consequently be the superposition of the Green’s func-
tion in two systems with only one effective superconducting
node. In this way, we only need to solve the anomalous
Green’s function in a lateral geometry with one effective
superconducting node with spin-orbit coupling present. Thus,
we start by finding the solution for an effective bilayer in
which a superconductor with spin–orbit coupling is located
in the region x � 0, and a ferromagnet at x � 0. Far into the
semi-infinite regions the solutions will converge to zero, and
we only take into account the boundary conditions at x = 0
in Eqs. (16) and (17) with the addition of continuity of the
anomalous Green’s functions. We will also assume that the
Rashba coupling is weak, α2 
 |M|/D, so that we can remove
any second order term in α in the differential equation. The
general solution of the differential equations then becomes

fs= − 2αk

K2
p − k2

C4ekx +C5eKpx +C6eKmx + k2

K2
p

(
2k2 − K2

p

)heiφ1

(24)

dx = C5eKpx − C6eKmx − K2
p − k2

K2
p

(
2k2 − K2

p

)heiφ1 (25)

dy = 0 (26)

dz = C4ekx − 2αKp

K2
p − k2

C5eKpx − 2αKm

K2
p − k2

C6eKmx (27)

when x < 0. Here, k = √−2iε/D, Kp(m) =√−2i(ε + (−)Mx )/D and h = sinh(θ )/ζ (W + d )2 and
in the ferromagnetic bridge when x > 0 the solution is

fs = −C1e−Kmx + C2e−Kpx (28)

dx = C1e−Kmx + C2e−Kpx (29)

dz = C3e−kx. (30)

As expected, only dz has any long-ranged triplet com-
ponents in the purely ferromagnetic region, and thus we
are mostly interested in finding C3. Applying the boundary
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conditions at x = 0, we get to the first order in α,

C3 = −3K4
p − kK3

p + (kKm − 6k2)K2
p + 2k3Kp + k4(

4kK6
p − 12k3K4

p + 8k5K2
p

)

× d

W + d
αheiφL , (31)

which clearly shows that we only get a long-ranged triplet
component if we have Rashba spin-orbit coupling present.
Letting |Mx| � ε, we get |K(m/p)| � |k| and

C3 = − 3dαheiφL

4(W + d )kK2
p

. (32)

We now place a second superconducting electrode at x =
L/2 and push the first electrode back to x = −L/2. We solve
the differential equations for the second node and assume
that total condensate function f is a superposition of the
two solutions and that the superconducting nodes are so far
apart that the overlap between the two solutions is small. The
complete solution for the long-ranged component is thus

dz = C−
3 e−k(x+L/2) + C+

3 ek(x−L/2). (33)

Here, C−
3 is the coefficient for the left superconducting

node and C+
3 for the other node. C−

3 is given in Eq. (31), while
C+

3 is found by making the replacements k → −k, K(p/m) →
−K(p/m), and φL → φR Entering this LRT component into the
formula for the supercurrent, we get

IQ = 4N0De
∫ ∞

0
dε tanh(βε/2) (34)

× �(k(C+
3 C̃−

3 − C−
3 C̃+

3 )e−kL ). (35)

Here the tilde conjugation is as mentioned just doing the
transformation ε → −ε and i → −i. Using the approximated
C3 in Eq. (32), the long-ranged supercurrent becomes

IQ = 8N0De sin(�φ)
∫ ∞

0
dε tanh(βε/2)

(
3dα

4(W + d )

)2

× �
(

−i
hh̃

kK2
mK2

p

e−kL

)
, (36)

where �φ = φR − φL. Therefore, this long-ranged triplet
component also gives a long-ranged supercurrent that is pro-
portional to α2 for small α. When the interlayer length exceeds
considerably the ferromagnetic coherence length, the Joseph-
son current in the middle of the interlayer is only carried by
the LRT component. Therefore, it is sufficient to compute this
component of the anomalous Green function to O(α) in order
to determine the supercurrent, which is quadratic with respect
to the LRT component, to O(α2).

In the above expression for the supercurrent, we have
used the simplified C3 solution which amounts to the ap-
proximation that the main contribution to the integral for
the supercurrent comes from the region ε 
 |Mx|. Numeri-
cally, we have confirmed that the main contribution indeed
comes from the region near ε = �. Alternatively, and more
accurately, we could simply use the whole solution for C3 in

Eq. (31) which results in a much longer expression for IQ. The
point is nevertheless that we get a long-ranged supercurrent
when α �= 0. As previously argued, if we rotate the exchange
field from a pure x-direction to lie along the y-axis, the long-
ranged component will become zero. An in-plane rotation of
the exchange field from M = Mex to M = Mey with Rashba
coupling should therefore result in a significant drop in the
magnitude of the supercurrent.

As mentioned above, the system is invariant under the
transformation dx ↔ dy, α ↔ β, Mx ↔ My and hence we get
the same expression for the long-ranged supercurrent with β

instead of α if we set α = Mx = 0 and keep β and My nonzero.
This means that pure Dresselhaus spin-orbit coupling would
also be sufficient to get a long-ranged supercurrent.

C. Numerical results

The weak proximity approximation is only valid if the
magnitude of the elements of f are much smaller than unity
which limits the choice of parameter values that can be ex-
plored. We will solve the full proximity effect Usadel equation
numerically in this section, which is free from this restriction.

We will solve the problem by using the Riccati
parametrization with spin-orbit coupling derived in Ref. [11],

D(∇2γ + 2(∇γ )Ñ γ̃ (∇γ ))

= −2iεγ − iM · (σγ − γσ∗) + D(A2γ − γ (A∗)2

+ 2(Aγ + γ A∗)Ñ (A∗ + γ̃ Aγ ))

+ 2iD((∇γ )Ñ (A∗ + γ̃ Aγ ) + (A + γ A∗γ̃ )N (∇γ )).
(37)

The corresponding equation for γ̃ can be found by tilde
conjugating the equation above. Here, the Green’s functions
are given as g = N (1 + γ γ̃ ) and f = 2Nγ . And N = (1 −
γ γ̃ )−1, and thus we need to solve for γ and γ̃ . We will still be
approximating the system to be one dimensional with the KL
boundary conditions in the two nodes working as two sources
of singlet states. The KL boundary conditions are

∂

∂z
γ = 1

Lζ
(1 − γ γ̃S )NS (γ − γS ) + iAzγ + iγ A∗

z (38)

where ζ is the ratio between the barrier resistance and the bulk
resistance of the heavy metal, and L is the width of the normal
metal and ferromagnetic layer which is L = W + d . γS and NS

are the Riccati parameters for the BCS bulk superconductor.
Since the width W of the heavy metal and the ferromagnetic
film is small, we will neglect the inverse proximity effect
and use the bulk BCS Green’s functions in the supercon-
ductors. We will as in the last section use this boundary
condition between the heavy metal and the superconductor
as an effective source of singlet state pairs. Since the nor-
mal vector of the interface points in the z-direction, we get
Az = 0. The z-component of ∇2γ will be nonzero when av-
eraged over the z-direction, and the effective Usadel equation
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becomes:

D

[
∂2

∂x2
γ + 1

(W + d )ζ
(1 − γ γ̃S )NS (γ − γS ) + 2

(
∂

∂x
γ

)
Ñ γ̃

(
∂

∂x
γ

)]

= −2iεγ − iM · (σγ − γσ∗) + D
d

W + d

[
A2γ − γ (A∗)2 + 2(Aγ + γ A∗)Ñ (A∗ + γ̃ Aγ )

]

+ 2iD
d

W + d

[(
∂

∂x
γ

)
ÑF (A∗ + γ̃ Aγ ) + (A + γ A∗γ̃ )N

(
∂

∂x
γ

)]
. (39)

The corresponding equation for γ̃ can be found by tilde con-
jugation the equation above. By using the bulk BCS Green’s
function, we can easily calculate NS and γS .

We consider the system depicted in Fig. 1. The diffusive
limit coherence length of the superconductor is ξS = √

D/�,
where � is the superconducting gap energy. We will use the
lengths W/ξS = d/ξS = 0.08 and L/ξS = 1. We will also let
the length of the spin-orbit coupled region be 0.2ξS , which
gives us G/L = 0.7. The interface transparency will be ζ = 5,
and the exchange field is placed in the xy-plane M =
M(cos(θ ), sin(θ ), 0). We normalize ε and M to the gap
energy �. We choose a strong ferromagnet MF = 50� and
with W = d , the effective exchange field will be M = 25�

in the two superconducting electrodes and M = 50� in the
middle region. The value of the exchange field is reasonable
considering an ultra-thin strong ferromagnet like cobalt in
contact with a heavy metal like platinum [14]. The macro-
scopic phase difference has been set to �φ = φR − φL =
π/2, while the temperature is T = 0.5TC , and in addition, we
will now only assume a pure Rashba coupling which we will
normalize to the length of the ferromagnetic bridge L such that
αL will be a dimensionless quantity. The spin-orbit coupling
term is then

A = −ασ yex + ασ xey. (40)

The supercurrent is plotted as a function of the ex-
change field angle θ and Rashba coupling in Figs. 2 and 3,

FIG. 2. The supercurrent is plotted as a function of exchange
field θ . When θ = 0 the exchange field points along the x-direction,
while θ = π/2 corresponds to the exchange field pointing in the y
direction.

respectively, where I0 = N0DAe. With Rashba coupling, we
clearly see an enhanced supercurrent when the exchange field
points in the x direction (θ = 0). There also seems to be a cer-
tain magnitude of the Rashba constant where the supercurrent
is peaked when θ = 0, namely at αL ≈ 5. Interestingly, we
also see from Fig. 3 that we are able to create 0-π transitions
when the strength of the Rashba coupling is αL � 6. Thus,
there exists an angle close to θ = π/2 where the current is
zero as long as αL < 6. It also seems that the supercurrent
becomes independent of θ when αL → ∞. This is, as we
explained in the weak proximity limit, because the energy of
the LRTs get an imaginary part which destroy the coherence
of these components.

To more properly understand the behavior of the supercur-
rent in the system, we compute the triplet pair correlation,
which is defined as [30,31]

� =
∫ ∞

0
dε d tanh

βε

2
. (41)

The pair correlation for the long-ranged triplet component,
�z, for the exact two-dimensional geometry considered is
computed using a Galerkin finite element method [32] and is
shown in Fig. 4. We note in passing that this finite element
method divides the system into elements defined by nodes.
Some of these nodes are corner nodes, but the actual solu-
tion of the partial differential equation within each element
requires functional evaluations at points which differ from
the nodal points. As a result, one does not have to deal

FIG. 3. The supercurrent is plotted as a function of Rashba
coupling α in the heavy metals.
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FIG. 4. The long-ranged triplet pair correlation �z plotted for an
exchange field pointing in the x direction (top) and the y direction
(bottom). Only the former yields a nonzero �z.

with surface discontinuities at corners. Transparent boundary
conditions have been assumed between the heavy metal layers
and the ferromagnet. It is seen that when the exchange field is
pointing in the x direction, dz triplets accumulate along the
vacuum edges of the heavy metal layers. The reason for this
is that the vacuum edges constrain the Cooper pair diffusion
in the x direction, giving a nonzero gradient ∂dx

∂x in the density
of these triplet pairs. Due to the spin-orbit coupling, such a
gradient acts as a source for dz triplets due to spin precession.
The corresponding pair correlation leaks into the ferromagnet,
and being long ranged with respect to the exchange field,
it permeates the entire ferromagnetic bridge, thus acting as
a mediator for the supercurrent. In contrast, no dz triplets
are found when the exchange field points in the y direction,
which is consistent with the reduction in the magnitude of the
supercurrent seen in Fig. 2. It is clear that a finite thickness
d of the heavy metal layers is essential for the generation
of dz triplets. This means that models which approximate
the spin-orbit coupling as solely an interface effect, e.g., as
discussed in Refs. [33], will fail to capture the correct θ

dependence.
The key observation is that there should be a change in the

critical current of the system with an in-plane magnetization
rotation, an effect which is absent in systems with spin-singlet
supercurrents. The supercurrent is also plotted as a function
of the length of the ferromagnetic region in Fig. 5 where we
have set αξ = 5. This choice corresponds to the maximum
supercurrent in Fig. 3 when L/ξ = 1. We see that the super-
current in the case of a pure x-directed exchange field (θ = 0)
decays much slower than in the case where the exchange field
points along the y axis (θ = π/2). This is precisely due to the
fact that the supercurrent is now carried by long-ranged triplet
Cooper pairs. Note that the supercurrent rapidly changes sign
when θ = π/2 due to 0-π oscillations. In contrast, for θ = 0
there are no 0-π transitions in the interval 0.5 < L/ξ < 2.
This allows for an interesting observation, namely that there
exists several possible intervals of L/ξ where a 90 degree

FIG. 5. The supercurrent plotted as a function of the length of
the ferromagnetic bridge L. The inset is a log plot of the absolute
value of the current and shows how vastly different the exponential
decay is for the two in-plane directions of the exchange field. The
sharp dips in the log graph shows where the short ranged current
switches sign.

in-plane rotation of the magnetization essentially turns the
supercurrent on and off.

IV. CONCLUDING REMARKS

We have shown that a lateral Josephson junction with
spin-orbit coupled contacts to a ferromagnetic film that is
magnetized in-plane is able to carry a long-ranged triplet
supercurrent. This supercurrent is highly sensitive to the in-
plane rotation of the magnetic field, and our system thus
effectively acts as a magnetic transistor for the supercurrent.
The main merit of our result is that the long-ranged triplet
supercurrent is tuned with a single ferromagnetic layer with-
out any requirement for an out-of-plane magnetization. We
believe this could provide a way to realize tunable triplet su-
percurrents via Rashba spin-orbit coupling in a considerably
simpler way than previous proposals.

Note Added. After we submitted this manuscript, a related
work appeared as a preprint on arXiv [34].
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Spin accumulation induced by a singlet supercurrent

Morten Amundsen and Jacob Linder1

1Center for Quantum Spintronics, Department of Physics, Norwegian
University of Science and Technology, NO-7491 Trondheim, Norway

We show that a supercurrent carried by spinless singlet Cooper pairs can induce a spin accumulation in the
normal metal interlayer of a Josephson junction. This phenomenon occurs when a nonequilibrium spin-energy
mode is excited in the normal metal, for instance by an applied temperature gradient between ferromagnetic
electrodes. Without supercurrent, the spin accumulation vanishes in the Josephson junction. With supercurrent, a
spatially antisymmetric spin accumulation is generated that can be measured by tunneling to a polarized detector
electrode. We explain the physical origin of the induced spin accumulation by the combined effect of a Doppler
shift induced by a flow of singlet Cooper pairs, and the spin-energy mode excited in the normal metal. This effect
shows that spin control is possible even with singlet Cooper pairs in conventional superconductors, a finding
which could open new perspectives in superconducting spintronics.

Introduction.—. Using superconductors to achieve interest-
ing spin-dependent quantum effects is the central goal in the
growing field of superconducting spintronics [1, 2]. Despite
the fact that superconductivity is usually antagonistic to mag-
netism, a series of experiments have in recent years proven that
superconductors can be used to achieve phenomena such as
long-ranged and dissipationless spin currents [3, 4], large ther-
moelectric effects when combined with spin-polarized barriers
[5], spin Hall signals exceeding the normal-state value by three
orders of magnitude [6], and quantum phase batteries [7].

A key component of superconducting spintronics has tradi-
tionally been to find ways to generate polarized triplet Cooper
pairs which can transport spin without resistance. In contrast,
conventional superconductors described by Bardeen-Cooper-
Schrieffer theory [8] are condensates of singlet Cooper pairs.
While such condensates support supercurrents of charge, they
do not generate supercurrents of spin. It might therefore seem
like supercurrents in conventional superconductors do not have
much use in spintronics, where the aim is to control and detect
spin-polarized signals [9].

Here, we show that supercurrents carried by singlet Cooper
pairs can induce a spin accumulation in a normal metal despite
the fact that they have no spin. This phenomenon occurs
when a nonequilibrium spin-energy mode is excited in the
normal metal. We show that the induced spin accumulation
can be understood physically from the combined effect of a
Doppler shift induced by the supercurrent and the existence of
a spin-energy excitation in the normal metal. The fact that the
spin accumulation can be controlled by a superflow of spinless
Cooper pairs opens up for a different way in which conventional
superconductors can merge with spintronics.

Results.—. The proposed setup for measuring this effect
is shown in Fig. 1. Two thin normal metals are stacked on
top of each other, creating a four-terminal device. Two ferro-
magnetic leads with antiparallel magnetizations are attached to
opposite terminals, and superconducting leads are attached to
the remaining two terminals. When a supercurrent is passed
through the superconducting electrodes, a spin accumulation is
generated in the normal metal separating them. In the absence
of supercurrent, the spin accumulation vanishes in the region
between the superconductors. The length of each of the normal
metals is assumed to be 3ξ, where ξ is the coherence length

T+ΔTT

T
T

Δφ

μ
s>0

μ
s<0

M
L

M
R

Superconductor

Superconductor
Ferromagnet

Ferromagnet

Normal metals

FIG. 1: (Color online) Two superconducting electrodes (S) are de-
posited on top of a normal metal film (purple region). Far away from
the superconducting electrodes, two antiparallel ferromagnets are in
contact with the normal metal film. When a temperature gradient
is applied between the ferromagnets, a spin-energy mode is excited
throughout the normal metal. In the middle of the normal metal,
between the superconductors, there exists no spin accumulation in the
absence of a supercurrent. This corresponds to zero phase-gradient
across the Josephson junction, ∇ϕ = 0. When a supercurrent is
applied, ∇ϕ , 0, an antisymmetric spin accumulation is induced in
the normal metal between the superconductors.

of the superconductors, which then gives the distance between
opposite terminals. We assume that the system is in the dif-
fusive limit, with a short mean free path. On the other hand,
the spin flip scattering length is assumed to be longer than
the size of the system, so that the spin diffusion in the normal
metal is negligible. This is achievable, e.g., by using niobium
superconductors, which has a coherence length of ξ =10-15 nm
in the diffusive limit, and copper normal metals, in which the
spin diffusion length at low temperatures can be longer than
100 nm, even with a high concentration of impurities [10, 11].

The physical mechanism behind this result can then be
understood by the following simplified picture. Consider a
ferromagnet - normal metal - ferromagnet (FNF) spin valve,
with an antiparallel orientation of the magnetization in the
ferromagnets. We increase the temperature of the right F by a
certain amount ∆T relative to the temperature T0 of the left F.
The tunnelling amplitude of particles at the F-N metal interfaces
is higher when their spin is parallel to the magnetization than
if it is antiparallel. The former is therefore influenced by a
temperature increase in the F reservoir to a greater degree than
the latter, leading to a temperature difference between particles
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of opposite spin. The temperature on the right and left side of
the normal metal for spin j, T j

R and T j
L , respectively, are then

given as

T ↑

R =T0 + ∆T, (1)

T ↓

R =T0 + (1 − P)∆T, (2)

T ↑

L =T0 + P∆T, (3)

T ↓

L =T0, (4)

where the polarization P ∈ [0, 1] takes into account the spin
dependence of the tunnelling. For P = 0, both sides are given
the temperature of their respective reservoir, regardless of
spin. For P = 1, T ↓

R and T ↑

L are completely insulated from the
adjacent interface, and thus equilibrate to the temperature of
the reservoir at the opposite end. The temperature distribution
throughout the normal metal is simply given by

T j(x) =
1
2

(
T j
R + T j

L

)
+

(
T j
R − T j

L

) x
L
, (5)

where L is the distance between the ferromagnets and x ∈

(−L/2, L/2). The temperature difference Ts between spin up
and spin down electrons then becomes

Ts(x) = T ↑(x) − T ↓(x) = P∆T . (6)

In other words, a spin valve in the antiparallel configuration
gives a spatially constant temperature difference between elec-
trons of opposite spin.

When the superconducting leads are added to the spin valve
as shown in Fig. 1, the picture is modified. In a superconductor,
any temperature difference between spins of quasiparticles
with energies below the superconducting gap will decay with a
length scale of the superconducting coherence length, as these
particles convert into singlet Cooper pairs. The superconduct-
ing correlations induced in the normal metal via the proximity
effect therefore has a detrimental effect on Ts. The decay is
largest near the superconducting leads, where the supercon-
ducting correlations are greatest. In addition, heat transfer
between the superconducting leads (where both spin species
have the same temperature) and the normal metal reduces Ts

as well. Ts is therefore expected to have a transversal variation,
with a maximum at the center of the spin valve. However, a
nonuniform Ts is not enough to generate a spin accumulation.
A phase gradient parallel to ∇Ts is required as well. This is
illustrated in Fig. 2, which shows the quasiparticle energy band
of a superconductor with an applied spin temperature gradient.
For simplicity, we assume that the temperature on its left side is
so low that there are no right-moving quasiparticle excitations.
On its right side, a higher temperature is applied, along with
a Ts > 0, both of which reduce towards the left. When the
phase gradient ∇ϕ is zero, in Fig. 2a), there is indeed a higher
number of spin up quasiparticles excited than spin down. How-
ever, there are just as many hole-like excitations as there are
electron-like. There is therefore no net spin accumulated. In
contrast, when ∇ϕ > 0, a Doppler shift of the energy band is
created, reducing the gap for momentum k < 0, and vice versa,

�푘

�퐸�푘

�푘

�퐸�푘

∇�휑 = 0 ∇�휑 > 0

a) b)
�푇↑

�푇↓

FIG. 2: Illustration of how a phase gradient in a superconductor
leads to a spin imbalance when there is a gradient in the temperature
difference between spin up and spin down particles, Ts = T↑ − T↓. a)
The energy band of the superconductor when there is no phase gradient.
b) The same energy band when ∇ϕ > 0. The resulting Doppler shift
leads to a net spin imbalance. We show here for simplicity an extreme
example of a case where ∇Ts < 0, in which there are only left moving
quasiparticle excitations.

as shown in Fig. 2b). This creates an imbalance between spin
up and spin down excitations, resulting in a net magnetization.

To summarize, the simplified analysis above implies the
generation of a spin accumulation in the system shown in
Fig. 1. The role of the singlet superconductors is twofold.
Firstly, they introduce a transversal variation to an otherwise
constant temperature difference between spin up and down
particles. Secondly, when a phase gradient is applied parallel
to ∇Ts, a net spin imbalance is produced. To prove this, we
have to consider both the superconducting correlations induced
in the normal metal due to the proximity effect as well as
the non-equilibrium population of quasiparticles caused by
the temperature gradient applied across the normal metal. A
suitable theoretical framework for this purpose is the Keldysh-
Usadel theory for non-equilibrium Green functions [12, 13].
In recent years, this formalism has been used to predict several
interesting phenomena in superconducting hybrid structures
driven out of equilibrium [19–21]. We consider the diffusive
regime of transport, where impurity scattering randomizes the
momentum of quasiparticles, in which case the Green function
matrix in the normal metal can be obtained by solving the
Usadel equation,

D∇ · ǧ∇ǧ + i [ερ̌4 , ǧ] = 0, (7)

where D is the diffusion constant and ε is the quasiparticle
energy. The Green function matrix has the structure

ǧ =

(
ĝR ĝK

0 ĝA

)
, (8)

in Keldysh space, where ĝX are 4 × 4 matrices in particle-hole
and spin space. Furthermore, we have ρ̌4 = diag (ρ̂4 , ρ̂4),
with ρ̂4 = diag (+1,+1,−1,−1). The retarded and advanced
Green functions, ĝR and ĝA, determine the band structure of
the system, and these components satisfy an equation which is
identical in form to Eq. (7). The quasiparticle excitations are
determined by the Keldysh Green function, ĝK . Without loss of
generality, this matrix can be parametrized has ĝK = ĝR ĥ−ĥĝA,
where ĥ is a distribution function. Its matrix structure in
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FIG. 3: Numerical simulations of the spin accumulation, scaled by
µ0, in the presence of temperature gradient. The superconducting
terminals (top and bottom), and the left ferromagnet have a temperature
of Tl = 0.1Tc , whereas the right ferromagnet has a temperature of
Th = 0.5Tc . No magnetization is induced when ∆ϕ = 0.

particle-hole and spin space can be further parametrized as

ĥ =
∑
n

hn ρ̂n, (9)

where ρ̂0 = Î, ρ̂j = σ̂j , and ρ̂4+j = ρ̂4 ρ̂j for j ∈ {1, 2, 3}.
The matrix Î is the identity, and σ̂j = diag

(
σj, σ

∗
j

)
for Pauli

matrix σj . In the following, we assume that both ferromagnets
are aligned in the z direction, in which case the only relevant
distribution functions become h0, h3, h4 and h7. Insertion into
Eq. (7) gives,

amn∇
2hn + bmn · ∇hn = 0, (10)

where amn = DTr
[
ρ̂m ρ̂n − ρ̂mĝ

R ρ̂nĝ
A
]
/4, and bmn =

∇amn + DTr
[
ρ̂n ρ̂mĝ

R∇ĝR − ρ̂m ρ̂nĝ
A∇ĝA

]
/4. The function

h0 is the energy mode, and gives the temperature distribution
of the system, with h0 = tanh ε

2kBT , where kB is the Boltzmann
constant, being the only nonzero component of ĥ in equilibrium.
h3 is a spin-energy mode, and expresses an effective tempera-
ture difference between spin up and down quasiparticles. The
charge mode h4 gives the quasiparticle charge distribution in
the system, and the spin mode h7 gives the spin accumulation,
through the relation

µs(r) = 4µ0

∫
dε h7(ε, r)ν(ε, r). (11)

In Eq. (11), we have neglected any triplet superconducting
correlations, as is the case in our system, which would otherwise
also give a contribution. Furthermore, ν(ε, r) is the local
density of states, and µ0 = gµBν0/8, where g is the Landé
g-factor, µB is the Bohr magneton and ν0 is the density of states
of the normal metal, at the Fermi level.

To describe the interfaces to the reservoirs, we use a gen-
eralization of the Kupriyanov-Lukichev tunnelling boundary
conditions, which take spin polarization into account [14, 15],

ζ n̂ · ǧ∇ǧ = [ǧ′, ǧ] + ζmr [{σ̌3, ǧ
′} , ǧ] + ζ1 [σ̌3ǧ

′σ̌3, ǧ] , (12)

FIG. 4: The effect of varying the temperature in the right ferromagnetic
reservoir. a) shows the maximum spin accumulation as a function of
the interface polarization P, and b) shows the distribution of the spin
accumulation along a coordinate y moving in a straight line between
the superconductors. The annotations denote different Th/Tc , and
max(µs) is the maximum spin accumulation located along y.

where n̂ is the interface normal, ζ expresses the in-
terface resistance, and ǧ′ is the reservoir Green func-
tion. The parameters ζmr = P/

(
1 +

√
1 − P2

)
and ζ1 =(

1 −
√

1 − P2
)
/

(
1 +

√
1 − P2

)
give the spin filtering at the

interface, for a given polarization P. For interfaces to the
ferromagnets, we set ζ = 3 and P = 0.6, whereas for the super-
conductors, we set ζ = 1 and P = 0. To generate a temperature
gradient in the normal metal, we set the temperature in the left
ferromagnetic reservoir, as well as in the two superconduct-
ing leads to be Tl = 0.1Tc , and the temperature in the right
ferromagnetic reservoir to be Th = 0.5Tc . The retarded and
advanced components of Eq. (7), and subsequently, Eq. (10),
are solved using the finite element method [16], and the result-
ing magnetization is computed using Eq. (11). The results are
shown in Fig. 3. It is seen that when the phase difference ∆ϕ
is zero, no magnetization is induced in the normal metal. In
stark contrast, an antisymmetric magnetization appears when
∆ϕ = π/2. Thus, a supercurrent carried by spinless Cooper
pairs induces a magnetization.

A magnetization can also be generated due to the presence
of the ferromagnets, which in proximity to a superconductor
can produce triplet superconducting correlations [17]. Another
source of triplet correlations are the spin filtering at the inter-
faces, which would polarize the supercurrent if it detours via
the ferromagnets on its way from one superconducting lead to
the other. However, for the present geometry, the ferromagnets
are located sufficiently far away from the superconducting leads
that these mechanisms can be disregarded. In other words, the
triplet superconducting correlations are completely negligible
in this system, and the magnetization is induced solely by the
interaction between the singlet (spin-0) Cooper pairs and the
nonequilibrium temperature distribution.

It is interesting to investigate how the induced magnetization
depends on the system parameters. In Fig. 4a) we show the
maximum spin accumulation as a function of the interface
polarization P, for a variety of different temperature gradients.
Polarizations up to 90% can be obtained e.g. by replacing the
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ferromagnetic reservoirs in Fig. 1 with normal reservoirs that
couple to the central normal metal via a ferromagnetic insulator
such as EuS [18]. It is seen that the magnetization increases
with P, and that this increase is steeper for higher Th. This
result is reasonable, as both parameters combined generate a
spin temperature difference Ts , in correspondence with Eq. (6).
Fig. 4b) shows the distribution of the spin accumulation along
a straight line between the superconducting leads. For a low
temperature difference Th − Tl , the largest spin accumulation
takes place about half way between the center of the system
and the superconductors. However, as Th increases these
maxima are eventually overtaken by a larger spin accumulation
at the superconductor interfaces. This is likely because of the
increasing temperature gradient between the right ferromagnet
and the superconductors, which leads to an increasing heat
exchange between the two. Since the temperature in the latter
is spin independent, this serves to mollify the spin temperature
difference Ts near the superconductors, and thus increase the
gradient in h3. This, in turn, leads to a higher spin accumulation
when a phase gradient is applied. We note, however, that these
results are obtained while assuming the superconductors act
as temperature reservoirs. A continued increase in Th will
likely invalidate this assumption, and lead to a saturation of
the induced spin accumulation. We also note that a spin-heat
accumulation, described by a finite h3 and Ts , should in general
also occur close to the interface on the ferromagnetic side [22].

Finally, we remark that it is also possible to generate a spin
dependent temperature difference by applying a voltage bias
between the ferromagnets, rather than a temperature gradient.

In this case, the largest average Ts in the system would be
obtained for a parallel alignment of the ferromagnets. A phase
gradient between the superconducting leads will then produce
a spin accumulation by the same mechanism as previously
described. However, in addition to providing a Ts , the injected
quasiparticles lead to a spin imbalance, and thus directly
contribute to the spin accumulation. This spin accumulation
is independent of the phase gradient, and will likely dominate
any measurement.

Conclusion.—. We have shown that a supercurrent carried
by spinless Cooper pairs can induce a spin accumulation in a
normal metal. This is possible when a spin-energy distribution
mode is excited in the normal metal out of equilibrium, which
allows a spin accumulation to arise due to the Doppler shift
caused by the supercurrent in the quasiparticle energies. Our
finding shows that spin control is possible even with singlet
Cooper pairs in conventional superconductors, which could
open interesting avenues for further research in superconducting
spintronics.
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The two-dimensional nature of graphene Josephson junctions offers the possibility of creating effective
superconductor-ferromagnet-superconductor junctions with tunable Zeeman splitting caused by an in-plane
magnetic field. Such junctions would be able to alternate between a conventional superconducting ground state
and a ground state with an intrinsic phase difference, making them controllable 0-π Josephson junctions. However,
in addition to the Zeeman splitting, an in-plane magnetic field will in general also produce an orbital effect
because of height variations in graphene, colloquially known as ripples. Both the Zeeman and orbital effect
will thus affect the critical current, so to be able to identify 0-π transitions it is necessary to understand their
combined effect. From both analytical and numerical solutions of the Usadel equation we find that ripples can
in fact produce a current response similar to that which is characteristic of a 0-π transition. Hence, additional
analysis is required in order to reveal the presence of a 0-π transition caused by spin-splitting in graphene with
ripples. We provide a closed form analytical expression for the critical current in the presence of exchange field
and ripple effects as well as an expression for the scaling of critical current zeroes with junction parameters.

I. INTRODUCTION

When the spinless superconducting order of a conventional
superconductor comes in contact with a ferromagnet, it can
adapt by creating spin-triplet Cooper pairs [1]. The synergy
between superconductivity and ferromagnetism, two seemingly
incompatible orders, is a topic of fundamental interest, but
could also be of practical value. One interesting consequence
is that it allows for spinfull supercurrents. The promise of
low-dissipation spin transport has helped spawn the field of
superconducting spintronics [2].

In the last decade, the possibility of creating Josephson junc-
tions with graphene has attracted interest[3–7]. Superconductor-
graphene-superconductor (SGS) junctions provide an arena
for understanding the interplay between superconductivity and
otherwise distinct physical phenomena, such as special relativ-
ity [3] and the quantum Hall effect [8, 9]. Here, we are interested
in how the two-dimensional nature of monolayer graphene can
be utilized to create an effective superconductor-ferromagnet-
superconductor (SFS) junction with a tunable exchange field.
This is done by introducing a Zeeman splitting between the
spin-bands in the graphene by use of a strong in-plane magnetic
field. This is possible because the two-dimensional nature
of the graphene minimizes the magnetic depairing effect that
would otherwise quench the superconducting correlations. By
using electrodes with Ising-like superconductivity, like thin
NbSe2, one avoids destroying the superconducting state of the
electrodes via the Pauli limitation.

The possibility of in situ control of the exchange field could
open new avenues for manipulations that take advantage of the
combined effect of magnetic and superconducting order. In
addition to giving rise to the possibility of Cooper pairs with
non-zero total spin [2], the presence of a magnetic field gives
the Cooper pairs a non-zero total momentum, as first explained
by Fulde, Ferrel, Larkin and Ovchinnikov [10, 11]. The total
momentum of the Cooper pairs in the so-called FFLO-state is
given by the strength of the exchange field, as this determines the
displacement of the two Fermi surfaces corresponding to spin-

up and spin-down electrons. The non-zero momentum produces
spatial variations in the superconducting order parameter [12].

One consequence of the spatial variations, is that the ground
state of a superconductor-ferromagnet-superconductor (SFS)
Josephson junction can be one in which the phases of the
order parameter in the two superconductors differs by π, which
is known as a π-junction. Such junctions could have an
important role in the design of components for quantum com-
puting [13–15], superconducting computing [16, 17] or as
cryogenic memory [18].

Whether an SFS-junction is a π-junction or not depends on
its length as well as the strength of the exchange field, which
are typically fixed parameters. If, however, the exchange field
could be tuned, this would allow for a controllable switching
between the 0-junction state and π-junction state. Zeeman-
effect-induced 0-π transitions have previously been observed
in a Dirac semimetal with a g factor on the order of 103 [19].
The large g factor allowed the 0-π transition to occur before the
magnetic field extinguished the superconducting correlations.
Using a junction with a two-dimensional material, such as
monolayer graphene, would allow for Zeeman driven 0-π
transitions without the need for large g factors, since such
junctions can withstand much larger in-plane magnetic fields.

The prospect of a graphene Josephson junction being used as
a tunable SFS-junctions is interesting, but it also demands a thor-
ough investigation into how the supercurrent in an SGS-junction
responds to the strong in-plane magnetic field necessary for
an appreciable Zeeman splitting. Even though monolayer
graphene is two-dimensional, it will in general not be perfectly
flat. It will have a curvature that depends on the underlying
substrate. If the graphene is placed on SiO2, it will be rippled
with peak-to-peak height difference of about 1 nm and typical
feature size of 30 nm [20]. Hence, the in-plane magnetic field
will have a component orthogonal to the graphene surface,
giving rise to an orbital effect. This orthogonal component
has been observed to suppress phase-coherent weak localiza-
tion [21, 22]. Consequently, extra care must be taken when
considering phase-coherent transport experiments relying on
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in-plane magnetic fields. Here, we show that attention must
also be paid to ripples when considering SGS-junction with
tunable Zeeman splitting.

L W

Superc
onduct

or

Graphen
e

Superc
onduct

or

By

Bx

B⊥

FIG. 1: Sketch of superconductor-graphene-superconductor junction
with rippled graphene and external magnetic field. The magnetic field
has out-of-plane component B⊥ and in-plane components Bx and By .

One property of a 0-π transition is that the current changes
sign, giving zero net current exactly at the transition [23].
Characterization of an SGS-junction and the identification of
a possible 0-π transition will typically be done by measuring
the current response to an applied magnetic field. Therefore, it
is important to know whether features in the critical current,
such as the decay rate and zeros, can also be produced by an
interference effect that arises from ripples in the graphene. Of
particular interest is whether interference effects can give a
vanishing critical current at magnetic field strengths that are
comparable to the magnetic field necessary for a 0-π transition.
The Zeeman energy necessary for the transition is typically
smaller for diffusive systems [12], so diffusive systems are
most promising for tunable π-junctions. However, computing
the supercurrent in a model with ripples in graphene is a
challenging task due to the non-trivial geometry of the system.

A sketch of the system under consideration is shown in
fig. 1. In order to model this geometry, we add a spatially
varying magnetic field to the equations governing diffusive
SFS-junctions, where the exchange field in the ferromagnet
comes from the Zeeman effect. In order to fully model the
disorderly ripples, one must be able to solve the equations with
arbitrary magnetic field distributions. We are able to do that
numerically by using the finite element method. Additionally,
we extend the analytical result by Bergeret and Cuevas [24]
for superconductor-normal-superconductor (SNS) junctions
with uniform magnetic fields to SFS-junctions with arbitrary
magnetic field distributions and arbitrary exchange fields.

II. METHODOLOGY

The critical current, as well as other physical quantities
such as the local density of states, can be calculated using the
quasiclassical Keldysh Green’s function formalism [25, 26].
Previous studies of ballistic systems have investigated the

interplay of the Zeeman and the orbital effect using an analytical
propagator approach [27, 28]. The diffusive limit considered
here, however, is more appropriately described by the Usadel
equation, which previously has been done to successfully model
experimental results for the supercurrent in SGS junctions [29].
We use natural units throughout, meaning that c = ~ = 1.

In thermal equilibrium it is sufficient to solve for the retarded
Green’s function, ĝ, which is normalized to ĝ2 = 1 and solves
the Usadel equation,

D∇̃ ·
(
ĝ∇̃ĝ

)
+ i

[
Σ̂, ĝ

]
= 0, (1)

provided that the Fermi wavelength and the elastic impurity
scattering time is much shorter than all other relevant length
scales, and the Fermi wavelength is much smaller than the
scattering time. Here D is the diffusion coefficient and the
covariant derivative is ∇̃ĝ ≡ ∇ĝ − ieA[ρ̂3, ĝ], where A is the
vector potential. The self-energy is

Σ̂ =


(ε + iδ)ρ̂3 +

©­­­­«
∆

−∆

∆∗

−∆∗

ª®®®®¬
in the superconductors,

(ε + iδ)ρ̂3 +

(
h · σ

h · σ∗

)
in the ferromagnet,

(2)
where ε is the energy, δ−1 is the inelastic scattering time,
ρ̂3 = diag(1, 1,−1,−1), ∆ is the superconducting gap parameter,
h is the exchange field and σ is the vector consisting of Pauli
matrices. Defining “spin up” and “spin down” parallel to
the in-plane magnetic field gives h = hẑ. We here disregard
the effect of the very weak k-dependent spin-orbit induced
effective Zeeman-field caused by ripples in graphene, which
is opposite in direction at the two inequivalent Dirac points of
graphene [30].

Let x and y be an orthogonal coordinate system of the
graphene surface such that the superconductors are located at
x = ±L/2 and the interfaces with vacuum are at y = ±W/2.
The curved geometry of graphene will in general enter into the
Usadel equation (1) in two ways. First, the divergence operator
is altered by the presence of nonzero Christoffel symbols.
However, since the curvature of rippled graphene typically is
very small [20], this effect is negligible. Consequently, we
use ∇ ≡ x̂ ∂/∂x + ŷ ∂/∂y . Second, and crucial for the effect
considered here, the in-plane magnetic field has a component
orthogonal to the surface. In the external coordinate system, or
“lab frame”, the magnetic field can be written B = (Bx, By, B⊥)

ᵀ,
as illustrated in fig. 1, but in the coordinate system of the curved
graphene, the magnetic field has a z-component equal to

B · ẑ = −Bx sin
[
arctan

(
∂η

∂x ′

)]
− By sin

[
arctan

(
∂η

∂y′

)]
+ B⊥ ≈ −Bx

∂η

∂x
− By

∂η

∂y
+ B⊥, (3)

where η is the height distribution of the graphene, x ′ and y′ are
the coordinates in the lab frame and we have used the assumption



3

that ∂η/∂x ≈ ∂η/∂x ′ � 1 and ∂η/∂y ≈ ∂η/∂y � 1. We
have also neglected the modulation effect that the curvature has
on the out-of-plane magnetic field component B⊥, since this
only gives a contribution that is negligible compared to that of
the much larger in-plane field, given by Bx and By .

In order to capture the magnetic field given by eq. (3), we
use the vector potential

A =
(
Byη + Bx

∫ y

0

∂η

∂x
dỹ − B⊥y

)
x̂. (4)

Choosing the vector potential parallel to the x-axis allows us
to set A = 0 in the superconductors, which means that the
ground states in the superconductors have constant phases. In
the following we denote the superconducting phase in the left
(x < −L/2) and right (x > L/2) superconductors by φl and φr ,
respectively.

The Usadel equation (1) is not valid across boundaries of
different materials since the associated length scales are not
negligible compared to the Fermi wavelength. Instead, the
Green’s function in the different materials must be connected
through a boundary condition. For low-transparency tunneling
interfaces, one may use the Kupriyanov-Lukichev boundary
condition [31],

ζiLin̂ ·
(
ĝi∇̃ĝi

)
=

1
2
[
ĝi, ĝj

]
, (5)

where the subscripts i and j denote the different sides of the
interface, n̂ is a normal unit vector pointing out of region i, Li

is the length of region i in the n̂-direction and ζi is the ratio
of the normal-state conductance of region i to the interface
conductance. Equation (5) is used along the interface between
the superconductors and graphene at x = −L/2 and x = L/2.
Along the boundaries with vacuum at y = ±W/2, the boundary
condition is n̂ · ∇̃ĝ = 0.

It has been shown that one may use the bulk solution in the
superconductors,

ĝbcs =
Σ̂√

(ε + iδ)2 − |∆|
2
, (6)

when the interface conductance is much smaller than the normal-
state conductance of length ξ of the superconductor [32], where

ξ =

√
D
∆

(7)

is the coherence length. The square root in eq. (6) must be
chosen such that it has a positive imaginary part.

Having found the Green’s function, the electrical current
density can be calculated from [33]

j =
N0eD

4

∫∞

−∞

Tr
(
ρ̂3ĝ∇̃ĝ − ĝ†∇̃ĝ† ρ̂3

)
tanh

(
βε

2

)
dε, (8)

where N0 is the normal density of states and β is inverse
temperature. Finally, eq. (8) allows for calculation of the
critical current, given by

Ic = max
φr−φl

∫W/2

−W/2
x̂ · j(x, y) dy , (9)

where the choice of x is arbitrary.
In order to solve eq. (1) numerically, we use the Ricatti

parametrisation,

ĝ =

(
N

−Ñ

) (
1 + γγ̃ 2γ

2γ̃ 1 + γ̃γ

)
, (10)

where N = (1 − γγ̃)−1 and tilde conjugation is defined as
γ̃(ε) = γ∗(−ε). This respects the normalization and underlying
symmetries of ĝ. The resulting equations for the 2× 2 matrices
γ and γ̃ are discretized by the finite element method [34] with
quadratic elements, and Gauss-Legendre quadrature rules of
fourth order is used to integrate over the elements. The resulting
nonlinear set of algebraic equations are solved by the Newton-
Raphson method [35], where the Jacobian is determined by
forward-mode automatic differentiation [36].

III. RESULTS AND DISCUSSION

In order to linearize the Usadel equation, we write

ĝ = ĝ0 + f̂ , (11)

where ĝ0 is the bulk solution. In a ferromagnet, the self-energy
Σ̂, given by eq. (2), is diagonal. Hence, the bulk equation[
Σ̂, ĝ0

]
= 0 is solved by any diagonal matrix satisfying ĝ2

0 = 1.
In order to find the correct solution one must solve the full
Gor’kov equation. The result is that ĝ0 = ρ̂3. If we assume
that the proximity effect is weak, we can keep only linear terms
in f̂ , yielding

D ρ̂3∇̃
2 f̂ + i

[
Σ, f̂

]
= 0, (12)

In order for the normalization ĝ2 = 1 to hold to linear order
in f̂ , we need

{
f̂ , ρ̂3

}
= 0. This implies that

f̂ =
(

0 f
− f̃ 0

)
(13)

and

∇̃ f̂ = ∇ f̂ − 2ieAρ̂3 f̂ . (14)

In the weak proximity effect regime, the boundary conditions
read

ζL ρ̂3n̂ · ∇̃ f̂ =
1
2
[
ρ̂3 + f̂ , ĝs + f̂s

]
= ρ̂3 f̂s − ĝs f̂ , (15)

where ĝs is the part of ĝbcs proportional to ρ̂3 and f̂s is
the remaining part proportional to antidiag(∆,−∆,∆∗,−∆∗).
Additionally, we must have

[
f̂ , f̂s

]
= 0, since this term would

be block diagonal.
Since Σ̂ is diagonal in the ferromagnet, the different compo-

nents of f̂ decouple. Only the elements which are nonzero in
f̂s will have a constant term in the boundary conditions. The re-
maining elements must be zero. Hence, f̂ must be antidiagonal,
just like f̂s . This in turn implies that

[
Σ̂, f̂

]
= 2Σ̂ f̂ .
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In order to solve the Usadel equation for arbitrary magnetic
fields, we first define

û = exp
(
−2ie ρ̂3

∫ x

−L/2
A(x ′, y) dx ′

)
f̂ (16)

With this, the Usadel equation can be written

D ρ̂3∇
2û + 2iΣ̂û − 2Dieρ̂3û

∫ x

−L/2

∂B
∂y

dx ′

− 4De2û
(∫ x

−L/2
B dx ′

)2
− 4Die

∂û
∂y

∫ x

−L/2
B dx ′ = 0, (17)

where we have used that B = − ∂A/∂y . We can neglect the
terms involving B (the magnetic field component orthogonal to
the graphene) by assuming that the magnetic field is sufficiently
weak. That is, for all x ∈ (−L/2, L/2),∫ x

−L/2
B dx ′ � Φ0

√
δ

D
, (18a)

and ∫ x

−L/2

∂B
∂y

dx ′ �
Φ0δ

D
, (18b)

where Φ0 = π/e is the magnetic flux quantum.
The boundary conditions for û at y = ±W/2 is

∂û
∂y

����
y=±W/2

= −iû
∫ x

−L/2
B dx ′ . (19)

Equations (15), (17) and (19) can be solved exactly when B = 0
by assuming ∂2û

/
∂y2 = 0. For B satisfying eq. (18) we can

find an approximate solution by neglecting the term ∂2û
/
∂y2

in eq. (17).
With these approximations, the Usadel equation becomes an

ordinary differential equation,

∂2û
∂x2 +

2i ρ̂3Σ̂

D
û = 0, (20)

with solution

û = ek̂x Â + e−k̂x B̂, (21)

for some coefficients Â and B̂. Here

k̂ =

√
−

2i ρ̂3Σ̂

D
, (22)

which, since ρ̂3Σ̂ is diagonal, k̂ can be obtained simply by
taking the elementwise square root. To determine Â and B̂ one
must use eq. (15). The solution is

û =
[
(ζLk̂ + ρ̂3ĝs)

2ek̂L − (ζLk̂ − ρ̂3ĝs)
2e−k̂L

]−1

×
[
p̂(x) + eiρ̂3θ p̂(−x)

]
f̂s, (23)

where

θ = φr − φl + 2e
∫ L/2

−L/2
A (x, y) dx (24)

and

p̂(x) = (ζLk̂+ ρ̂3ĝs)ek̂(x−L/2)+ (ζLk̂− ρ̂3ĝs)e−k̂(x−L/2). (25)

Note that the boundary condition for the interfaces with vacuum,
eq. (19), is only approximately satisfied.

To find the current from eq. (23) we can use that the x-
component of the current, as given by eq. (8) can be written

j · x̂ =
N0eD

4

∫∞

−∞

Tr
(
ρ̂3û

∂û
∂x

− û†
∂û†

∂x
ρ̂3

)
tanh

(
βε

2

)
dε

(26)
To simplify this expression, note that eq. (23) can be written

û =
©­­­«

d(h)eiφl

−d(−h)eiφl

d̃(h)e−iφl

−d̃(−h)e−iφl

ª®®®¬ (27)

where

d(h) =
[p(x) + eiθp(−x)]|∆|/

√
(ε + iδ)2 − |∆|

2[
(ζLk + gs)2ekL − (ζLk − gs)2e−kL

] (28)

with gs = (ε+ iδ)/
√
(ε + iδ)2 − |∆|

2, the square roots are those
which have positive imaginary parts, k =

√
−2i(ε + h + iδ)/D

and

p(x) = (ζLk + gs)ek(x−L/2) + (ζLk − gs)e−k(x−L/2). (29)

Inserting eq. (28) into eq. (26) gives

j · x̂ = N0eD
∫∞

−∞

Re
[
d(h)

∂ d̃(−h)
∂x

+ d(−h)
∂ d̃(h)
∂x

]
× tanh

(
βε

2

)
dε. (30)

By evaluating j at x = 0 we can factorize out the dependence
on the vector potential, since

∂ d̃(h)
∂x

����
x=0
=

2i sin θ
1 + eiθ

×
∂ ln p
∂x

d(−h)
����
x=0

. (31)

Inserting this into eq. (30) and integrating the current density
over y to obtain the total current finally gives

I = 2N0eD
∫W/2

−W/2
sin

(
φr − φl + 2e

∫ L/2

−L/2
A (x, y) dx

)
dy

×

∫∞

−∞

Im [κ+ + κ−] tanh
(
βε

2

)
dε, (32)

where
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κ± =
4|∆|2k±

(ε + iδ)2 − |∆|
2 ×

[ζLk± cosh(k±L/2) − gs sinh(k±L/2)] × [ζLk± sinh(k±L/2) − gs cosh(k±L/2)][
(ζLk± + gs)2ek±L − (ζLk± − gs)2e−k±L

]2 , (33)

with k± =
√
−2i(ε ± h + iδ)/D.

Equation (32) is our main analytical result and allows for
evaluation of the current at arbitrary exchange field strengths
and magnetic field distributions. Of particular interest is the
fact that the contribution from the vector potential and exchange
field decouples. One consequence of this is that a constant
magnetic field gives rise to a Fraunhofer pattern in the current
regardless of the strength of the exchange field, as long as the
magnetic field is weak enough. This can be seen from the fact
that for a constant magnetic field eA = −πΦ⊥y/Φ0W L, where
Φ⊥ is the magnetic flux from the perpendicular field, so

I ∝
∫W/2

−W/2
sin

(
φr − φl − 2π

Φ⊥y

Φ0W

)
dy

= −W sin(φr − φl)
sin(πΦ⊥/Φ0)

πΦ⊥/Φ0
. (34)

Figure 2 shows the critical current found analytically using
eq. (32) for the case of no ripples, compared to the critical
current obtained numerically from the full nonlinear Usadel
equation. In addition to showing the agreement between the full
solution and the analytical approximation, fig. 2 also shows that
there is an exchange-driven 0-π transition at h ≈ 2εt, where

εt =
D
L2 (35)

is the Thouless energy.
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FIG. 2: Color plot of log10(Ic/I0), where Ic is the critical current
and I0 = N0eW D2/L3 for various exchange fields h and out-of-plane
magnetic fluxes. Figure a) shows the solution found numerically from
the full Usadel equation, and b) shows the analytical solution found
using eq. (32). Here, εt = D/L2, W = 10L, L = 6ξ, δ/∆ = 0.01 and
Bx = By = 0.

Since the contribution from the exchange field is independent
of the vector potential, we can focus on how the magnetic field
alters the critical current. With the vector potential given by
eq. (4), we get∫ L/2

L/2
A(x, y) dx = ByLη̄(y) − Φ⊥

y

W

+ Bx

∫ y

0
[η(L/2, ỹ) − η(−L/2, ỹ)] dỹ , (36)

where

η̄(y) =
1
L

∫ L/2

−L/2
η(x, y) dx (37)

is the longitudinally averaged height. From eq. (36) it can be
observed that the contribution proportional to Bx is small for
variations that are fast in the y-direction, since the integrand will
oscillate rapidly, and small for very slow variations, which will
contribute little to η(L/2, y)−η(−L/2, y). Similarly, variations
that are fast in the x-direction will contribute little to the term
proportional to By . Otherwise, the contributions from the
terms proportional to By and Bx is similar, so we set Bx = 0
in the following. We also set β = 1000/∆, corresponding to
T/Tc ≈ 1.8 × 10−3, where Tc is the critical temperature.

From eqs. (32) and (36) we can find how big the height
variations must be in order to possibly cause a vanishing
critical current at Φ⊥ = 0. In order for the critical current to
vanish, the argument of the sine function in eq. (32) must have
variations of at least π/2. Otherwise, the phase difference,
φr − φl , can be chosen such that the integrand is of one sign.
This means that in order for there to be a root in the critical
current at Φ⊥ = 0, the in-plane magnetic field must be at least

By =
Φ0

4L(max η̄ − min η̄)
, (38)

assuming Bx = 0.
In order to apply eq. (32) to the case of rippled graphene

with vector potential given by eq. (4), we need a model of the
height distribution η of the ripples. From eq. (36) we find that
it is reasonable to categorize ripples into short ripples and long
ripples, depending on whether the wavelength is shorter or
longer than 2L. Ripples with wavelength shorter than 2L will
have a smaller contribution to η̄ in eq. (36) since the integrand
oscillates between positive and negative values. For this reason,
short ripples will contribute less to interference effects than
long ripples with the same amplitude. On the other hand,
faster variations in the y-direction gives a larger magnetic field
component perpendicular to the graphene surface, and therefore
a larger depairing effect. Short ripples are therefore expected
to lead to larger deviations from the analytical approximation
given by eq. (32). In particular, they are expected to cause a
faster decay, which, as we will see, is also what happens.

In general, the height distribution will be a superposition
of long and short ripples. We look first at only long ripples,
then at only short ripples and finally at the combination of both
short and long ripples. In order to simplify the presentation and
analysis, we present solutions for height distributions that can
be written as product of cosines. We obtain qualitatively similar
result for more realistic, randomized height distributions.
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FIG. 3: Critical current Ic for various in-plane magnetic field strengths
By and out-of-plane magnetic fluxes Φ⊥ for the height distribution
given by eq. (39) with n = 1 and m = 2. Here, I0 = N0eW D2/L3,
W = 10L, L = 10ξ = 400 nm, η0 = 1 nm, δ/∆ = 0.02 and Bx = 0.
Figure a) shows the analytical solution of Ic against By for Φ⊥ = 0
(blue line), compared to the numerical solution (red dots). b) shows
analytical solution of Ic against Φ⊥ for By = 5 T and c) shows a
logarithmically scaled color plot of analytical Ic where white means
zero current and deep blue corresponds to large current.

To model n uniform ripples in the x-direction and m uniform
ripples in the y-direction, we use the height distribution

η(x, y) =
η0
2

cos
(
nπ

x
L

)
cos

(
mπ

y

W

)
, (39)

where η0 is the peak-to-peak height difference. Figures 3–
5 show the critical current, given by eq. (9), for the height
distribution in eq. (39) with n = 1 and m = 2, m = 5 and
m = 10, respectively. The exchange field, h, is set to zero in
order to isolate the orbital effect, such that it can be observed
whether the orbital effect alone is sufficient to produce roots
in the critical current. Physically, the situation with negligible
exchange field would be the case if the Thouless energy, εt, is
much larger than the Zeeman splitting µBBy , where µB is the
Bohr magneton.

It can be seen from figs. 3–5 that a height variation of only
1 nm is sufficient to produce oscillations in the critical current.
In particular, the critical current is zero for Φ⊥ = 0 and finite
By when m = 2 and m = 10. Both zeros satisfies eq. (38),
which is By = 2 T in this case. We can conclude from this that
a zero in the critical current of an SGS junction is not sufficient
to identify an exchange-driven 0-π transition, since zeros can
also be produced from the ripples.

Since the junction widths are equal in figs. 3–5, larger m
means a larger orthogonal component from the in-plane magnet
field. Consequently, the magnetic field strengths for which the
weak field assumption, eq. (18), remains valid is reduced when
m increases. This is reflected in the correspondence between
the numerical simulations and the analytical predictions.

The color plots in figs. 3–5 c) show that the critical current
has especially large maxima at Φ⊥/Φ0 = km/2 for integer k.
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FIG. 4: Critical current Ic for various in-plane magnetic field strengths
By and out-of-plane magnetic fluxes Φ⊥ for the height distribution
given by eq. (39) with n = 1 and m = 5. Here, I0 = N0eW D2/L3,
W = 10L, L = 10ξ = 400 nm, η0 = 1 nm, δ/∆ = 0.02 and Bx = 0.
Figure a) shows the analytical solution of Ic against By for Φ⊥ = 0
(blue line), compared to the numerical solution (red dots). b) shows
analytical solution of Ic against Φ⊥ for By = 5 T and c) shows a
logarithmically scaled color plot of analytical Ic where white means
zero current and deep blue corresponds to large current.

This is also reflected in figs. 3–5 b), which show that the lobe
structure has strong maxima at Φ⊥/Φ0 = m/2. To understand
why, note that the orbital part of the current can be written as a
Fourier transform. That is,

I = C(h)
∫W/2

−W/2
sin

(
φr − φl + 2π

ByLη̄
Φ0

− 2π
Φ⊥y

Φ0W

)
dy

= C(h) Im

{
ei(φr−φl )

∫W/2

−W/2
exp

[
2πi

(
ByLη̄
Φ0

−
Φ⊥y

Φ0W

)]
dy

}
,

(40)

where C is a function of the exchange field. Hence, the critical
current can be written as

Ic = C(h)
����F [

rect(y/W)e2πiByLη̄/Φ0
] (

2πΦ⊥

WΦ0

)����, (41)

where rect is the rectangular function and F means Fourier
transform. Accordingly, a Fourier analysis of the current re-
sponse to out-of-plane magnetic fields can uncover properties
of the ripple structure. In this case, η̄ is a cosine with wavenum-
ber mπ/W , so it is reasonable that the Fourier transform peaks
at 2πΦ⊥/WΦ0 = kmπ/W with strengths that depends on By .

Figures 3–5 a) also give clues to how the full solution of the
Usadel equation deviates from eq. (32) when the magnetic field
is strong. Two things seem to happen when the flux density
is strong. First, compared to the analytical solution, the full
solution decays more rapidly as By increases. That the critical
current decays faster than the analytical solution predicts is
unsurprising, since we neglected the depairing effect of the
magnetic field in our derivation of eq. (32).
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FIG. 5: Critical current Ic for various in-plane magnetic field strengths
By and out-of-plane magnetic fluxes Φ⊥ for the height distribution
given by eq. (39) with n = 1 and m = 10. Here, I0 = N0eW D2/L3,
W = 10L, L = 10ξ = 400 nm, η0 = 1 nm, δ/∆ = 0.02 and Bx = 0.
Figure a) shows the analytical solution of Ic against By for Φ⊥ = 0
(blue line), compared to the numerical solution (red dots). b) shows
analytical solution of Ic against Φ⊥ for By = 5 T and c) shows a
logarithmically scaled color plot of analytical Ic where white means
zero current and deep blue corresponds to large current.

Second, the functional dependence on By is slower in the
numerical case, in the sense that roots and extremal values
in the critical current are skewed towards larger values of By .
A plausible explanation for this phenomenon is that the full
solution varies more slowly in the y-direction compared to the
analytical approximation in eq. (23). The analytical solution
has ∂ f̂ /∂y ∝ B, but it neglects the boundary condition that
demands ∂ f̂ /∂y = 0 when y = ±W/2. Hence, it is possible
that the analytical solution overestimates the variation of f
with respect to y, at least close to y = ±W/2. The roots in
the critical current occur because the magnetic field creates
mutually cancelling oscillations in the current density as a
function of y. If the analytical approximation overestimates
how fast these oscillations occur, it will underestimate the
magnetic field required to give Ic = 0. The faster decay, but
slower variation is also exactly what happens in the case of
uniform magnetic fields, as can be seen from fig. 3 in Ref. [24].

Moving on to short ripples, fig. 6 shows the critical current
for the distribution given by eq. (39) with n = 11, m = 10
and η0 = 1 nm. With L = 400 nm, this corresponds to a
ripple length of 40 nm, which is comparable to the short ripples
observed in graphene on SiO2 [20]. The exchange field is
again set to 0. What matters for the analytical approximation
is the longitudinally averaged height, η̄, which in this case is
small because of the rapid oscillations. Hence, the analytical
approximation predicts very little change in the critical current
at Φ⊥ = 0. On the other hand, the orbital depairing effect is
quite large because of the short ripples, which is reflected in the
decay of the critical current observed in the numerical solution
of the full Usadel equations.

Finally, fig. 7 shows the critical current for combinations

0 2 4 6 8 10 12 14
0
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0.04

0.06

0.08

0.1

0.12

Φ⊥ = 0

a)

By(T )

I c
/I

0

FIG. 6: Critical current Ic for B⊥ = 0 and various in-plane magnetic
field strengths By with the height distribution given by eq. (39) with
n = 11 and m = 10. Here, I0 = N0eW D2/L3, W = L = 10ξ =
400 nm, η0 = 1 nm, δ/∆ = 0.02 and Bx = 0. The blue line shows
the analytical solution, as found by eq. (32), and the red line with
dots shows the numerical solution found by solving the full Usadel
equation.

of short and long ripples, both with and without a non-zero
exchange field. The height distribution is in this case given by

η = 1 nm × cos
(
2π

y

W

)
+ A cos

(
nπ

x
L

)
cos

(
nπ

y

L

)
, (42)

where n = 4 for “hBN” and “Large” and n = 10 for “SiO2”. The
amplitude of the short ripples are A = 0.1 nm, A = 0.5 nm, A =
2 nm for “hBN”, “SiO2” and “Large”, respectively. The values
for “SiO2” and “hBN” are chosen such that the short ripple
sizes correspond to the observed values for SiO2 and hBN [20].
The values for “Large” are chosen such that amplitudes of the
short ripples are twice as large as the long ripples. In this case
the orthogonal component of the magnetic field is much too
high for the analytical solution to give accurate results.

Since n is even, the analytical solution given by eq. (32) is
equal for the three cases. The only difference is the magnitude
of the additional magnetic flux density that comes from the
short ripples. As mentioned above, we should expect a faster
decay for larger and faster ripples. This is indeed also what
we observe from the numerical results in fig. 7. Interestingly,
the location of the roots is not substantially altered by the short
ripples. Even in the lowermost panels, where the short ripples
are twice as large as the long ripples, the roots in the numerical
solution occurs not far from the values of By predicted by the
analytical solution, even if the amplitude decays much faster.

Long ripples, as we have seen, can give rise to interference
effects that produce oscillations and possibly roots in the critical
current. Short ripples, on the other hand, increase the magnetic
flux density and can lead to a substantial magnetic depairing
effect, which manifest as a rapidly decaying critical current.
Hence, the combined effect of short and long ripples can yield a
rapidly decaying critical current with zeros, much like what one
would expect from a ferromagnet undergoing a 0-π transition.

From fig. 7 it can also be observed that the deviation between
the analytical and numerical solutions is smaller when the
exchange field is non-zero. This is as expected, since neglecting
the contribution from B in eq. (17) is a better approximation
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FIG. 7: Critical current Ic for B⊥ = 0 and various in-plane magnetic
field strengths By with the height distribution given by eq. (42) with
(A, N) = (0.1 nm, 4), (0.5 nm, 10) and (2 nm, 4), respectively from
top to bottom. The exchange field is h = 0 in the left panels and
h = µBBy in the right panels, where µB is the Bohr magneton. Here,
I0 = N0eW D2/L3, W = 10L, L = 10ξ = 400 nm, δ/∆ = 0.02,
∆ = 1.5 meV and Bx = 0. The blue line shows the analytical solution,
as found by eq. (32), and the red line with dots shows the numerical
solution found by solving the full Usadel equation.

when the self-energy Σ̂ is larger. Note that in fig. 7, the presence
of the exchange field induces a 0-π transition around By = 1 T,
which manifests as a root in the critical current.

Since the ripples and the exchange field both give rise to
oscillating and decaying critical currents, it is useful determine
whether a 0-π transition is expected to occur before or after a
possible zero in the critical current coming from ripples. The
exact values of By at which these events take place will in
general depend on several parameters, but we can give some
order of magnitude estimates based on eq. (32) and numerical
simulations. The first 0-π transition typically occurs around
h = 2εt, but can occur at larger values if the inelastic scattering
time, 1/δ, is small. Inserting the definition of the Thouless
energy, εt, and using that h = µBBy , this means that the
Zeeman driven 0-π transition occurs at

By ≈
2D
µBL2 . (43)

Equation (38) gives a minimal value for By at which a zero
can be produced from the interference effect that is due to
ripples. In the numerical result presented here, we see that the
zero occurs for a value of By that is about three times larger.
An order of magnitude estimate is that, for long ripples with
peak-to-peak height of η0, the first zero in the critical current
can occur at around

By ≈
Φ0
η0L

. (44)

Notice that eqs. (43) and (44) scales differently with junction
length L. Therefore, it is more plausible that an observed
zero in the critical current correspond to a 0-π transition when
the junction is long. Alternatively, one could try to limit the
presence of variations in the y-direction that are longer than L
by making W � L.

From figs. 3–5 we also observe that the ripples can substan-
tially alter the Fraunhofer lobe structure found when varying
B⊥, while fig. 2 shows that the Fraunhofer pattern is unaltered
when the effect of ripples is negligible. Hence, investigating
how Ic depend on B⊥ could also be useful when identifying
0-π transitions. As long as the junction width and diffusivity
are approximately constant, a 0-π transition will give rise to a
vanishing critical current for all values of out-of-plane magnetic
flux densities B⊥. If in addition the effect of ripples is small,
one should expect that the critical current as a function of B⊥

is a Fraunhofer pattern at any constant value of the in-plane
magnetic field B‖ . Accordingly, determining whether the min-
ima in critical current as a function of B⊥ and B‖ are straight
lines, as in fig. 2, or curved, as in figs. 3–5, can give clues as to
whether ripples are important. If ripples are important, eq. (41)
could give insight to their structure.

IV. CONCLUSION

We have solved the Usadel equation analytically in the
presence of an exchange field and an arbitrary magnetic field
distribution, under the assumption of a weak proximity effect
and a weak magnetic field. The solution has been applied to
SGS-junctions with the combined Zeeman effect and orbital
effect coming from an in-plane magnetic field. Deviations from
the analytical solution at large magnetic fields have been studied
numerically. We find that the orbital effect that results from a
curvature in the graphene can produce a critical current response
that is similar to what one would get by increasing the exchange
field. Slow variations in the graphene height distributions
give rise to interference effects that produce oscillations in
the critical current, while rapid variations cause larger orbital
depairing effects that lead to a faster critical current decay rate.

Since both the Zeeman splitting and orbital effects in rippled
graphene can cause similar behaviour, extra care must be taken
when identifying possible 0-π transitions. The interference
effect from ripples is reduced if the width of the junction is
much smaller than the length. In addition to reducing the
relative effect of ripples compared to the Zeeman splitting,
which is achieved by increasing the length of the junction and
minimizing the height variations, it could also be useful to
look at how the critical current varies with a perpendicular
magnetic field. The effect of ripples, if present, will then
typically alter the Fraunhofer pattern observed at zero in-plane
magnetic field. Because slow height variations are difficult to
detect using surface probe techniques, we suggest the use of
parallel magnetic field as a means to probe the presence of such
variations.
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