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Abstract— Vision researchers often rely on visual display 

technology to present observers with controlled stimuli, usually 

by means of a calibrated computer screen. Virtual Reality (VR) 

may allow a similar level of control, together with higher realism 

of the stimulation and a visual field larger than what is 

achievable on a standard computer monitor. To produce the 

desired luminance and color of the stimuli, accurate 

characterization of the spectral properties of the display is 

necessary. However, this process might not be trivial on VR 

displays, because 1) the Head Mounted Displays (HMD) used in 

VR are typically designed to be light-weight and low energy 

consuming, thus they might not meet some of the standard 

assumptions in display calibration, 2) the VR software might 

affect the color and luminance signal in a complex way, further 

complicating the calibration process. Here we show that 1) a 

common, off-the-shelf display used in our experiments behaves 

similarly to a standard OLED monitor, 2) the VR gaming engine 

we tested (Unreal Engine 4) introduces a complex behavior, 3) 

which can be disabled. This allows to accurately control colors 

and luminance emitted by the display, thus enabling its use for 

perceptual experiments.  

I. INTRODUCTION  

More than two decades ago, digital display became 
popular to render experimental stimuli for vision research (1). 
They allow to easily generate colorimetrically calibrated 
complex images, otherwise extremely difficult to produce 
with traditional image technologies, such as photography or 
printing (2). However, computer monitors offer a relatively 
small field of view, covering only part of the scene that the 
observer is facing.  For instance, an Eizo CG223W LCD 
monitor, at the standard viewing distance of 57 cm, would 
present about 45 degrees of visual angle (dva) field of view on 
the horizontal dimension, whereas a HTC Vive Pro Eye HMD 
allows about 100 dva. Furthermore, in order to control the 
location of the retinal projections of the light emitted by a 
typical computer display (e.g. present a stimulus at a given 
eccentricity in the visual field), observers are often seated in 
front of a computer with their head stabilized by a chinrest or 
a bite bar, whereas the HMD, mounted on the observer’s head, 
completely removes the need for stabilizing it. 

In fact, with a HMD headset observers are completely 
immersed in the VR environment and free to move, while the 

location of the images projected on their retinae can be 
controlled. Furthermore, the dramatic developments in the VR 
technology over the last few years yield an almost photo-
realistic rendering of the virtual scenes (3,4). 

Realism of the stimuli is a crucial factor for vision 
research, at least concerning color vision. One prominent 
aspect of color vision is color constancy, the ability of the 
visual system to stably perceive the color of objects, when the 
color of the illumination changes. Without such an ability, 
color would not be informative about the surfaces’ material, 
as it would depend on the illumination as well as on the 
reflectance spectrum. Color constancy increases with the level 
of complexity of the visual scene and can be quantified with 
an index from 0%, the perceived color of a surface as predicted 
by the change in the illumination, to 100%, the perceived color 
of a surface does not change with the illumination. This index 
ranges from 30% (5), in experiments with flat colored patches, 
to about 90% with realistic viewing conditions and stimuli 
(6,7). Presumably, this is because only realistic scenes include 
cues which are used by the visual system for discounting the 
contribution of the illumination.  

Naturalism of experimental stimuli can be crucial in vision 
research behind color. In fact, there is evidence that the visual 
system uses the statistical regularities of real-world as 
diagnostic image features for surfaces’ reflectance properties 
such as specularity (8). Although investigating vision with 
realistic stimulation may reveal perceptual mechanism which 
are not at work with simpler stimuli, the experimental 
conditions are difficult to control in the real world. Therefore, 
experiments tend to be more time-consuming and more prone 
to errors than with a computer monitor.  

Because of the recent development in VR technology 
(3,4), VR offers an ideal tool for maximizing realism and 
control of the experimental stimuli. VR has become 
increasingly used in psychology (e.g., 9-11) and 
neuropsychology (12). However, its use is surprisingly limited 
(see 13) in visual perception in general, and color vision in 
particular, where a fine control of the light emitted by the 
HMD is needed. This might be partly explained by the 
difficulty in calibrating the display. Indeed, the HMD is 
designed to be light-weight and low energy consuming (14), 
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thus it might not meet the standard assumptions for the display 
calibration (15,16), and the VR software used for the rendering 

of the scenes might affect the color and luminance signal in a 
complex way, undermining the calibration process. 

In this work, we measured the spectral properties of a HTC 
Vive Pro Eye HMD, controlled by Psychtoolbox 3 (17) via 
MATLAB, and by Unreal Engine 4 (18), with and without the 
post-processing routines. We used our measures to perform a 
standard calibration procedure which is meant to allow 
controlling the color of the light emitted by the display. When 
controlled via Psychtoolbox, the HMD behaves as a computer 
monitor, and therefore a standard calibration allows 
controlling the produced colors. With the Unreal Engine we 
could achieve a satisfactory result only when the post-
processing routines were disabled.   

II. METHODS 

We characterized the HMD with the series of measures 

necessary for a standard color calibration procedure (15,16). 

We measured the spectrum of the emitted light from the 

center of the display. The headset was placed on a flat surface, 

while a tele-spectrometer was held by a tripod, such that its 

optical axis was orthogonal to the center of the HMD screen. 

When the HMD was controlled via Psychtoolbox, we 

measured different intensities corresponding to 20 linearly 

sampled bit values. We did this for the three channels (R,G 

and B)  individually, as well as for the three channels together, 

by assigning the same bit value to all channels 

simultaneously.  

When using Unreal Engine 4, we could not directly 

control the displayed intensity. Instead, we changed the 

reflectance parameters of a perfectly lambertian surface 

included in a virtual scene, specifically designed for the 

calibration purpose. By changing the reflectance, we could 

not directly control the absolute luminance, which depends 

also on the intensity of the illumination. In order to isolate the 

activity of the R,G,B channels while changing the reflectance 

parameter, a neutral illuminant (RGB=[1 1 1]) was used. We 

set the reflectance parameter separately for the R, G and B 

channel and for the three channels together, in a similar way 

as we did for the bit values. We took 29 measures per channel, 

and 29 for their combined activity, for a total of 116.  

We used these measures to 1) model the relationship 

between the input intensity (or reflectance) and the measured 

luminance, 2) check for additivity, i.e. whether the light 

emitted by a combination of the three channels is equal to the 

sum of the lights emitted by each channel activated in 

isolation, and 3) check whether the relative spectrum emitted 

by each channel is independent of its level of excitation 

(channel constancy). 

 

A. Equipment 

We use A HTC Vive Pro Eye . This HMD contains two 
OLED screens (1440 x 1600 pixels each) offering a 110 
degree field of view. The refresh rate is 90 frames per second.  
The computer running the application was using an Intel Core 
I7-7700K with a 4.20GHz processor and a Nvidia GeForce 
RTX 2080-Ti graphics card. The Vive Pro was controlled, in 
turn, using the Unreal Engine 4.22 (18) and the Psychtoolbox 
3 (17). We used a Konika Minolta CS2000 tele-
spectroradiometer to spectrally characterize the HMD. 

 

III. HMD CONTROLLED VIA PSYCHTOOLBOX 

A. Relationship between input intensity and luminance 

Figure 1 shows the relationship between input bit values and 

luminance. Luminance increases with bit value for the R, G, 

B channels (Figure 1A-C) and for the three channels together 

(Figure 1D), according to a power function. We model this 

relationship with a standard gamma function: 

L=𝑏𝛾 

With L being luminance (cd/m2), b the normalized bit value 
[0-1] and γ the exponent of the power function. We used the 
fminsearch() MATLAB function to find the best estimate for  
γ, separately for the R,G and B channel. Estimated values 
were very close to the standard 2.2: 2.2237, 2.1821, 2.2002, 
for the R, G and B channel, respectively.  The average fitting 
error was minimal: 0.36 cd/m2 ,0.58 cd/m2, and 0.04 cd/m2, 
for the R, G and B channels, respectively.  

  

 
Figure 1. Relationship between input intensity and luminance, HMD 

controlled via Psychtoolbox. A-D) Normalized bit values on the x-
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axis, measured luminance on the y-axis. Red circles for the R 

channel, green for the G channel and B for the Blue channel. Black 

data points for the three channels together. In panels A-C, the 

continuous lines indicate predicted luminance values based on the 

fitted gamma function. In panel D, the dashed line indicates the 

predicted luminance based on additivity. E) Additivity check. 

Normalized bit values on the x-axis, ratio between predicted and 

measured luminance, on the y-axis, expressed in percentage.  

B. Luminance additivity 

Figure 1D represents the relationship between luminance and 

input normalized bit values for the three channels together. 

The black dots represent the measured luminance, while 

dashed line refers to the sum of the R,G,B luminance for each 

bit value.  Although the measured luminance is very close to  

the sum of the R, G and B luminance, the display seems to be 

slightly sub-additive. Figure 1E confirms this impression: the 

ratio between the often luminance predicted under the 

additivity assumption and the measured luminance ranges 

from 5.4% to 6.4 %.   

C. Channel constancy 

Figure 2A-C shows the spectra of the three R, G and B 

channels at different bit values. Increasing the bit value seems 

to linearly scale the spectral profile, thus leaving the relative 

spectral profile constant. To test this impression, we 

estimated the scaling factors for three bit values ([0.6 0.8 1]) 

and use it to predict the measured spectrum. Predictions 

(dashed lines) and measured spectral overlap, suggesting 

near-to-perfect channel constancy. Therefore, the color of 

each channel should not change with intensity, as visible in 

Figure 2D, where the color of the R, G and B channels is 

plotted using colored dots with different intensity coding for 

different bit values. The dots for each channel are almost 

completely overlapping, thus indicating the color does not 

change with the bit value. In Figure 2D also the sRGB gamut 

is plotted. Remarkably, the gamut we measured is larger than 

standard sRGB.  

 

D. Calibration test 

Overall, the HMD controlled via Psychoolbox seems to fulfill 

the assumptions for a standard calibration procedure. 

However, we observed a slight sub-additivity. We tested its 

impact by presenting on the display 7 colors which are a 

mixture of R, G and B lights, spanning the center of the xy 

chromaticity diagram (Figure 3). In order to find the bit values 

which would allow displaying the selected nominal colors, 

we applied a standard calibration procedure (15,16). We 

converted the xy coodinates of each color at a given 

luminance Y into the corresponding three-stimulus value 

XYZ. We did the same for the color of the R, G, B channels 

at maximum luminance, obtaining the matrix M, with R, G 

and B in rows and XYZ in columns. Then, we computed 

linear r,g,b bit values as follows: 

rgb=𝑀−1 ⋅ 𝑋𝑌𝑍𝑇  

 Finally, the linear rgb were gamma corrected using the 

measured gamma functions.  

 

As reported in Figure 3, measured and nominal values are 

very close, indicating that it is possible to accurately control 

the color of the emitted light.  

  
Figure 3. Calibration test. Nominal predicted values (circles) and 

tested (crosses) values in the xy diagram. The triangle indicates the 

measured gamut of the HMD. 

Figure 2. A-C) Measured spectra for the three channels at increasing normalized bit value (~ 0.4, 0.6, 0.8, 1). Wavelength on the x-axis, radiance 

on the y-axis. In each panel, the four continuous lines represent the measured spectra at the different bit values. The dashed lines represent the 

predicted spectral profile assuming channel constancy, the legend indicates the multiplicative factor applied to the lowest bit value to predict the 

other ones. Red lines are for the R channel, green for the G channel and blue for the B channel. D) CIE xy diagram representing the color of the 

R,G and B channels. The colored points represent the xy chromaticity coordinates of the R,G and B channels. Although all the 20 measures for 

each channel at different bit value are represented and coded with different intensity (from dark to light) they are almost not visible because their 

xy coordinates are nearly perfectly overlapping, consistently with channel constancy. The curved black line represents the border of the visible 

light, the straight black line represents the gamut of the HDM display. The gray line represents the gamut of the sRGB space.   
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However, controlling the HMD via Psychoolbox does not 

allow to benefit from the possibilities enabled by high 

resolution rendering systems, typical of modern VR 

technology. Despite of not allowing a full exploitation of the 

potentiality of modern VR,  arguably this would already 

represent, for many psychophysical experiments, a better 

alternative to a standard computer screen, thanks to the large 

field of view and the lack of the requirement of stabilizing the 

head. Therefore, we repeated the measures and analyses 

above while controlling the HMD via the Unreal Engine 4 

platform, a suite for real-time rendering which supports VR. 

 

IV. HMD CONTOLLED VIA UNREAL 

As mentioned in previous sections, when using the Unreal 

Engine, we could not directly control the displayed intensity. 

Instead, we changed the rendering parameters to set the 

reflectance of a perfectly lambertian surface probe. Such a 

surface was embedded in a black and white scene (Figure 4), 

and the virtual camera was set to be directly looking at the 

circular surface probe (Figure 4B) whose reflectances were 

systematically varied. 

 

 
 
Figure 4. Virtual room and probe surface used for the measures 

when the HDM was controlled by the Unreal Engine. A) Top view of 

the room. The checkerboard pattern is composed by white (100% 

reflectance for the R, G and B channels) to black. The light source 

position is indicated by the bulb-lamp icon. B) View of the player, as 

displayed on the HMD. 

The room was illuminated by a neutral light source placed 

above the probe surface (Figure 4A). The distance from the 

light source and the probe could be varied to change the 

illumination intensity.  

A. Relationship between input intensity and luminance. 

Figure 5 shows the relationship between input reflectance and 

luminance. Luminance increases with reflectance for the R, 

G, B channels (Figure 5A-C) and for the three channels 

together. However, this relationship seems to have a different 

shape for the R and G channels than for the B channel. 

Namely, the R and G channels seem to saturate at high 

reflectance. This might be due to post-processing routines 

like tone-mapping, not affecting low intensities (as for the B 

channel). 

 

B. Luminance additivity 

Figure 5D represents the relationship between luminance and 

input reflectance for the three channels together. The black 

dots represent measured luminance, whereas the dashed line 

represents the sum of the R, G, B luminance for each 

reflectance.  The display markedly behaves in a sub-additive 

manner, presumably because of the post-processing routines. 

Figure 5E shows the ratio between the luminance predicted 

under the additivity assumption and the measured luminance. 

The ratio is rather large, reaching up to 40%.   

 

 
Figure 5. Relationship between input reflectance and luminance, 

HMD controlled via Unreal Engine, with post-processing routines 

activated. A-D) Reflectance on the x-axis, measured luminance on 
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the y-axis. Red circles for the R channel, green for the G channel 

and B for the Blue channel. Black data points for the three channels 

together. In panel D, the dashed line indicates the predicted 

luminance based on additivity. E) Additivity check. Reflectance on 

the x-axis, ratio between predicted and measured luminance, on the 

y-axis, expressed in percentage.  

 

C. Channel constancy 

Figure 6 A-C shows the spectra of the three R,G and B 

channels at different reflectance. As opposite to the spectra 

reported in Figure 2, these spectral profiles present multiple 

peaks: a main peak similar to the one from the previous 

measures, and two smaller peaks, as if the three channels were 

never working in isolation. This could be explained by the 

typical power management’s channel dependency of OLED 

and AMOLED displays (19). Increasing the reflectance 

seems to multiplicatively scale the spectral profile. However, 

as shown by the same analysis described in section III-C, 

multiplicative scaling cannot explain the behavior of the 

smaller peaks in the spectral profile. Such a change of the 

spectral profile with reflectance may explain why the color of 

the R, G and B channels in terms of their xy coordinates 

changes with reflectance (Figure 6D).  

 

Therefore, we concluded that controlling the color of the light 

emitted by the HMD, driven by Unreal Engine cannot be done 

by means of a standard calibration procedure, without 

changing the default settings of the engine. The intuition 

behind is that the non-gamma behavior of the R,G,B 

channels, the lack of luminance additivity, and the failure of 

channel constancy were due to the post-processing routines 

(e.g. tone mapping and auto exposure). Therefore, we 

repeated the procedure after disabling them. 

V. HMD CONTOLLED VIA UNREAL – POST-PROCESSING 

DISABLED 

We repeated the measures and analyses presented in section 

IV after disabling the following routines in the Unreal 

Engine: 1) tone mapping was disabled, and 2) the engine 

scalability settings were set to low quality, except for the view 

distance tag. 

A. Relationship between intensity and luminance 

Figure 7 shows the relationship between input reflectance and 

luminance. The luminance increases with the reflectance for 

the R, G, B channels (Figure 7A-C) and for the three channels 

together (Figure 7D), according to a linear function with a 

clipping point. We model this relationship as follows: 

L={
𝑠 ⋅ 𝑟, 𝑠 ⋅ 𝑟 < 𝑝
𝑝, 𝑠 ⋅ 𝑟 ≥ 𝑝  

With L being the luminance (cd/m2), r the input reflectance 

[0-1] s the slope of the linear function, and p (clipping point) 

the luminance value after which increasing reflectance does 

not affect the output. We used the fminsearch() MATLAB 

function to find the best estimate for  p and s, separately for 

the R, G and B channel. The average fitting error was 

minimal: 0.07 cd/m2 ,0.15 cd/m2, and 0.01 cd/m2, for the R, G 

and B channels, respectively. 

B. Luminance additivity 

Figure 7D represents the relationship between luminance and 

input reflectance for the three channels together. The black 

dots represent measured luminance, the dashed line 

represents the sum of the R, G, B luminance for each 

reflectance value.  Although measured luminance is very 

close to the sum of the R, G and B luminance, the display 

seems slightly sub-additive. The ratio between the luminance 

predicted under the additivity assumption and the measured 

luminance ranges from 3.04 to 4.84 % (Figure 7E).   

C. Channel constancy 

Figure 8A-C shows the spectra of the three R, G and B 

channels at different bit values. Increasing reflectance seems 

to multiplicatively scale the spectral profile, thus leaving the 

relative spectral profile constant. Predictions (dashed lines) 

and measured spectra overlap, suggesting near-to-perfect 

channel constancy. The color of each channel does not change 

much with intensity (Figure 8D), Again, the gamut we 

measured is larger than the sRGB gamut (Figure 8D). 

Figure 6 A-C) Measured spectra for the three channels at increasing normalized reflectance (~ 0.2, 0.4, 0.6, 0.8, 1). Wavelength on the x-axis, 

radiance on the y-axis. In each panel, the four continuous lines represent the measured spectra at the different reflectance. The dashed lines 

represent the predicted spectral profile assuming channel constancy, the legend indicates the multiplicative factor applied to the lowest 

reflectance to predict the other ones. Red lines are for the R channel, green for the G channel and blue for the B channel. D) CIE xy diagram 

representing the color of the R,G and B channels. The colored points represent the xy coordinates of the R,G and B channels. The 29 measures 

for each channels at different reflectance are represented and coded with different intensity (from dark to light). 
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D. Calibration test 

With the post-processing routines disabled, the HMD seemed 

to fulfill the assumptions for a standard calibration procedure. 

Again, we tested its accuracy by presenting on the screen 7 

colors which are a mixture of R, G and B lights, spanning the 

center of the xy chromaticity diagram (Figure 9). In order to 

find the bit values to produce the chosen nominal color we 

applied a standard calibration procedure (R). We converted 

the xy coordinates of each color at a given luminance Y into 

the corresponding three-stimulus value XYZ. We did the 

same for the color of the R, G, B channels at maximum 

luminance, obtaining the matrix M, with R, G and B in rows 

and XYZ in columns. Then, we computed linear r, g, b bit 

values according to Eq. 2 and the actual rgb reflectance values 

using the measured relationship between reflectance and 

luminance (Eq. 3).  

 

 
Figure 9. Calibration test. Nominal predicted values (circles) and 

tested (crosses) values in the xy diagram. The triangle indicates the 

measured gamut of the HMD 

Measured and nominal values are very close, indicating that 

it is possible to control the color of the emitted light by 

changing the reflectance values within the Unreal Engine. 
 

 

 

Figure 7. Relationship between input reflectance and luminance, 

HMD controlled via Unreal Engine with the post-processing 

routines disabled. A-D) Reflectance on the x-axis, measured 

luminance on the y-axis. Red circles for the R channel, green for 

the G channel and B for the Blue channel. Black data points for the 

three channels together. In panels A-C, the continuous lines 

indicates predicted luminance values based on the fitted function. 

In panel D, the dashed line indicates the predicted luminance based 

on additivity. E) Additivity check. Reflectance on the x-axis, ratio 

between predicted and measured luminance, on the y-axis, 

expressed in percentage. 

Figure 8 A-C) Measured spectra for the three channels at increasing reflectance (~ 0.2, 0.4, 0.6, 0.8, 1). Wavelength on the x-axis, radiance on 

the y-axis. In each panel, the four continuous lines represent the measured spectra at the different reflectance. The dashed lines represent the 

predicted spectral profile assuming channel constancy, the legend indicates the multiplicative factor applied to the lowest reflectance to predict 

the other ones. Red lines are for the R channel, green for the G channel and blue for the B channel. D) CIE xy diagram representing the color of 

the R,G and B channels. The colored points represent the xy coordinates of the R,G and B channels. The 29 measures for each channels at 

different reflectance are represented and coded with different intensity (from dark to light). 
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DISCUSSION 

We showed that, when controlled via Psychotoolbox, the 

Vive Pro Eye HMD behaves similarly to a standard computer 

monitor and therefore a standard calibration procedure is 

possible. However, the post-processing routines of the Unreal 

Engine make the problem harder, introducing dependencies 

between the R, G and B channels (i.e. failure of luminance 

additivity) and between color and intensity (i.e. failure of 

channel constancy). After turning off the post-processing 

routines, a standard calibration procedure allowed to finely 

control the color of the emitted light depending on the 

reflectance parameters assigned within the Unreal Engine. 

 Reflectance does not allow to control the absolute 

luminance level, which depends on the illumination and 

viewing conditions. However, we repeated the measures and 

analyses from section V after increasing the illumination 

intensity (~50%) by moving the light source closer to the 

probe surface. We observed that 1) the clipping point p (Eq. 

3) did not change, being probably an absolute maximum 

luminance level for each channel, and 2) the slope s (Eq. 3) 

of the relationship between reflectance and luminance 

changed multiplicatively with the same factor for all the 

channels, i.e. color did not change with changing illumination 

level.  Hence, we are confident that, with the post-processing 

routines disabled, a standard calibration procedure allows to 

control the color of matte surfaces in the VR environments 

rendered with the Unreal Engine.  

The color of specular reflection will not directly relate to the 

rgb input reflectance that we considered in the present work, 

but on the specific BRDF model used in the rendering process 

(20). Also, mutual reflections are neglected in the calibration 

procedure and depend on the rendering algorithm.  

 

In order to overcome the problems posed by the post-

processing routines, we simply disable them. Clearly, a much 

more complicated alternative, would be to characterize and 

invert the effect of such routines.  

 

Controlling the color of the HMD allows to present observers 

with realistic stimulation without facing the problems of 

measuring and real-world stimuli (21-23) or systematically 

changing the properties of a real scene (6). The Vive Pro Eye 

HMD incorporates and eye-tracking device, thus, because of 

the color calibration, the relationship between fixation 

behavior and color perception can be investigate with richer 

stimulation than in the past (24-26). To understand how 

perception operates in real-life, investigators developed 

realistic goal-directed tasks, such as object recognition based 

on color (27), or object ranking based on the lightness of their 

paint (28), or similarity (29,30). With a color calibrated VR 

setup, the naturalism of such experiments will no longer be 

limited by presenting the stimuli on a computer monitor, 

allowing for an immersive experience. With a few exception 

(e.g. 31, peripheral vision has been investigated at limited 

eccentricity (32-38). The HMD will allow to precisely control 

the position of retinal projection, and the color and luminance 

(via Psychtoolbox) of the stimulation without the need of 

stabilizing the participants’ head or controlling their eye 

movements, resulting in a more precise experimental control, 

and in less time consuming and more participants-friendly 

experimental procedures. 
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