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Abstract

Anion Exchange Membrane Water Electrolysis (AEMWE) is a developing technology
pursuing the mature PEM- and Alkaline water electrolysis technologies. Using the Anion
Exchange Membrane (AEM) and an alkaline environment, the electrolytic process can be
achieved with non noble metals as electrocatalysts, leading to a remarkable cost reduc-
tion. With this being state of the art technology, it still requires more research to advance,
such as developing component materials specified for the AEMWE, ways to reduce the
overpotentials, increasing the AEMWE efficiency, and membrane stability, during opera-
tion.

This thesis is an approach to optimise the flow field of the flow field plates by Compu-
tational Fluid Dynamics (CFD), and, to model, simulate and produce an AEMWE stack
assembly with three cells of 50 cm2. By our knowledge being one of the first in the world
to produce an AEMWE stack assembly.

By designing the stack assembly, several things have been done to reduce the material
usage. For instance, using two electrical insulated centre bolts, with passage through the
stack assembly, reducing the volume of the end plates significantly. Another solution of
the stack assembly, is attaching current terminals to the unipolar plates, avoiding the need
for separate current collectors.

From fluid flow simulations in COMSOL Multiphysics, different flow field patterns and
concepts have been analysed and compared to find the optimal solution for the flow field
plates. The results have shown that by separately adjusting the inlet- and outlet channel
design, the flow field can be even further improved, than by identical inlet- and outlet
channels. The final optimisation resulted in a 50% flow distribution improvement in the
most disadvantaged channel of the flow field.

Due to the corona virus, delays at the workshop lead to there being no practical tests
of the stack assembly to present in the bachelor thesis.
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Sammendrag

Anion Exchange Membrane VannElektrolyse (AEMVE) er en moderne teknologi med
utspring fra PEM- og AWE vannelektrolyse. Anion Exchange Membrane (AEM) og et
alkalisk miljø gjør at elektrolyseprosessen kan utføres med elektrokatalysatorer av uedle
metaller, noe som fører til en betydelig kostreduksjon. Det at dette er relativt ny teknologi
gjør at det fortsatt kreves forskning for videreutvikling, for eksempel utvikling av spesi-
fikke komponentmaterialer for AEMVE, finne måter å redusere overpotensialer på, og å
øke effekt og membranstabilitet under operering.

Denne rapporten er et forsøk på å optimere fluidfeltet til uni- og bipolare plater, ved
hjelp av Computational Fluid Dynamics (CFD), og å modellere, simulere og produsere en
AEMVE stack, bestående av tre celler med et aktivt areal på 50 cm2. Gjennomføringen
av dette fører til at vi (etter hva vi vet) er av de første i verden til å produsere en AEMVE
stack.

Flere ting har blitt gjort for å redusere bruk av materiale, under modelleringen av AEMVE
stacken. For eksempel er det brukt to strømisolerende bolter gjennom stacken, noe som
fører til en bemerkelsesverdig volumreduksjon. En annen løsning som har blitt gjen-
nomført er å designe de unipolare platene med strømterminaler, som fører til at det ikke
trengs egne plater for strømtilkoblingen.

Fra simuleringene av fluidlflyt i COMSOL Multiphysics har forskjellige konsepter blitt
analysert og sammenlignet, for å finne de mest optimale løsningene til de uni- og bipolare
platene. Resultatene viser til at fluidfeltet kan forbedres ytterligere, ved å justere inlet-
og outlet kanaldesignet separat, enn å ha identisk inlet- og outletkanaler. Den endelige
optimeringen viste en 50% forbedring av væskedistribusjon, i den mest vanskeligstilte
kanalen i flowfieldet.

På grunn av omstendighetene rundt koronaviruset, og forsinkelser ved verkstedet, vil det
ikke bli presentert praktiske stacktester i denne rapporten.
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Introduction

As technologies advance, and Green House Gas (GHG)-emissions increases, new sus-
tainable solutions has to replace outdated fossil fuel solutions. Both to prevent global
warming, and environmental pollution. Hydrogen being the most abundant atom in the
universe [1], producing only water and heat by combustion, may play a key role in cutting
the GHG-emissions.[2]

Water electrolysers makes it possible to convert electricity into hydrogen, by using elec-
trons to split water into hydrogen and oxygen. Using renewable energy sources such as
wind- or solar power, makes this a zero GHG-emission process.[2] Both wind and solar
power are weather dependant, leading to a varying power generation. If the production is
higher than the consumption, it will lead to the excess energy being lost. By storing the
excess energy and using it when the production is low, the electricity production would
be more balanced, efficient, and sustainable. One way of storing the excess energy is to
use the electricity to produce hydrogen, with low temperature water electrolysis.
Reversing the electrolytic process with fuel cells, using hydrogen and oxygen to produce
water and electricity, make hydrogen applicable for both production- and storage of en-
ergy. Fuel cells are proving to be more efficient than conventional fossil fuel engines,
reducing fuel consumption with more than 50%, which make them highly applicable in
the transport section, among other [3]. This leaves a huge market for the hydrogen tech-
nology.

Developing the low temperature water electrolysis is essential for lowering production
cost and making the electrolytic process more efficient. Anion Exchange Membrane Wa-
ter Electrolysis (AEMWE) is a newer technology of low temperature water electrolysis,
based on the more mature technologies Proton Exchange Membrane Water Electrolysis
(PEMWE) and Alkaline Water Electrolysis (AWE). This combination has the potential of
high performance at a low cost, but AEMWE is a developing technology that need more
research for stability and power efficiency.[4]

The main objective of this bachelor’s thesis is to model and construct a 3 cell AEM elec-
trolyser stack, with an active area of 50cm2, and validate its performance under relevant
operating conditions. Due to the flow field plates being essential components of the stack
assembly, the design and optimisation of the flow fields will be a priority.
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Chapter 1

Theory

1.1 Basic principles of water electrolysis
In the process of water electrolysis, water (H2O), is split into hydrogen gas (H2) and
oxygen gas (O2), by adding electrons (e−) to the water. This is done by connecting two
electrodes to a DC power supply and placing the two electrodes in the water, creating an
electric potential between the electrodes. [5] H2O is a molecule balanced by two hydrons
(H+) cations and one oxide anion (O2−) anion. Cations and anions are positively and neg-
atively charged atoms, respectively, and are categorised under the common term: ions [6].

When adding e− to the H2O, H2O is used as an electrolyte and dissociates into an ionic
solution of hydrons (H+) and hydroxide (OH−) [7]. Water as a neutral medium is a very
weak electrolyte because of its very low concentration of ions, making it difficult to con-
duct e−[8]. A solution to this is to dissolve substances of higher ion concentration in
water, leading to a more efficient electrolysis and conduction of e−.

The electrodes are called the cathode and anode, and have different reactions that oc-
cur. The cathode electrode is the electrode which distributes electrons to the electrolyte,
making its polarity negative. Because of its negative polarity, it attracts H+ cations to
absorb e−. This makes the Hydrogen Evolution Reaction (HER) occur - the production of
H2.[7] When the H+ absorb e− from the cathode, their polarity gets reduced, leading to a
reduction of their oxidation state [9]. In this case H+ is the reactant, reacting with the e−.
H2 is the product, produced from the reaction. Oxygen production occurs at the anode,
called Oxygen Evolution Reaction (OER). The anode has a positive polarity, attracting e−

carrying anions, and making them divide by absorbing the e−. This leads to an increase in
the molecules oxidation state, and is called oxidation. [4] The HER and OER is presented
in tabular 1.1.1.

Table 1.1.1: Tabular of HER and OER in acidic and alkaline environment. [7]

Type of reaction Acidic environment Alkaline environment
Hydrogen Evolution Reaction 4H++4e−
 2H2 4H2O+4e−
 2H2 +4OH−

Oxygen Evolution Reaction 2H2O 
 O2 +4H++4e− 4OH−
 2H2O+2O2 +4e−

2



CHAPTER 1. THEORY

1.1.1 Cell potential
To convert the electrical energy to chemical energy, a certain amount of voltage has to be
applied. This is called the cell potential, and this is the potential of voltage between the
anode and cathode. The potential of each electrode varies by the polarity of the water so-
lution. If the solution contains a majority of cations, the solution becomes acidic, leading
to a positively charge increase on both electrodes. If it is a majority of anions, it becomes
alkaline, and the charge on each electrode decreases.[10] Figure 1.1.1 presents the Stan-
dard Electrode Potential (SEP) (1 Molar, 25 ◦C, and 1 atm) of the anode and cathode, at
different pH conditions.

Figure 1.1.1: Cell potential at different pH at SEP [10]

The standard cell potential of alkaline water electrolysis is shown in equation 1.1.1, 1.1.2
and 1.1.3 [4].

Cathode : 4H20 +4e− 
 2H2 +4OH− ↔ E◦Reduction =−0.828 V (1.1.1)

Anode : 4OH− 
 O2 +2H2O+4e− ↔ E◦Oxidation = 0.401 V (1.1.2)

Total reaction : 2H2O
electricity−−−−−→ 2H2 +O2 ↔ E◦ = −1.229 V (1.1.3)

1.1.2 Actual cell potential
The standard cell potential E◦ is theoretical, and in practice there will be losses in the
conversion process, and transfer of ions between the electrodes. These losses are called
overpotentials η , and makes the energy conversion of the electrolysis demand a higher
applied voltage. Eloss is introduced in equation 1.1.4[11], where Ecell is the actual cell
potential, and expressed in equation 1.1.5 , where Ecell is the actual cell potential.

Ecell = E◦ + Σ Eloss (1.1.4)

3



CHAPTER 1. THEORY

ΣEloss = ηa +ηo +ηc (1.1.5)

There are three main categories for the overpotentials, ohmic- ηo, activation- ηa and con-
centration overpotential ηc[11].

Activation overpotential

The activation of the electrolytic process demands a higher amount of energy than when
operating. This is called the activation overpotential and is a barrier of the e− transfer at
the electrode interfaces. The barrier of the e− transfer comprises preceding- and follow-
ing surface conversions, adsorption and desorption to- and from the electrode interface,
respectively, etc.[11] ηa is expressed by equation 1.1.6[11].

ηa =
RT

αnF
ln i0 −

RT
αnF

ln i = a + b ln i (1.1.6)

Equation 1.1.6 is the well known Tafel equation, derived by the swizz chemist Julius Tafel
from the Butler-Volmer equation. a = RT

αnF ln i0 represents the overpotential, where i0 is
the exchange current of the cell, α is the transfer coefficient and F is the Faraday constant.
b = RT

αnF is the Tafel slope, describing the change rate of the activation overpotential at
a certain current density i. [11] The Tafel equation is presented in a Tafel plot, in figure
1.1.2

Figure 1.1.2: An illustration of the Tafel plot and the a and b parameters, edited from refer-
ence[11]

Ohmic overpotential

The ohmic overpotential is the internal resistance Rohmic of an electrolytic cell, multiplied
by the current density I of the cell. All the components of an electrolytic cell has a
given resistance characteristic to charge flow, affecting the e−- and ion conduction. ηo
include ionic- Rion, electronic- Re− and contact resistance Rcontact of the electrolyte and
cell assembly. This involves current through wiring, connections, contacts and electrodes,
and ion conduction through the membrane (further explained in the following sections)
and electrolyte.[11] ηo is defined by equation 1.1.7[11].
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ηo = I ·Rohmic = I(Re−+Rion +Rcontact) (1.1.7)

Equation 1.1.7 states that ηo changes linearly with the current density of the cell. Stud-
ies [12] show that the majority of the ohmic overpotential in AEMWE is caused by the
conduction of ions through the membrane.

Concentration overpotential

The higher the current of e− is through the cell, the more reactants are consumed at the
electrodes, which further increases the concentration gradient of reactants and products
at the electrode surfaces.[11] If the reaction occur more rapid than the mass transfer of
the electrolyte, it will lead to a depletion of reactants, or an accumulation of products
at the electrode surface. This cause a limiting current density i0, which is the maximal
current density of the electrolytic cell.[13] The concentration overpotential ηC is a result
of the concentration gradient created, presented in equation 1.1.8[13], where R is the gas
constant and T is the temperature in Kelvin.

ηc =
RT
nF

ln(
iL

iL− i
) (1.1.8)

Polarisation curve

The applied cell voltage and current density characteristics of a cell is often used as an
analogy of its efficiency. These are called polarisation curves and illustrates the total
applied cell voltage versus the current density. Figure 1.1.3 (a) presents the ohmic over-
potential linear curve, and the activation- and concentration overpotentials combined as
the overpotentials of the cathode and anode. The limited mass transportation, making
the cell reach its limiting current, will eventually lead to an asymptote in the polarisation
curve. This is usually where the curve ends. The overpotentials can also be summed to
a curve showing the operating voltage versus the current density of the cell, as shown in
figure 1.1.3 (b).

(a) Overpotentials [12] (b) Polarisation curve [12]

Figure 1.1.3: Polarisation curves of a typical anion-exchange membrane water elecrolyser

Studies [12] show that the total overpotential in a typical AEMWE is majorly attributed
by the activation overpotential of the HER and OER occuring at the cathode and anode.
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Efficiency

Not to be confused, the symbol η is the symbol of efficiency, not the overpotentials. The
efficiency of a water electrolyser describes the amount of energy lost (Eloss) in the cell,
relative to how much energy is applied to the cell (Ecell).[12] This is compared to 100%
which would be the optimal electrolytic efficiency, as seen in equation 1.1.9[12].

η = 1 − Eloss

Ecell
(1.1.9)

The efficiency of a typical AEMWE is shown in figure 1.1.4, showing the efficiency
decreasing as the current density increase. Even though the efficiency decrease, the pro-
duction of hydrogen will increase, as the current density increase. The efficiency of the
electrolyser describes how much of the energy applied to the electrolytic cell that gets
”lost” during transfer and conversion in the cell.[12]

Figure 1.1.4: Efficiency of a typical anion-exchange water electrolyser [12]

1.2 Low temperature water electrolysis
Conventional electrolysis benefits from the concepts HER and OER, and facilitates the
environments for the favourable reactions. The electrolysis method is defined by the
operating environment and the components that is used to enhance the reactions. Cur-
rently, there are three low temperature water electrolysis technologies, AWE, PEMWE
and AEMWE [14]. Each have their own advantages and disadvantages, listed in table
1.2.1, making them suitable for different applications.

1.2.1 Mature water electrolysis technologies
In AWE it is common to use a solution of water and up to 40 weight percentage (wt%) of
potassium hydroxide- (KOH) or sodium hydroxide (NaOH) as the electrolyte. This is to
favour the formation of OH−. The electrodes are separated by a diaphragm, permeable to
OH− anions.[15] This is illustrated in figure 1.2.1.

AWE is a mature technology with low investment and maintenance cost, while the draw-
backs are the operating range and performance. The load range is limited to around 20%
or more, where there may be cross contamination between the product gasses at lower
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Table 1.2.1: Advantages and disadvantages of AWE, PEMWE and AEMWE.

AWE PEMWE AEMWE
Advantages
Mature technology Mature technology Non noble catalyst
Non noble catalyst Higher performance Non corrosive electrolyte
Long term stability Higher voltage efficiency Compact cell design
Low CAPEX Rapid system response Low CAPEX
Megawatt range Compact cell design High operating pressure

High load dynamics
Megawatt range

Disadvantages
Lower current density Higher CAPEX Not mature
Limited load dynamic Noble metal catalyst Membrane degradation
Corrosive liquid electrolyte
Low operating pressure

loads, which could result in a flammable mixture.[16] Since there are high ohmic losses
in the electrolyte and diaphragm, the operating current density is relatively low [17] .

In PEMWE, the electrodes are in direct contact with the membrane, forming a Membrane
Electrode Assembly (MEA) [15]. Water is added to the anode side and H+ is transported
through the membrane to form hydrogen at the cathode side, as illustrated in figure 1.2.1.
PEMWE has higher costs because it requires noble metals for catalysts. This is due to
the acidic environment created by the proton exchange membrane.[16] Compared to the
porous diaphragm in AWE, the membrane in PEMWE is a solid polymer electrolyte,
which have improved performance, lower crossover of gasses and the ability to operate
with different pressure on each side [18].

Figure 1.2.1: Operating principles of Alkaline and PEM water electrolysis.[17]

1.2.2 AEM Water electrolysis
AEMWE is a combination of PEMWE and AWE, where the MEA also consists of a solid
polymer electrolyte membrane, but instead of the proton conductive ability of the Proton
Exchange Membrane (PEM), the Anion Exchange Membrane (AEM) is able to conduct
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OH− [18]. In AEMWE, water is added to the cathode side, where water is reduced to
form hydrogen, while OH− is transported through the MEA to form oxygen and water at
the anode side [19]. This is shown in the reactions in equation 1.1.1-1.1.3.

The OH− conductivity over the AEM is important for the performance of the AEMWE.
Since the water has a relatively low conductivity of OH−, a solution of KOH is usually ap-
plied to both the anode- and cathode side to increase the ionic conductivity of the cell.[20]
Instead of a high concentration of KOH like in AWE, AEMWE usually operates in 0.1-
1M KOH [18, 20, 21], which is approximately 0.5-5 wt%. By operating in an alkaline
environment, non-noble metals can be used for the OER catalyst in AEMWE, which can
lower the cost compared to PEMWE [22].

1.2.3 Status of water electrolysis technologies
AWE and PEMWE are both commercially available multi-manufacturer technologies,
where AWE has been around for over a century and PEMWE has come in the last decades.
The difference between them is that AWE was built for stationary operations and is
adapted to the modern requirement for flexible operations, while PEMWE has been more
developed to fit the requirements for flexible operations.[16] Table 1.2.2 lists the status of
AWE and PEMWE from 2017.

Table 1.2.2: Status of Alkaline and PEM water electrolysis from 2017, edited from refer-
ence.[16]

AWE PEMWE
Operating parameters
Cell temperature [◦C] 60–90 50–80
Typical pressure [bar] 10–30 20–50
Current density [A/cm2] 0.25-0.45 1.0-2.0
Flexibility
Load flexibility (% of nominal load) 20-100 0-100
Cold start-up time 1-2h 5-10min
Warm start-up time 1-5min <10s
Efficiency
Nominal stack efficiency (LHV) 63-71% 60-68%
specific energy consumption [kWh/Nm3] 4.2-4.8 4.4-5.0
Available capacity
Max. nominal power per stack [MW] 6 2
H2 production per stack [Nm3/h] 1400 400
Cell area (m2) <3.6 <0.13
Durability
Life time [kh] 55-120 60-100
Efficiency degradation per year 0.25-1.5% 0.5-2.5%
Economic parameter
Investment costs [e /kW] 800-1500 1400-2100
Maintenance costs (% of investmen cost per year) 2-3 3-5

In recent years, AEMWE has become an alternative to AWE and PEMWE, with at least
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one manufacturer, Enapter[23]. For AEMWE to be competitive, it must outperform sim-
ilar existing technologies, either by price, durability or performance.

Several studies have looked at ways of improving the performance of AEMWE. By using
non-noble metals for the HER catalyst, a current density of 1A/cm2 was obtained at 1.9V
[18], while another study achieved 1.5A/cm2 at 1.9 V using noble metals for catalysts
[20]. In a more recent study, even higher performances were achieved, as shown in figure
1.2.2, where 2.0A/cm2 was obtained at 1.85-1.9V, with non-noble metals for the OER
catalyst [21].

Figure 1.2.2: Polarisation curves of AEMWE with different catalyst for OER and Pt/c for
HER, in 1M KOH (a) and 0.1M KOH(b) at 50◦C, edited from reference.[21]
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1.3 Advanced technology
To make the water electrolysis reaction happen more efficient, special components and
materials are developed. The MEA illustrated in figure 1.3.1 consists of three essential
components of today’s water electrolysers. The polymeric Anion Exchange Membrane,
and the catalyst and diffusion layer, located on both sides of the membrane.[22]

Figure 1.3.1: MEA, edited from reference [22]

1.3.1 Polymeric Anion Exchange Membrane
The polymeric AEM is used as a semi permeable barrier between the reactions occur-
ring on the cathode and anode. It is impermeable to e− and other reactants or products,
only conducting OH−. Creating the AEM, monomers are binded together, creating a
semi permeable polymeric gel with fixed ionic charge. Quarternary amines are used as
cation-exchange carrier groups, based on polystyrene-divinylbenzene (PS-DVB) poly-
mer or polysulfone (PSF).[24, 4] The ionic conductivity of the AEM is controlled by the
number of cationic groups in the polymer chain backbone, and this is essential for the
conduction of OH−.[22]

Figure 1.3.2: Example of the chemical structure of a homogenous polysulfone AEM [22]

A high quality AEM will have a low crossover of fuel and products, leading to a higher
hydroxide conduction and current density.[4] To have a long term operating AEM, it is
also important that the properties of the membrane is stable, during operation, increases
in temperature and more alkaline environment. [22]

1.3.2 Porous Transport Layer
When water flow through the cell, gases evolve at the catalyst layer. As the name Porous
Transport Layer (PTL) implies, it is a porous layer made of sintered metal, e.g. Ni,
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stainless steel or Ti, used to transport species in and out of the catalyst layer. The PTL
is permeable to water, product gases, in addition to conduction of electrons, heat, and
mechanical supporting of the MEA.[25] First, the PTL conducts the water to the electro-
catalyst, and then returning the evolved gas back to the water stream, as showed in figure
1.3.3 (a) and (b), respectively.

(a) Gas accumulation at the catalyst layer (b) Gas permeation through the PTL

Figure 1.3.3: The conduction of water and evolved gas in the Porous Transport Layer [26]

There are limited information about PTL material for AEMWE, but there has been some
testing on titanium (Ti)-based materials from PEMWE [25, 27]. Microstructural proper-
ties of the PTL, such as the pore size, thickness, porosity and morphology, are some of
the properties influencing the performance of the electrolyser. [25]

1.3.3 Electrocatalyst layer
The electrocatalyst layer (CL) is a nanoscale porous layer of metal, reducing the over-
potential for the OER and HER.[28, 22] The layer is a blend of metal catalyst, ionomer
and solvents blended together by ultrasonic homogenization, or by a grinding method
called ball milling. [28] The alkaline environment in AEMWE make the OER less de-
manding than for the acidic environment in PEMWE, which make it possible to use
non noble metals as electrocatalysts.[22] For the OER, presently, IrO2, Ni, Ni-Fe al-
loys, graphene, Pb2Ru2O6.5 and Cu0.7CO2.3O4 are used, and Pt black, CuCoOx, Ni-Mo,
Ni/CeO2-La2O3/C, Ni and graphene for the HER electrocatalyst.[4] Currently, there are
developments for reducing the loading of the metal catalyst, and increase efficiency.[28]
There is still limited results from AEMWE single cell tests, making it hard to prove the
efficiency of current electrocatalyst.[22]

The CL are often attached to either the AEM or PTL, as a coated layer. This is usu-
ally done by combining, or using one of two coating methods, called the Catalyst Coated
Substrate (CCS)- and Catalyst Coated Membrane (CCM) method.[29] The two methods
are illustrated in figure 1.3.4.
The CCS fabrication is usually done by depositing the CL directly on top of the PTL,
by for example sintering the CL to the PTL, also called hot-pressing. The membrane
material often does not withstand temperatures above 70◦C, which means that the CCM
fabrication uses other methods for coating, such as using a spray or a doctor blade. [29]
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Figure 1.3.4: CCS and CCM processes, edited from reference [30]

The CL makes a big impact on overcoming the activation barrier of the electrolytic pro-
cess, and reducing the activation overpotential described in previous sections.[31] An
analogy of the CL’s role in reducing the activation overpotential is illustrated in figure
1.3.5. ∆H is the change in enthalpy, before and after activation.

Figure 1.3.5: The electrocatalysts role in reducing the activation overpotential [31]
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1.4 Stack assembly
In modern water electrolysis, the MEA is placed between electron conducting plates and
assembled into a stack to make a cell. The electrolyte is pumped through channels in the
plates to deliver reactants to the active cell area while simultaneously removing products.
By repeating the layers of MEA and plates, several cells can be combined in series in a
single stack, as illustrated in figure 1.4.1.

Figure 1.4.1: Components of the AEMWE stack

1.4.1 Flow field plates
The plates in contact with the MEA is referred to as flow field plates. These are further
categorised as Bipolar Plate (BPP) or Unipolar Plate (UPP), depending on how many cells
they are in contact with.

BPPs are used to combine the cells in series, making one side the anode plate and the
other side the cathode plate. Each side of the plate has a flow field to evenly distribute
the fluid across the active cell area, this is explained in more detail in section 1.5. The
BPP also has the function of transferring electrons between cells, separating the reactants
from each other and to physically support the MEA.[32] This requires a material that
is electrically conductive, impermeable to reactants and strong enough to withstand the
compression and pressure forces.

Depending on the water electrolysis method, bipolar plates could be the most expen-
sive part in a stack. In PEMWE the bipolar plates is usually made of titanium, which
could account for half of the stack cost.[14] By using AEMWE, the bipolar plates can be
made of a lower cost material like stainless steel instead [29]. Another cost reduction of
making the bipolar plates is to use a stamping method. This presses the plates into shape,
instead of milling them with Computer Numerical Control (CNC). The stamping method
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will both save time during mass producing and make it possible to make thinner plates,
which reduces weight and space.[33]

At each end of the connecting cells there is a UPP. This is identical to the BPP, with
the exception that there is only a flow field on one side, which make the plate either anode
or cathode. The UPP is either directly connected to the DC power supply with a termi-
nal connector, and function as a current collector, or is in contact with a separate current
collector plate that is connected.

1.4.2 Gasket
Between each flow field plate and MEA, there is a gasket that seal to create a fluid tight
connection. This is to prevent the reactants and products from each side to get in con-
tact or to leak out of the cell. Gaskets are used between two flat surfaces and need to
be compressed enough to create a pressure tight seal. When compressed, the gasket will
fill the gap between the surfaces and should therefore be made of a material that is easily
deformed.[34] The material must also handle the operating environment, which depends
on the fluids corrosive nature, pressure and temperature [35].

It is also possible to use a O-rings to seal. O-rings has a circular shape and is used in
a groove that is cut into one of the surfaces. When pressure is applied on the inside of
the O-ring, it will be pushed against the outer groove wall and create a seal between the
contacting surfaces.[36]

1.4.3 End plate
The stack is compressed between two end plates to seal the cells and make electrical con-
tact, while creating fluid passage to and from the flow fields [37]. To have the end plate
electrical isolated from the stack, a low conductive material can be used between the end
plate and current collector.

It is important to have a uniform compression of the stack and therefore the end plates
should be made from a strong and rigid material [37]. Bolts are evenly distributed along
the edge of the plates and are used to clamp the stack together. If the clamping force is
unevenly distributed on the end plates, the pressure distribution will vary and lead to less
contacting points in the active cell area, which will lower the performance [38]. Improper
pressure distribution can also cause leakage over the seal.

1.5 Flow field theory
In water electrolysis, the products formed in the cell must be removed so that new re-
actants can create more product. This is done by creating flow fields that transport the
reactants to the cell, while simultaneously removing products. The flow field is usually
milled or formed into the flow field plates as a pattern, which consist of channels and ribs
to distribute reactants evenly to the electrodes [32]. Channels are the tracks in the plate,
while the ribs are the shoulder separating the channels to create a pattern, as illustrated in
figure 1.5.1.
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Figure 1.5.1: Straight flow field pattern illustrating channel and ribs.[32]

1.5.1 Channels
In the stack, the flow field is in contact with the PTL and the fluid flows internally through
the channels. The shape, size and path of the channels affect the fluid flow and pressure
drop, where a uniform pressure drop is necessary to evenly distribute the reactants across
the active cell area.[39]

Pressure drop and Head loss

When fluid is transported through a system, it requires a certain pressure from a pump
to maintain constant flow. This pressure must overcome the friction loss in the system,
also referred to as pressure drop, which can be divided into major and minor losses. Ma-
jor losses are caused by the friction between wall surfaces and the fluid, depending on
the roughness of the wall and the fluid viscosity. Viscosity is the friction in a fluid that
opposes the layers from flowing at different velocities relative to each other. The vis-
cosity changes with temperature and pressure, where a fluid that have low viscosity will
flow more easily.[40] Minor losses are due to directional and dimensional changes, which
comes from entrances, bends and other disturbances that redirect the fluid flow. In smaller
systems with a lot of bends, the minor losses can be greater than the major losses. The
total pressure drop ∆P can be calculated as head loss hL from equation 1.5.1, which is the
pressure drop divided by the fluid density ρ and the acceleration of gravity g, hL = ∆P

ρg .
[41]

hL,total = ( f
L

Dh︸︷︷︸
a

+∑KL︸ ︷︷ ︸
b

)
V 2

avg

2g
(1.5.1)

There are two parts in equation 1.5.1, where both are dependent on the average velocity
Vavg and the acceleration of gravity g. The first part (a) is the major losses, where L is the
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length of the pipe, Dh is the hydraulic diameter calculated from equation 1.5.3 and f is the
friction factor. The friction factor is found in tables obtained from practical experiments
and depends on the geometry and Reynolds number. The second part (b) is the minor
losses, where the loss factor KL is found in tables obtained from practical experiments.
Since factors are obtained from experimental results, an error of ten percent or more
should be taken into the calculation. [41]

Laminar and Turbulent flow

Fluid flow behaves in three ways, it flows laminar, turbulent or in transition between the
two. When the flow is laminar, the fluid is transported in a controlled streamlined manner,
this occurs at lower velocities or for highly viscous fluids in smaller pipes. At higher ve-
locities, the fluid flow becomes turbulent with fluctuating velocity and disturbed motion,
giving a more chaotic flow that increases the friction from the channel surface. [41]

Figure 1.5.2: Laminar and turbulent flow, edited from reference. [42]

Reynolds number

Whether the flow is laminar or turbulent (illustrated in figure 1.5.2), in a given channel
at constant velocity, can be estimated from Reynolds number. Reynolds number is the
relationship between kinetic energy and the internal viscous forces of the liquid, which
can be calculated from equation 1.5.2.[43] Under practical conditions, the fluid flow in
circular pipes is laminar for Reynolds number up to 2300, in transition up to 4000, and
then turbulent. This estimate will be affected of the roughness and interference through
the pipe. [41]

Re =
VavgDh

v
(1.5.2)

Vavg is the average velocity of the cross section of the channel, v is the kinematic viscosity
that depends on the fluid and temperature and Dh is the hydraulic diameter. The hydraulic
diameter is found with equation 1.5.3, where Ac is the cross section and Po is the wetted
perimeter.[41]

Dh =
4Ac

Po
(1.5.3)

1.5.2 Ribs
Ribs are the part of the flow field that is in direct contact with the PTL, giving physical
support and electrical contact to the MEA. The flow field is designed to fit the active cell
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area, which limits the area of ribs and channels. This causes the ribs and the channels to
influence each other, so that changing the width of the ribs will affect the width of the
channels.

The channel width to rib ratio is important to optimise the flow field for a better per-
formance. If the ribs are narrower, the electrical contact resistance increases, while wider
ribs lead to narrower channels and therefor increased pressure drop [44]. For the electrical
contact with PTL, a ratio of rib to total area of the flow field of less than 0.45 will have
significant increase of ohmic losses, while a ratio above 0.57 will have insignificant effect
of lowering the ohmic losses [39].

When the stack is assembled, the MEA is compressed between the flow field of the an-
ode and cathode side. If the compression force on the stack is low, the contact resistance
between the ribs and PTL will increase. This is due to the surface roughness of the con-
tacting materials, where only the tips of the unevenness will have contact. On the other
hand, with too much compression force, the ribs could damage the MEA and resulting in a
leakage over the membrane.[45] For an uniform compression, the contacting areas should
be evenly distributed and overlap with the other flow field. If the anode and cathode plates
are not aligned properly, local stress could occur and damage cell components.[32]

1.5.3 Flow field pattern
Both channels and ribs are important for the performance, where the width of the channels
affect the pressure drop and the width of the channels and ribs affect the current density
[44]. This should be considered when design a flow field pattern, to optimise the cell
performance.

Each design has pros and cons that suits different applications. Figure 1.5.3 illustrates
two common flow fields with a single serpentine channel and straight parallel channels.
For fuel cells, straight parallel channels have lower pressure drop where flow tends to fol-
low the path with least resistance, while in serpentine pattern the flow is in one or multiple
longer channels that have higher pressure drop but has distribution across the entire flow
field.[32]

Figure 1.5.3: Serpentine flow field (a) and straight flow field (b).[46]

In water electrolysis, there are a two-phase flow consisting of liquid flow with gas bub-
bles. When gas bubbles are merged, they are combined into bigger bubbles that is referred
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to as slugs, illustrated in figure 1.5.4. These slugs will hinder water to be transported to
the catalyst layer and thus lower the cell performance. Slugs increase with current density
and the channel length, while an increase in flow rate delays forming of slugs depending
on the cell temperature [46].

Figure 1.5.4: Slugs forming in PEMWE at 2[A/cm2] in the flow fields from figure 1.5.3, edited
from reference. [46]

1.5.4 The Navier-Stokes equations
The Navier-Stokes equation is basically the momentum equation for fluids and is solved
in combination with the continuity equation. Combined, these represent the conservation
of momentum and the conservation of mass. Depending on the problem, the equations can
be simplified or expanded according to the fluid that is analysed.[47] For incompressible
fluids with constant viscosity, the Navier-Stoke equation and the continuity equation can
be solved with equation 1.5.4 and 1.5.5, respectively.[48]

ρ
D~V
Dt︸ ︷︷ ︸
1

=−~∇P︸ ︷︷ ︸
2

+ ρ~g︸︷︷︸
3

+µ∇
2~u︸ ︷︷ ︸

4

(1.5.4)

The Navier-Stokes equation is written as Newton’s second law, ma=∑F. In (1), the mass
is represented by the density ρ and the acceleration as the change in the velocity field ~V
with respect to time t. The other half represents the forces, where (2) is the surface force
with pressure p, (3) is the gravitational force and (4) is the viscous force with the dynamic
viscosity µ .[49]

~∇~V = 0 (1.5.5)

When the boundary conditions are set for a specified geometry, equation 1.5.4 and 1.5.5
can be used to calculate the velocity and pressure fields of the flow [48].
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1.6 Material Properties

1.6.1 Young’s Modulus
Young’s Modulus is the stiffness of a material and is the ratio between stress and strain.[50]
This can be found by performing a tensile test on the material, where the material is
stretched along the length, and the stress is plotted as a function of the strain. Figure 1.6.1

Figure 1.6.1: Graph illustrating a tensile test. [51]

is an example of how a material will behave in a tensile test, with force per unit area as
stress in the y-axis and the extension as strain in the x-axis. The plot is divided into the
elastic- and the plastic region. The plastic region has a linear ratio of stress and strain,
where the material will go back to the original state when the stress is released. If the
material is stretched into the plastic region, it will deform and be permanently damaged,
where further extension will break the material. Young’s Modulus Ey can be found in the
elastic region as the gradient of the slope from equation 1.6.1, where a higher value means
a stiffer material. In the equation, σ is stress and ε is the strain that are the extended length
divided by the original length. [52]

Ey =
σ

ε
(1.6.1)

1.6.2 Poisson’s ratio
Poisson’s ratio is a coefficient that describes materials ability to change in the directions
that is perpendicular to where it is compressed or stretched, illustrated in figure 1.6.2.[53]
For isotropic materials in the elastic region, the coefficient has a theoretical value between
-1 and 1/2, where most common materials have a value between zero and 1/2.[54] With
a Poisson’s ratio of 1/2 the material will have a constant volume, which means that a
compression in one direction is fully transferred to the expansion in the other directions,
while stretching has equal but opposite effect. Rubber is a material close to this limit,
while cork material has a value close to zero. When Poisson’s ratio is zero, there is no
change perpendicular to the compression or stretching, which is useful when inserting a
cork into a wine bottle. On the other side of the scale, materials with negative values will
increase perpendicular when stretched and decrease when compressed, which is mostly
engineered materials.[55]
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Figure 1.6.2: Cube before and after stretching, illustrating a Poisson’s ratio of 0.5. [56]

1.6.3 von Mises stress
When designing components it is usually preferred to keep the component strain in the
elastic region in figure 1.6.1, so it does not get fractured or deformed. Von Mises stress
equation is used to determine if an isotropic- and ductile material will yield, when a
certain complex load is applied. When applying the load to a component, for example
compressing the component, an amount of energy gets transferred from the compression,
to the object. This energy will either get stored in the component as a volume strain,
or deviatoric strain. The volume strain will scale the volume of the component, and the
deviatoric strain will affect the shape of the component, by shearing and distortion. The
total von Mises stress is calculated by equation 1.6.2[57] where σv is the volumetric stress
and σd is the deviatoric stress. [57]

σV M =

√
2
3
· (σv +σd) (1.6.2)

Even though it is an empirical process, comparing the von Mises stress with the yield
strength of the component material, will give a good sense if the material will yield or
not. The yield strength of a material is the maximal stress a material can withstand before
permanent deformation. When the curve enters the uniform plastic deformation area in
figure 1.6.3, after the elastic deformation area, the material of the component will become
more and more deformed as the stress increases. The deformation continues followed by
necking, and fracture in the material. [57]
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Figure 1.6.3: Stress-Strain Relationship under Uniaxial Tensile Loading [58]

1.6.4 Margin of safety
The Margin of Safety (MoS) is calculated to estimate if a given structure satisfies the
strength requirements of an applied load.[59] The MoS is calculated with the expression
in equation 1.6.3[59].

MoS =
(Allowable yield stress) − (Required stress)

Required stress
(1.6.3)

A rule of thumb for having a structure with adequate strength for the applied load, is to
have a MoS ≥ 0.[59]
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Methods

2.1 Solid edge
Solid edge is a computer aided design program that make it possible to build 3-D models
and drawings of parts, assemblies or wiring of electrical systems. [60]

Solid edge has two types of environments, ordered and synchronous. In ordered mode
all sketches become a step, and further saved as memory. It is not possible to edit par-
ticular faces or relationships, and it is only possible to edit previous sketches and saved
memory in this environment. The ordered mode can be seen as an assembly of surfaces
glued together to a part. In synchronous environment, on the other hand, all faces and
relationships can be edited. When editing a surface, it merges together with other contact
faces. This makes the contact surfaces to one whole part, instead of separated, glued sur-
faces.[61]

For this project, Solid Edge 2020 student version is used, for building 3-D models of
the end plates, flow field plates, bridges, gaskets and PTLs.[62] The modelling is done in
synchronous mode with ISO metric standard, and converted as step files and drawings for
the production suppliers.

Solid edge was also used to create models for fluid flow simulations in COMSOL Mul-
tiphysics. This was done by either making the models from scratch, or by using other
modelled parts as cut-out tools, to form the flow field. The modelled parts created in
solid edge was also assembled as a stack and imported into COMSOL Multiphysics for
structural mechanic simulations.

2.2 Stack design and materials

2.2.1 End plates
The end plates of the AEMWE stack are made of stainless steel 316 (ss316), with the
properties shown in appendix B.1. Models of the end plates are illustrated in figure 2.2.1.
There are 10 holes at the outer surface of both end plates, for bolts, and each of the holes
at the top end plate have a 0.5mm groove for the helical compression springs.

Each end plate have four ISO 1/4” parallel threads, two on each short surface, to con-
nect 3/8” Swagelok tube fittings. The Swagelok fittings is a connection between the water
pump hose and the end plates, leading water from the water hose to the stack inlets, on the
inner surface of the end plates. On the interface of the transition from the Swagelok fitting
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Figure 2.2.1: End plate model, top- and bottom side, respectively

connection to the inlets, there will be placed a teflon gasket for sealing. The Swagelok
fittings are shown in figure 2.2.2

(a) From short side
(b) From above

Figure 2.2.2: Swagelock couplings

The dimensions of the end plates are shown in appendix A.1. To make the stack com-
position easier, it was intended to use guiding picks in the two small holes between the
inlet/outlet in figure A.1.1. A solution to this was to move the centre bolt holes between
the inlet/outlet, as in figure A.1.2, reducing the length of the end blocks with 32.5mm.
The two centre bolts will be used as guidelines for the stack composition, leading the
bolts through the stack, and constitute a significant reduction in the end plate volume.
Comparing it with the original end plate design, it leads to a total volume reduction of
more than 18%.

Clamping (bolts/nuts/springs)

Choosing the right bolts, nuts and springs for the compression of the stack is essential.
For this AEMWE stack, bolts and nuts of RENY-material are chosen, with the parameters
presented in figure 2.2.3 (a) and (b).
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(a) RENY bolt parameters in [mm] [63]

(b) RENY nut parameters in [mm] [63]

Figure 2.2.3: Bolt and nut for stack clamping

RENY bolts(NBK1560) are used as substitutes for metal in a variety of applications, such
as automobiles, machinery and construction. The RENY material also has electrical in-
sulation properties, making it applicable for electrical installations and electronics.[64]
What makes the RENY bolts the most durable of all plastic bolt materials is the polyamid
MXD6 based polymer, reinforced with 50% glass fiber. In addition to this, the RENY
bolts also withstand up to 10% KOH solution. [65] The physical- and chemical properties
of the RENY bolts can be found in appendix B.5[63].

The helical compression spring are used for centring- and keeping the bolts in place.
The springs used in this project are compression springs from FIBRO. The model being
used is number 241.17.16.038, from the datasheet in appendix B.4 [66]. The springs that
are used in this project got a guide sleeve of 15.2mm instead of 16mm that it is in the
datasheet. A 3-D Model of the spring is shown in figure 2.2.4.

Figure 2.2.4: Spring for bolt centering

24



CHAPTER 2. METHODS

2.2.2 Flow field plate materials and design
Material selection

The bipolar plates must fulfil a number of different requirements such as high mechanical
strength, high corrosion resistant, high heat conduction, high electrical conductivity and
low Interfacial Contact Resistance (ICR). In this study, the selection of BPP material was
made by SINTEF, which carried out a series of corrosion and ICR screening tests. A de-
tailed summary of these measurements are out of the scope for this study, however, figure
2.2.5, shows a summary of the percentage increase in ICR after undergoing electrochem-
ical corrosion testing. As possible to observed from the graph, the Inconel 625 showed
a very stable behaviour after undergoing corrosion testing, the material shows the lowest
increase in ICR. The bipolar plates were therefore decided to be made from Inconel 625,
where the material properties are given in appendix B.2.

Figure 2.2.5: procentage increase of ICR before and after corrosion testing at two different
compression pressures

Bipolar plates

The bipolar plates were designed with both the anode and cathode flow field on the same
plate, with a thickness of 3mm, where both sides were made identical, illustrated in figure
2.2.6. This required a design that had inlets and outlets for both the anode and cathode
side, which were connected to the flow field on one side of the plate and sealed from the
other.

Each flow field was connected to the inlet and outlet on their respective side, giving
an uneven surface for the gasket to seal. The solution to this was to make an immer-
sion from the flow field area to the inlet/outlet areas with a ramp connecting the planes
and flow channels. To support the gasket and refine the channel size at the immersion, a
bridge component was designed (see figure 2.2.7). To have the same properties as the rest
of the plate, the bridge was made from the same material.
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Figure 2.2.6: Illustration of the bipolar plate. Dimensions specified in appendix A.2.1.

Since the bridge was cut down into the plate, the channels was lowered as well. This
made a height difference between the flow field and the inlet channel. By making a ramp
from the lowered channels to the flow field, the channels could pass under the bridge
without changing dimensions.

(a) Bridge (b) Bridge assembled

Figure 2.2.7: Illustration of the bridge (a) and the bridge assembled on the bipolar plate (b).
Dimensions specified in appendix A.4.

The inlets/outlets were dimensioned according to the width of the channels and ribs of
the flow field and to prevent it from becoming a bottleneck. Between the inlets/outlets on
each end of the plate there are holes for the bolts to go through, which also function as
guide pins during assembly, to centre the plates.

In this stack, the PTL is either 0.5mm or 1mm thick, which is combined with a 1mm or
1.5mm gasket, respectively. To reduce the required gasket compression, the area around
the edge of the flow field was lowered by 0.2mm. The edge was used to support and
prevent the PTL from entering the flow channels at the edges of the flow field, while the
corners against the gasket were angled to remove sharp points for the gasket to expand
into. Originally, there were also edges around the inlets, outlets and around the plate, but
these were removed to make more room for the gasket to expand.
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To take measurements between the cells, a connector for 2mm banana plugs was made as
an extension of the short side of the plate, shown above the bolt hole in figure 2.2.6. The
connector was added outside of the plate to have more material around the holes, and to
move them away from where the gasket would be compressed. Each connector was made
with two holes, so that the plugs between the plates did not stand in the way of each other.

Unipolar plates

The unipolar plates were made identical to the bipolar plates except that they only had
flow field on one side and were made with a terminal for the DC power supply, illustrated
in figure 2.2.8. A unipolar plate was made for each side of the stack, where the current
terminals were placed differently to prevent the connecting bolts coming into contact.
The terminals also had to be long enough for the power supply to be connected without
touching the end plates.

Figure 2.2.8: Illustration of the unipolar plates. Dimensions specified in appendix A.3.

Flow field

The flow field was designed to be used on both sides of a bipolar plate, which would
be made from CNC milling, for an active cell area of 50cm2. These limitations laid the
foundation for creating the flow field.

It was decided to make the flow field with the dimensions of 10x5cm. The next step
was to decide the channel and rib widths. Since both channel and ribs are important for
the cell performance, the widths were kept similar and set to 1.04mm and 1mm, respec-
tively. This made it possible to start and end with channels in the active cell area, which
at 5cm gave 25 channels and 24 ribs.

The flow field patter used in the stack is shown in figure 2.2.9, where five channels from
the inlet split into five sub channels each. This combines the shorter paths from a straight
flow field, with multiple separate channels used in serpentine flow fields.
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Figure 2.2.9: Illustration of the the final flow field. Dimensions specified in appendix A.6.1.

Fluid simulations in COMSOL Multiphysics were used to optimise the flow field, to get a
uniform flow distribution among the sub channels, with low pressure drop. This were done
by changing the channel dimensions, while keeping a similar pressure drop in the different
channels. The distribution were improved by designing the channels with specified inlet
and outlet side, where the specified dimensions of the flow field is given in appendix A.6.

Gaskets

When designing and simulating the stack, a 1.5mm thick sheet of EPDM 4000 HG-60 rub-
ber was used as gasket material (Datasheet in appendix B.3). The material has a Young’s
modulus of 1.8MPa, estimated between 0-100% deformation according to ISO37, and a
Poisson’s ratio of 0.5. If the gasket is used in a groove like an O-ring, the width can be
as wide as the thickness, but if there are no support on the low pressure side, the gasket
should be wider than the thickness of the gasket. For a relatively thin gasket, the com-
pression is around 20-25%.[67]

One continuous gasket is used to seal the flow field, inlets and outlets, as illustrated in
figure 2.2.10, where the width of the gasket is 3mm. Since the PTL has a height of 1mm,
the gasket must be lowered with 0.5mm. This is done by placing the gasket 0.2mm below
the rib surface, on the milled down surface of the plates, while the remaining 0.3mm is
done by compressing the gasket. The other option was to use a 0.5mm PTL with a 1mm
gasket, which required the same compression.
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Figure 2.2.10: Illustration of the gasket assembled on a bipolar plate. Dimensions specified
in appendix A.5.

The gaskets were cut out manually with the use of a template(see figure 2.2.11a), which
was made of stainless steel and milled with CNC. This was to get a solid and accurate
template for making even gaskets. To account for the cutting tool, which was a scalpel,
the template was reduced with 0.1mm on each side, making the thickness 2.8mm. The
gasket were tested on a unipolar test plate that was made from aluminium, to see how
the gasket fitted (see figure 2.2.11b. By using the same material and template, a gasket
without the hole for the flow field was cut out and used to isolate the end plates.

(a) Gasket template (b) Gasket on UPP

Figure 2.2.11: Gasket cut out with a template (a) and fitted on a uniopolar test plate made
from aluminium (b).

2.2.3 MEA
In this study, a Catalyst Coated Membrane (CCM) configuration was chosen for the
AEMWE. In addition to the CCM, the CCM was assembled between two porous transport
layer (PTLs), thus forming the complete membrane electrode assembly (MEA).
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The MEAs were fabricated by SINTEF using some IP protected materials and procedures.
Yet, a summary of the fabrication process is given below:

The electrodes are fabricated directly on the Anionic Exchange Membrane by spraying
catalyst inks on the two sides of the AEM. The catalyst ink for the cathode consisted of
commercially available 60% of Platinum on carbon support (Alfa Aesar) and anion ex-
change ionomer (selected by SINTEF). The ink is then diluted in a deionized water:IPA
1:1 solution. The ink is prepared targeting a final catalyst loading of 1mg Pt/cm2 on the
electrode and the components are weighed in order to have a 24wt% of ionomer on the
electrode and a final concentration of 3wt% of Pt/C in the ink. The catalyst ink for the
anode consists of a mixture of Ir black (Alfa Aesar) and the same anion exchange ionomer
(selected by SINTEF) as for the cathode was used. The target for the final catalyst loading
is 3mg Ir/cm2 on the electrode and the components are weighed in order to have a 9wt%
of ionomer on the electrode and a final concentration of 6wt% of Ir in solution.

A total of three 50cm2 CCMs were coated using Anion Exchange Membrane (selected
by SINTEF), which was received exchanged in hydroxide form and stored in DI water.
The membrane was first dried and held on vacuum plate: this helps flatten the membrane,
that is naturally wrinkled when dry. The vacuum plate is also heated at a temperature
of 70◦C. The shape of the active area was defined by putting a plastic template over the
membrane and is finally spray coated by hand using a commercial airbrush connected to
Argon gas line. Once one side is coated, the process is repeated on the other side with
the other catalyst ink: the final result is a Catalyst Coated Membrane (CCM) (see figure
2.2.12).
To complete the MEA, Ni alloy felts were used as porous transport layers (PTLs) on
both anode and cathode. The Ni PTLs are 0.5mm in thickness and have a porosity of
approximately 66%. The PTLs were acquired from Bekaert.

2.3 COMSOL Multiphysics
COMSOL Multiphysics is a modelling and simulation program that solves physical prob-
lems based on advanced numerical methods.[68] In this case, version 5.5 was used to
simulate fluid flow over the flow field plates and to perform stress test on the stack to
simulate the compression on the gaskets. Due to personal computer limitations, the sim-
ulations have been performed with stationary studies for both fluid flow and stress, where
simplifications have been used if possible. For more demanding tasks, an auxiliary sweep
was performed.

3D-models of the stack were created and assembled in Solid edge, and imported as STP.
files to COMSOL. In COMSOL meshing was added, and parts were connected with the
automatic form union function. The form union option makes the stack assembly work as
one component, and merges contact surfaces. This make the simulation linear, and easier
to compute. This can cause the simulation results to deviate from practice.
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Figure 2.2.12: CCM fabrication procedure a) Catalytic ink solution, b) hot vacuum plate
and c) finished CCM.

2.4 Simulation

2.4.1 Computational Fluid Dynamics
Fluid flow can be analysed from practical experiments or from calculations. Experiments
requires equipment, while calculations can be done with the use of computers. Simula-
tions of fluid flow with computers is called CFD and have made it possible to analyse fluid
flow behaviour of more advanced problems. CFD is not a replacement for experimental
results but a tool used to complement and reduce the required amount of experimental
testing. Analysing the fluid flow with CFD requires numerical methods and a mathe-
matical model like the Navier-Stokes equations, which is used to simulate fluid flow.[69]
Where CFD has limitations, is for solving turbulent fluid flow that requires appropriate
turbulent models and more computer resources. [70]

Meshing

Since the mathematical model only can be solved when assuming linearity, the geometry
is divided up into smaller elements, where calculation is performed [69]. This grid that
divides the model geometry into smaller elements is called a mesh, which is illustrated in
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figure 2.4.1. The size and shape of the elements depend on the model geometry and the
fineness of the mesh, where the mesh quality is important for a reliable result. There is an
optimal quality of the mesh, where increasing the number of elements have little affect for
the result. The optimal mesh can be found by starting with a coarse mesh and gradually
increasing the fineness.[69] Finer mesh can give a more accurate result but requires more
time and computer resources to perform. [70]

Figure 2.4.1: Illustrating a model with coarser and finer mesh.[71]

Boundary conditions

When simulating fluid flow, the model must be set with boundaries to establish a path,
entrance and exit point for the flow. This is referred to as boundary conditions, which
are set for walls, inlets and outlets. The walls of the model stop the fluid from passing
through and is usually set with a no-slip condition, where the fluid velocity in contact
with the wall is zero.[48] For the inlet and outlet, the boundaries are set with velocity-
or pressure-specified conditions, where they can have either of them but not both. These
conditions are used to calculate how the fluid flows through the system, to reach the
boundary condition set. For example, when specifying the inlet with velocity and the
outlet with pressure, the pressure at the inlet and the velocity at the outlet necessary to
achieve both boundary conditions are calculated.[70]

Solving CFD

Every element in the mesh are set with initial starting conditions and solved using equa-
tion 1.5.4 and 1.5.5. If all parts of equation 1.5.4 is put on one side, the computation will
run until the solution is close to zero in all the elements. How close it gets to zero before
finding a solution is dependent on the margin of error set, which is the difference in error
from the previous calculation. Each time the value is above this margin, another calcu-
lation is needed, and this is referred to as an iteration.[69] The number of iterations for
each computation is different and could require thousands, before the difference between
the error converges to a steady solution.[70]
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2.4.2 Fluid flow simulation
Fluid flow simulation was used to find and optimise the flow field for the flow field plates,
where different inlet/outlets, channel dimensions and patterns were tested and compared.
To simplify the simulations, the flow field were divided up into sections and compared
individually before it was assembled and tested.

The fluid simulation is based on the Navier-Stokes equations and the continuity equa-
tion, which was solved with the use of boundary conditions for inlet, outlet and walls
of the model, to calculate the mass flow and pressure in the model geometry [47]. The
simulations was performed with laminar flow of single phased liquid water, which was in
the program, where simulations with a KOH solutions had to be added as a blank material
with parameters for density and dynamic viscosity. Meshing was put to normal, and then
finer or coarser depending on the model. For boundary conditions, the inlet was specified
with different rates of mass flow, walls had a no-slip condition and the outlet was set to
ambient pressure.

Results were compared by flow velocity [m/s] and pressure [Pa]. Velocity was displayed
as a slice in the geometry, shown in figure 2.4.2, to analyse how the fluid travelled through
the flow field. For more accurate results, the velocity was plotted from the average de-
rived values by selecting the surface of the desired cross section, which gave the average
velocity in each sub channel. This was possible since the flow field was cut in half and
assembled in solid edge, where the connection between the parts made a surface. The
average velocity was then converted to flow rate [g/min] for comparison.

Figure 2.4.2: Flow field velocity simulation in COMSOL

Pressure was displayed as surface and contour to give an indication on where the impact
zones were, shown in figure 2.4.3. More accurate data was plotted by using the maximum-
and minimum derived value for volumes and selecting the relevant geometry. This gave
the maximum- and minimum pressure, respectively, which was used to find the pressure
drop.
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Figure 2.4.3: Flow field pressure simulation in COMSOL

2.4.3 Structural Mechanics simulation
To compress the gaskets for the desired length, the force on each bolt of the stack had
to be estimated. To do this, a simulation method called structural mechanics were used.
This simulation method also made it possible to analyse the deformation of the gaskets,
horizontal expansion, and stress and strain that arose as a result of the compression.[72]
To analyse the expansion of the gaskets is essential for estimating the groove length for the
gaskets. This is for not having the gasket expansion interfering with other components,
and to prevent leakage. An analogy of the structural mechanics simulation is shown in
figure 2.4.4

(a) Simulation structure (b) Bolt force

Figure 2.4.4: Compression simulation

Simulations were performed on half of the stack size, with one- and three cells, shown in
figure 2.4.4a. Boundary conditions were set to symmetry on all cut edges, fixed constraint
on the bottom surface of the stack, and boundary load at the top surface. To simulate the
force from the bolts with boundary load, surfaces were added in Solid Edge with the same
surface area of the springs used to keep the bolts in place. The force from the bolt surface
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is shown in figure 2.4.4b. The mesh was put to normal (Figure 2.4.5a), and the quality
adjusted for parts and surfaces of interest, as shown in figure 2.4.5 and 2.4.6.

(a) Normal mesh, stack components (b) Finer mesh, gasket

Figure 2.4.5: Meshing of components

The built in material “Steel AISI 4340” was used on every part except for the gaskets,
which had a blank material with different values for Young’s modulus, Poisson’s ratio
and material density. There are 6 gaskets, as marked blue in figure 2.4.5b, needed to be
compressed for a total of 1.8mm. Two and two gaskets are paired on top of each other in
the stack, forming three layers, one for each cell. For the visualisation of the mesh of the
bridges in figure 2.4.6, other components between the end plates have been hidden.

Figure 2.4.6: Extremely fine mesh, bridges

The stress and strain occurring on components from the compression, was analysed with
a volume plot of the von Mises stresses. The von Mises stress was further compared with
the yield strength of the component material, to evaluate the margin of safety.

The most fragile component of the stack are the bridges, being 0.8mm thick. The bridges
will support the gaskets during compression, which may cause a high amount of stress
on the bridges. Figure 2.4.7 visualise the gasket compression on a flow field plate. The
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figure shows the bridge area, with the bridge lying on top of the inlet’s ribs. This is what
causes the red vertical lines of von Mises stress after compression, in figure 2.4.7b.

(a) Bridge area from area from above. (b) von Mises stress, bridge area.

Figure 2.4.7: Compression simulation, 115 [N] per bolt: von Mises stress from the gasket
compression, from above.

To simulate the stress and strain in the gaskets under compression and operating pressure,
two gaskets were assembled between the end plates. The compression was simulated with
prescribed displacement, while pressure was added with boundary load on the inside of
the gasket, as seen in figure 2.4.8.

Figure 2.4.8: Simulating pressure on the inside of the gasket.
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2.5 Matlab
Matlab is a tool for solving mathematical problems with over 300 functions and the option
to make own functions, where results can be displayed graphically [73]. In this case,
Matlab R2019a/b was used for simple calculations of the results from fluid simulation in
COMSOL, and used to display the data in graphs.

37



Chapter 3

Results

3.1 Fluid flow simulation
The simulation was first used to find the best flow field pattern to optimise. In the next
step different parts of the flow field were separated and individually simulated for better
performance, while in the last step the parts were combined to create a flow field with
uniform flow distribution and low pressure drop.

All fluid flow simulations were performed with automatically added normal mesh and
with water at 20◦C unless other information is provided. The results from COMSOL were
calculated in Matlab, where the average velocity was converted to flow rate with equation
C.0.1, where the water density of 998kg/m3 was from appendix C.9.1, and pressure drop
was calculated from the minimum and maximum pressure readings from COMSOL.

3.1.1 Flow field pattern design
The simulations on the flow fields in figure 3.1.1 were performed with a coarse mesh
and a flow rate of 50g/min. This was to see how the fluid was distributed among the sub
channels, and to find a design to optimise. The fluid distribution is shown in figure 3.1.1
as a velocity field in the centre of the flow field, while the results of the pressures are given
in table C.1.1 and are displayed as pressure drop in table 3.1.1.

Table 3.1.1: Pressure drop over the flow fields in figure 3.1.1 at 50g/min.

Flow field Pressure drop [Pa]
Straight 343
Straight V-neck 212
5ch horizontal 181
5ch vertical 190

38



CHAPTER 3. RESULTS

In figure 3.1.1 the velocity in the flow fields are given with their respective colour scale
and vary with each figure. Both 3.1.1a and 3.1.1b have a lower distribution in the centre
sub channels, while 3.1.1c and 3.1.1d have a repeating pattern in the channels that favour
the last sub channel from the inlet.

(a) Straight (b) Straight V-neck

(c) 5ch horizontal
(d) 5ch vertical

Figure 3.1.1: Velocity field in [m/s] for different flow field patterns, simulated at 50g/min
from the inlet at the top.
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3.1.2 Centre channel variations
The flow field pattern from figure 3.1.1d were selected as the design to optimise, where
the first step was to find out how the flow distribution in the sub channels could be im-
proved. This was done by only simulating on the centre channel with different changes,
illustrated in figure 3.1.2. The results from the simulations are given in table C.2.1 and
presented as flow rate and pressure drop in table 3.1.2.

In figure 3.1.2, the velocity field shows the fluid distribution in the channels, where even
coloured sub channels indicate a uniform distribution, while dark blue areas indicate low
flow zones. The effect of the changes is listed in table 3.1.3.

(a) C1 (b) C2

(c) C3 (d) C4

(e) C5 (f) C6

(g) C7 (h) C8

(i) C9 (j) C10

Figure 3.1.2: Velocity fields in [m/s] of different centre channels with a flow rate of 50g/min.
Inlet from the left with sub channel (1-5) from the top. Dimensions specified in figure C.2.1.
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From table 3.1.2, the flow distribution in the channels favour sub channel 5, while sub
channel 1 have the worst flow rate. In channel C1, the difference between sub channel 1
and 5 is 2.96g/min, while the difference in C10 is 1.18g/min, with 255Pa lower pressure
drop. These simulations showed what changes to different parts of the channel did for the
flow distribution, and was used as the foundation when optimising the entire flow field.

Table 3.1.2: Flow rate in the sub channels and pressure drop over the channels simulated at
50g/min, displayed in figure 3.1.2.

Flow rate [g/min] Pressure drop [Pa]
Channel Sub 1 Sub 2 Sub 3 Sub 4 Sub 5 Total
C1 8.52 9.04 9.64 10.34 11.48 1035
C2 8.83 9.24 9.59 10.16 11.21 947
C3 8.30 9.59 9.73 10.39 11.04 965
C4 8.02 10.11 10.50 10.14 10.26 914
C5 8.18 10.23 9.97 10.13 10.53 926
C6 9.31 9.59 9.67 9.97 10.50 896
C7 9.30 9.65 9.66 9.96 10.47 888
C8 9.37 9.63 9.61 9.93 10.49 882
C9 9.36 9.59 9.57 9.88 10.66 882
C10 9.35 9.58 9.60 9.96 10.53 780

Table 3.1.3: The effect of the different centre channel design in figure 3.1.2.

Channel Change Effect
C1 Original design High pressure drop and bad flow distribution
C2 Rounded edges/corners Lower pressure drop and better distribution
C3 Different length of ribs Restriction for sub 5 inlet and sub 1 outlet
C4/C5 Shorter rib length Better distribution in sub 2-5 and worse in sub 1
C6 Incline to the sub channels Better flow rate in sub 1
C7 Outer bend radius Remove dark blue zones
C8 Radius above sub channels Remove dark blue zones
C9 Radius to the sub channels Less restriction for sub 5 outlet
C10 Inner bend radius Lower pressure drop
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3.1.3 Channel depth
Pressure drop

To see how the channel depth affected the pressure drop, multiple depths was tested for
the same channel, ranging from 0.5 to 1.3 mm with a flow rate of up to 50g/min. Figure
3.1.3 illustrate how the pressure drop over the channel is distributed. The results from the
simulation are given in table C.3.1 and displayed in figure 3.1.4 with pressure drop as a
function of the simulated flow rate. From the graph in figure 3.1.4, the pressure drop is
increasingly increased when the channel depth is lowered.

Figure 3.1.3: Illustrating the pressure drop distribution as contour lines at 50g/min over the
channel in figure C.2.1b, with a channel depth of 1mm.

Figure 3.1.4: Pressure drop for different channel depths (0.5-1.3mm) of the channel in figure
3.1.3 as a function of the simulated flow rate.
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Flow distribution

The simulations used to find the pressure drop in figure 3.1.4 were used to find the flow
distribution for the different depths. This was to see if the distribution was affected by
the channel depth. The velocity results at 50g/min from the simulations are given in table
C.3.2 and displayed as flow rate in table 3.1.4.

From table 3.1.4, the flow rate in the sub channels is increased from sub channel 1 to
5 for all depths, where there is no correlating change in the flow rate in the sub channels
as the depth of the channel changes.

Table 3.1.4: Flow distribution with different depths for the channel in figure 3.1.3, at
50g/min. Displaying flow rate [g/min] in each sub channel.

Depth Sub 1 Sub 2 Sub 3 Sub 4 Sub 5
0.5 mm 8.82 9.23 9.58 10.19 11.08
0.6 mm 8.95 9.18 9.57 10.22 11.12
0.7 mm 8.87 9.20 9.57 10.20 11.08
0.8 mm 8.81 9.18 9.57 10.21 11.13
0.9 mm 8.79 9.25 9.62 10.20 11.24
1.0 mm 8.85 9.25 9.58 10.21 11.14
1.1 mm 8.75 9.22 9.68 10.27 11.11
1.2 mm 8.67 9.30 9.69 10.34 10.98
1.3 mm 8.77 9.23 9.65 10.19 11.04
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3.1.4 Inlet
To find the bottle neck in the inlet from the supply to the channels, the different geometries
was simulated with a flow rate of up to 250g/min at a length of 1000mm. The results are
given in table C.4.1 and shown in figure 3.1.5, where the pipe is the entrance from the
supply connection and the duct is the passage from the pipe to the flow fields. From the
graph, the pressure drop is higher in the pipe, which has a steeper curve, while the radius
on the duct has a small increase.

Figure 3.1.5: Pressure drop over different geometries with a length of 1000mm, Pipe
(6.35mm), duct (16.5x5mm) and duct with radius (2.5mm radius), illustrated in figure C.4.1.
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3.1.5 Immersion channel
The channels had to pass under the bridge that supported the gasket, which gave a restric-
tion on the channels. Two different solutions were simulated to reduce the implication this
had to the flow field. Figure 3.1.6 shows the pressure contour over the different solutions,
with dimensional changes in 3.1.6a and a ramp in figure 3.1.6b. From the figures, the
pressure drop was around 70Pa with dimension changes and around 50Pa with a ramp.

(a) Dimension change (b) 2.0mm

Figure 3.1.6: Pressure contour of the different channel geometry under the bridge with a
flow rate of 10g/min. The model dimensions are specified in figure C.5.1.
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Ramp

Since the ramp design had a lower pressure drop, this was chosen and further simulated
to find the optimal design of the ramp. The results from the simulation of the different
ramp designs are displayed with pressure contour in figure 3.1.7 and velocity field in fig-
ure 3.1.8.

From figure 3.1.7, the collection of contour lines in the ramp is reduced for the increased
ramp length, where in figure 3.1.7d the ramp has little effect on the contour lines.

(a) 1mm (b) 1.5mm

(c) 2mm (d) 3mm

Figure 3.1.7: Pressure contour of the channel ramp under the bridge, where the channel is
moved up 1mm in 1, 1.5, 2 and 3mm. The model dimensions are specified in figure C.5.1.
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The velocity field in figure 3.1.8 indicate that the velocity is highest in the ramp and
decreases with the increased length, where the change between figure 3.1.8a and 3.1.8b.

(a) 1mm (b) 1.5mm

(c) 2mm (d) 3mm

Figure 3.1.8: Velocity field of the channel ramp under the bridge, where the channel is moved
up 1mm in 1, 1.5, 2 and 3mm. The model dimensions are specified in figure C.5.1.
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3.1.6 Channel width
To see the effect of changing the channel width from the inlet to the sub channels, two
flow field were simulated with a flow rate of 50g/min, see figure 3.1.9. The pressure
results are given in table C.6.1, which gave a pressure drop of 215Pa and 171Pa for the
flow field in figure 3.1.9a and 3.1.9b, respectively. In the figures, the transparent section
between the inlet and flow field is the immersed channel and ramp section, which is at
another height than the velocity slice and therefor not included. The velocity fields have
different colour scales, where the velocity in the 2.5mm channels to the sub channels are
lower.

(a) 2mm channels (b) 2.5mm channels

Figure 3.1.9: Velocity field of different channel widths, 2mm (a) and 2.5mm (b) with 1mm
rib at 50g/min. Specified dimensions in figure C.6.1.
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3.1.7 Flow field with identical inlet/outlet
Figure 3.1.10 illustrates how the flow distribution could be optimised by using the sim-
ulations from 3.1.2 as a starting point and changing the parameters for each channel in
the flow field. The simulation was performed with a flow rate of 50g/min per channel,
where the results are given in table C.7.1 and displayed in table 3.1.5 as flow rate in the
sub channels and pressure drop over the channels.

In figure 3.1.10, the flow field is made from two identical half side with the inlets on
the left side. Channel 1 to 5 starts from the top and the same goes for the sub channels.
The flow in channel 1 is different from the rest, where the inlet is directly above the sub
channels. There are also dark blue areas above the sub channels in all of the channels,
which indicate that the fluid has low or no velocity.

Figure 3.1.10: Velocity field of the five channels in the flow field with a flow rate of 50 g/min
per channel. Dimensions specified in figure C.7.1.

From table 3.1.5, channel 3 and 4 has the worst distribution, where the flow rate increases
from sub channel 1 to 5 with a maximum difference of 1.34g/min and 1.5g/min, respec-
tively.

Table 3.1.5: Flow rate [g/min] in the sub channels and pressure drop [Pa] over the channels
in figure 3.1.10, with a flow rate of 50g/min.

Channel Sub 1 sub 2 Sub 3 Sub 4 Sub 5 Pressure drop
1 9.60 10.45 9.82 9.46 9.80 1029
2 9.90 9.52 9.54 9.88 10.34 1069
3 9.19 9.61 9.74 10.09 10.53 1064
4 9.08 9.59 9.74 10.10 10.58 1049
5 9.22 9.86 9.96 10.07 10.03 1000
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3.1.8 Final flow field
Simulations were performed on flow field channels with different inlet and outlet changes
to improve the flow distribution from figure 3.1.10.

Five separate channels

To optimise each channel, the flow field was simulated with five separate inlets, illustrated
in figure 3.1.11 where the inlets are on the left side and channel 1 is on the top, the same
applies to the sub channels. The simulation was performed at a flow rate of up to 50g/min
per channel, where the results are given in table C.8.1. From the values obtained in table
C.8.1, the flow rate in the sub channels is presented in table 3.1.6 and shown in figure
3.1.12, while the pressure drop over the channels is shown in figure 3.1.13.

Figure 3.1.11 shows the velocity field in the channels of the final design, where the first
channel has a dark blue area above the sub channels, which indicate low or no velocity.

Figure 3.1.11: Velocity field of the channels in the final design at 50g/min per channel. Di-
mension specified in figure A.6.1

From table 3.1.6, channel 4 has the worst distribution were the difference between sub
channel 1 and 5 is 0.7g/min.

Table 3.1.6: Flow rate [g/min] in the sub channels and pressure drop [Pa] over the channels
from figure 3.1.11, with a flow rate of 50g/min per channel.

Channel Sub1 Sub 2 Sub 3 Sub 4 Sub 5 Pressure drop
1 9.42 9.84 9.57 9.76 10.09 709
2 9.93 9.84 9.46 9.65 9.80 725
3 9.62 9.76 9.58 9.75 9.97 717
4 9.36 9.81 9.69 9.78 10.06 709
5 9.40 9.80 9.85 9.86 9.77 704
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In figure 3.1.12, the graphs display the flow rate in the sub channels as a function of the
simulated flow rate. In channel 4 and 5 the flow rate in sub channel 1 starts to decrease
from a factor of 0.6, while channel 1 has a wider consisting spread.

Figure 3.1.12: Flow distribution in the channels shown in figure 3.1.11, displaying the flow
rate in every sub channel as a function of the simulated flow rate.
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Figure 3.1.13 shows the pressure drop over each channel as a function of the simulated
flow rate. The increase in flow rate has an ever increasing pressure drop over the channels,
where channel 2 has the highest pressure drop, then followed by channel 3.

Figure 3.1.13: Pressure drop over the different channels in figure 3.1.11 of up to 50g/min per
channel.

To see how the flow field performed from the wrong side, a simulation with 50g/min per
channel were tested from the outlet side. In figure 3.1.14, the velocity field from the
simulation illustrates how the flow would be distributed. From the figure, the velocity in
the first sub channel from the outlets are much lower than the rest.

Figure 3.1.14: The final flow field reversed with 50g/min per channel from the outlets on the
left side.
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Stack with one flow field

To see if the flow distribution between the channel was even, a simulation of the flow field
with one inlet was performed (see figure C.8.2). The simulation was with a flow rate of
up to 250g/min, the results is given in table C.8.4 and showed as flow rate per channel in
figure 3.1.15 and table 3.1.7 with the pressure drop over the simulated model.

In figure 3.1.15 the flow rate in the sub channels is combined as the total flow rate in
the channels. From the graph, channel 2 and 3 has a slightly lower flow rate, while chan-
nel 1 and 5 has the highest flow rate. Table 3.1.7 gives the values from the simulation,
where the difference between channel 1 and 2 is 1.38g/min at a simulated flow rate of
250g/min.

Figure 3.1.15: Flow distribution in the channels with a single inlet of up to 250g/min

Table 3.1.7: Flow rate [g/min] in the channels from figure 3.1.15 and pressure drop [Pa] over
the flow field.

Flow rate [g/min] Ch 1 Ch 2 Ch 3 Ch 4 Ch 5 Pressure drop
0.2/50 9.15 9.11 9.19 9.09 9.05 108
0.4/100 18.55 18.26 18.44 18.39 18.39 254
0.6/150 28.08 27.46 27.69 27.77 27.91 438
0.8/200 37.72 36.72 36.92 37.20 37.59 660
1.0/250 47.44 46.06 46.16 46.69 47.36 920

Since the simulated water at 20◦C vary from the 1M KOH soulutian used under opera-
tions, a simulation was performed on the final flow field with both water and 1M KOH
at 60◦C. The density of water and 1M KOH at 60◦C are 983kg/m3(figure C.9.2) and
1034kg/m3(figure C.9.3), respectively, where the results from the simulations are given
in table C.8.2 and displayed in table 3.1.8. From pressure readings in table C.8.2, the
pressure drop over the model were 932Pa with water and 695Pa with KOH.
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In table 3.1.9, the flow rate in the sub channels for 1M KOH at 60◦C and Water at 60◦C
are displayed and compared with water at 20◦C (values from table C.8.4). There are sim-
ilar trends between water and KOH, where the flow rate vary more with 1M KOH with a
the difference in channel 4 at 1.25g/min between sub channel 1 and 5.

Table 3.1.8: Flow rate [g/min] in the final flow field with one inlet at 250g/min for different
solutions.

Channel Flow rate [g/min]
Water 20◦C Sub 1 Sub 2 Sub 3 Sub 4 Sub 5
1 9.32 9.70 9.28 9.32 9.81
2 9.54 9.18 8.89 8.99 9.45
3 9.12 9.21 9.05 9.24 9.53
4 9.05 9.31 9.24 9.40 9.68
5 9.21 9.56 9.47 9.56 9.56
Water 60◦C Sub 1 Sub 2 Sub 3 Sub 4 Sub 5
1 9.33 9.73 9.29 9.35 9.82
2 9.54 9.14 8.88 9.02 9.46
3 9.07 9.22 9.06 9.26 9.51
4 9.04 9.32 9.26 9.40 9.68
5 9.22 9.55 9.49 9.56 9.57
1M KOH 60◦C Sub 1 Sub 2 Sub 3 Sub 4 Sub 5
1 9.69 10.24 9.24 9.25 9.94
2 9.77 9.16 8.77 9.11 9.80
3 9.12 9.16 8.93 9.29 9.79
4 8.93 9.33 9.25 9.60 10.18
5 8.99 9.66 9.68 9.93 10.06

Complete stack with three flow fields

A simulation on three flow fields connected to the same inlet and outlet was performed
(see figure C.8.3, to simulate the complete stack and see the distribution among the dif-
ferent cells. The simulation was with a flow rate of 150g/min and 300g/min, where the
results are given in table C.8.5 and presented as flow rate in the flow field and pressure
drop over the stack in table 3.1.9. From the table, the bottom flow field have the highest
flow rate, which is 1.92g/min higher than the top flow field.

Table 3.1.9: Flow rates for the different flow fields in the stack and pressure drop over the
stack.

Total flow rate [g/min] Pressure drop [Pa]
Simulated flow rate Flow field top Flow field mid Flow field bot Stack
150 g/min 45.27 45.59 45.93 128
300 g/min 91.10 92.09 93.02 319
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3.2 Structural mechanics simulation
The results from the structural mechanics simulations first presents the force needed on
each bolt for the 1.8mm gasket displacement, followed by the horizontal expansion and
deformation of the gaskets, illustrated as volume plots. Then, the von Mises stress oc-
curring on different stack components from the compression and operating pressure are
presented, also as volume plots. The von Mises stress are compared with the minimum
value of the component material tensile strength, to estimate the Margin of Safety.

3.2.1 Gasket compression
The graph in figure 3.2.1 shows the displacement vs a factor multiplied 100N. The com-
putations show a force between 115-120N, on each bolt, to compress the stack 1.8mm.

Figure 3.2.1: Gasket displacement graph.
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Two and two gaskets are paired on top of each other in the stack, forming three layers,
one for each cell. This is illustrated in figure 3.2.2a and 3.2.2b, where the colour legend
describe the vertical displacement of each point, in millimetre. The deformation of the
gaskets was also simulated, as shown in figure 3.2.3a and 3.2.3b.

(a) Inside

(b) Outside

Figure 3.2.2: Compression simulation, 115 [N] per bolt: Gasket displacement
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(a) Before deformation (b) After deformation

Figure 3.2.3: Compression simulation, 115N per bolt: Gasket deformation from above.

Then calculations of the displacement in y-direction (figure 3.2.4a) and x-direction (figure
3.2.4b) were made.

(a) y-direction (b) x-direction

Figure 3.2.4: Compression simulation, 115 [N] per bolt: Gasket displacement, x- and y-
direction from above.

All of these computations made an idea of how much space was needed for the gasket to
expand on the flow field plates, without affecting other components.
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3.2.2 von Mises stress
The von Mises stress simulations gives an insight on the stress impact on individual com-
ponents, and an indication if the component will yield or not. The von Mises stress
simulation results will be used to calculate the Margin of Safety for component yielding
evaluation.

Gasket simulation

The von Mises stress in the gasket was found to see if the gaskets could handle the com-
pression and pressure under operation. Figure 3.2.5 illustrates the von Mises stress in one
cell with two gaskets that was compressed 0.6mm in figure 3.2.5a and with 5Bar applied
on the inside in figure 3.2.5b. From the figures, the stress on the gaskets is located at the
edges, where the highest points are in the corners. The highest value of von Mises stress
is seen in figure 3.2.5b, where a value of 2.64N/mm2 is reached.

(a) Compression

(b) Pressure

Figure 3.2.5: Von Mises stress in two gaskets at 0.6mm compression in (a) and including a
pressure of 5Bar on the inside in (b).

Comparing the tensile strength of the gasket material from appendix B.3 with the von
Mises stress simulations of the gasket leads to a MoS of equation 3.2.1

MoS =
(7 − 2.64) N

mm2

2.64 N
mm2

= 1.65 (3.2.1)
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Bridge simulation

Figure 3.2.6 (a), (b) and (c) shows the upward turning bridges of the half cell stack, on the
left side, and the down turning on the right side. The bridges are turned on the illustration
below the upper one, to get a view on the stress occurring from the ribs. The legends
shows the von Mises stress in N/mm2.

(a) Top cell, left and right bridge

(b) Middle cell,left and right bridge

(c) Bottom cell, left and right bridge

Figure 3.2.6: Compression simulation, 115 [N] per bolt: von Mises stress on the bridges of
the three cells.

The computations indicates that almost all of the stress lies between 0- and 5Nm/mm2.
The highest stress is concentrated in small points on the components.
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Having the von Mises stress maximum value of 34.4N/mm2 compared with the mate-
rial properties of Inconel 625 Alloy in appendix B.2 leads to a MoS value of equation
3.2.2.

MoS =
(460 − 34.4) N

mm2

34.4 N
mm2

= 12.37 (3.2.2)
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Discussion

The first part of the discussion presents different computations done by simulations. Op-
timising the flow field of the flow field plates are made a priority of this thesis, and will
be the largest part of the discussion. For the assembling and compression of the AEMWE
stack, Structural Mechanics simulations have been performed, to compute gasket dis-
placement, stress and strain due to the stack compression.
The second part of the discussion focuses on different construction solutions, reducing
stack size and material usage.

4.1 Flow field simulations
The flow field is an important part of the AEMWE stack, where the optimisation of the
flow field could improve cell performance. By designing a flow field that have a uniform
flow distribution over the active cell area, the circulation of reactants and products can be
more efficient.

In real life, there would be a two phase flow of gas bubbles and water solution in the
electrolyser. Two phase computation is complex and would require both time and ad-
vanced computers to simulate. Instead, a single phased laminar flow of liquid water was
used to simulate the flow over the flow field. By doing this simplification, the implication
of the gas bubbles on the flow field will not be accounted for, which may lead to devi-
ations from the simulated results. However, by designing a flow field that has an even
distribution of water, the pressure drop for the different channels should be equal, which
may result in a similar distribution for the two phased flow.

4.1.1 Choosing a flow field pattern
When determining the flow field pattern, two of the common flow field patterns were
compared, the serpentine and the straight flow field (see figure 1.5.3). The straight flow
field has shorter paths and thus lower pressure drop compared to the longer channels in
the serpentine, which also has more bends. Since the flow tends to choose the easiest path,
some channels may have low or no flow. From the slug formation in the flow fields (see
figure 1.5.4), the serpentine flow field would tend to accumulate more gas bubbles, thus
blocking more of the active cell area for new reactants. This may not be desirable for an
electrolyser. Therefore a starting point was taken with a straight flow field.

The simulations in section 3.1.1 was taken with a coarse mesh and relatively low flow
rate at 50g/min, which may be due to personal computer limitations. This may affect the
results, but these simulations were done to get an overview of major differences between
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the flow patterns, where a finer mesh may not be necessary. Although the flow rate was
relatively low, this gave an indication of how the flow was distributed over the flow field,
where a higher flow rate would probably have made these differences clearer.

From the simulations, the basic straight flow field has relative high pressure drop (see
figure 3.1.1a), where the centre channels have little to no flow. By modifying the inlet
region with a larger open area (see figure 3.1.1b) the pressure drop is reduced from 343Pa
to 212Pa, while the distribution appears to be better. But this open area would have less
rib contact for the PTL, which may reduce the support of the MEA.

In the five channel patterns, with horizontal and vertical inlet/outlet sections (see figure
3.1.1c and figure 3.1.1d), the flow appeared to be evenly distributed among the channels,
while having an uneven distribution between the sub channels. Since the channels divide
the flow field into sections, the changes can be more concentrated, which should make it
easier to optimise. The channels from the inlet to the sub channels can be a downside of
the five channel flow fields, where the channel to rib width can be too much in favour of
the channels, which will increases the contact resistant between the ribs and PTL in this
area. However, these larger channels also result in a lower pressure drop from the inlet to
the sub channels, which may be preferable.

By using horizontal inlets/outlets, the channels would have a similar design but less cor-
ners, which can reduce the pressure drop increasingly at increasing flow rate, compared
to the vertical inlet/outlet which also has some variation in the channels. But, with hori-
zontal channel inlet/outlet, the flow field plate width increases, which would account for
more material usage between the inlets/outlets when making the plates, especially for
mass production.

4.1.2 Centre channel optimisation
Since there was little difference between the five channel flow fields, the flow field with
vertical inlet/outlet that required less material, was chosen to be optimised. By isolating
a channel in the flow field, the simulations in section 3.1.2 could be performed with the
same flow rate of 50g/min in one channel, which was like testing the entire flow field at
250g/min. This increase amplified the effect from channel changes, which made it eas-
ier to see differences. But the smaller colour differences in the sub channels were still
difficult to distinguish, where the colour changed depending on the computer screen and
image size. Instead, the flow distribution was compared by the average velocity readings
in the cross section of the sub channels.

The method of comparing the flow rates should be better than just looking at colour dif-
ferences, where the accuracy of the measure will depend on the mesh fineness. This is
due to the calculation method used in CFD, which is solved by assuming linearity in the
mesh elements. The number of areas the mesh divides the cross section into (see figure
2.4.1), will therefore determine the number of values used to find the average velocity,
thus affecting the accuracy of the measurements. Since models were simulated with the
same mesh size, the simulations should be comparable.

The simulations in section 3.1.2 were performed on the centre channel of the flow field
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in figure 3.1.1d. This channel was made of one half, which made the inlet and outlet side
identical, where this can be regarded as the average channel of the flow field. The optimal
design for the centre channel would not necessarily be the optimal solution for the rest of
the flow field, but can be used as a starting point.

From the basic design of the channel (see figure 3.1.2a), the favoured sub channel was
the one furthest away from the inlet and closest to the outlet, where the flow rate in the
sub channels towards the inlet gradually decreases. This may indicate that the channel
distribution is determined more by the exit point, than the entrance point in the channel.
Therefore, modifications on the design should be made to evenly distribute the flow.

Restricting the sub channels with different rib lengths (see figure 3.1.2c) may contribute
to a more even flow distribution to the sub channels, but, when doing this on a flow field
with identical inlet/outlet channels, the restrictions done on the inlet side will affect the
opposing sub channel on the outlet side. When making a restriction on sub channel 5, for
instance, to get a higher flow distribution towards sub channel 1, the restriction also hap-
pens at the outlet on sub channel 1. Due to the restriction also occurring at sub channel 1,
the flow distribution does not get improved. This also applies when rounding the corner
to sub channel 1 (see figure 3.1.2i), making less restrictions for the flow on the inlet side,
it also makes less restrictions for the flow in sub channel 5 on the outlet side. By using an
incline to the sub channels 3.1.2f), the flow rate in sub channel 1 was increased, while the
the flow rate in sub channel 5 seemed unaffected. This limits the optimisation of identical
inlet/outlet channel flow fields, designed to have flow distribution from either way.

By reducing rib length at the sub channel interconnections (see figure 3.1.2d and 3.1.2e),
there would be more area for the flow to distribute over the sub channels. This improved
the distribution in sub channel 2-5, while sub channel 1 got worse. This also increased the
low flow zones over the sub channels on the inlet side, where gas bubbles can accumulate
and block the flow. These low flow zones were reduced by increasing the bend and corner
radius that made the fluid flow more easily through the channel (see figure 3.1.2b, 3.1.2g,
3.1.2h and 3.1.2j ). This also reduced the pressure drop across the channel with relatively
low change in the flow distribution.

The simulations showed that by optimising the flow field, the flow distribution was im-
proved from 2.96g/min between sub channel 1 and 5 to 1.18 g/min, which resulted in
34.7% to 12.6% more flow in sub channel 5, respectively. This also reduced the pressure
drop with 255Pa (see table 3.1.2). The flow still tends to prefer the sub channels closest
to the outlet.

4.1.3 The effect of the channel depth
The channel depth of the flow field depends on the thickness of the flow field plates,
where the manufacturing method and the design of whether the flow field is on one side,
or both, limits the depth. With the traditional way of CNC-milling the flow field on the
field plates, the channels could be made as deep as the cutting tool allow. Another man-
ufacturing method is to stamp the plates into shape, which can create thinner plates to
reduce weight and volume of the stack. If the goal is to make thinner plates, the channel
depth should be made accordingly.
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To see the effect that channel depth has to the pressure drop and flow distribution, a single
channel were simulated with different depths at the same flow rate of 50g/min (see fig-
ure 3.1.3)). From the pressure computations given in table C.3.1, both the maximum and
minimum values are listed, which is the pressure at the inlet and outlet, respectively. The
boundary condition at the outlet was set to ambient pressure, where the pressure at the
outlet would have been zero if the simulation reached the specified boundary conditions.
This were achieved at lower flow rates, while for higher flow rates the values became
negative. The negative values are relatively similar for the different depths, even though
the inlet pressure varies more.

In CFD, the simulation run until the difference between the last and previous calculation
is lower than an error limit. At this point, the simulation converges to a solution, where
the solution should have reached the set boundary conditions. But this can be difficult
to achieve, and the solution can vary from the specified boundary conditions, where the
difference can be an indication of how much the solution deviates from the final solution.
This may explain why there are negative values, but since they are similar, comparison of
the different simulations should give valid results. The pressure readings from the differ-
ent centre channel design were also relatively similar (see table C.2.1), where one channel
stood out, channel C10. This channel was the only one that had a larger inner radius in the
bend (see figure 3.1.2j). By increasing the inner radius, the flow should go easier through
bends, which should lead to a more controlled streamlined flow out of the bend. Having a
more controlled flow near the outlet may be the reason the simulation came closer to the
set boundary condition, at the outlet.

From the graph in figure 3.1.4, the pressure drop is ever increasing with the flow rate.
This can be explained by equation 1.5.1 where the pressure drop is depending on average
velocity squared, where increasing the flow rate will cause more fluid to pass through the
channel, thus leading to higher flow velocity. The pressure drop was also increasingly
increased when the channel depth got smaller, which could also be related to the average
velocity, where the same flow through a smaller channel must have a higher velocity to
transport the same amount of fluid.

Even though the pressure drop over the channel changed with the depth, it seemed to
have no effect on the flow distribution (see table 3.1.4). Thus, the channel depth should
only be limited by the pump of the system, if it can handle the pressure drop, and the
thickness of the flow field plate.

4.1.4 Inlet region
The inlet region is starting at the supply connection and ends when the reactants reaches
the active cell area. In an electrolyser stack, several cells are fed from the same inlet,
which means that the passage through the flow field plates must have the capacity to dis-
tribute reactants to all the flow fields. If the passage is too small, the pressure drop will
increase and may hinder the reactants from reaching the flow fields furthest from the inlet.

Since the supply connection has a fixed dimension of 6.35mm in diameter, which is due to
the connecting hose, this should be the part with the most friction of the inlet, the bottle-
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neck. Making the passage through the plates with less friction than this should be enough
for an even distribution to the flow fields. But the passage channel changes dimension
between the cells and split into the different channels, which will increase the pressure
drop. Therefore, the pressure drop across the passage channel should be much lower than
the drop across the pipe dimension of the inlet.

The geometries used in the stack were simulated with straight models to compare the
pressure drop of up to 250g/min, which is to deliver 50g/min to each channel in one flow
field. But the pressure drop in straight channels can be relatively low for shorter lengths,
so the models tested had a length of 1000mm, which is around ten times longer than the
stack. This gave a better indication on the pressure drop differences for the different ge-
ometries (see figure 3.1.5), where the pressure drop difference between the supply pipe
and passage duct increased with the flow rate, where the pipe had a much higher friction.
The reason for this should be the cross section of the different areas, where the area of the
pipe is smaller than the duct.

Due to the longer passage depth in the end plates, a cutting tool with the same dimen-
sion as the height of the duct at 5mm was used, which created the corners with a 2.5mm
radius. To have a more consistent passage, the thinner flow field plates was also made
with the same dimension. The effect this had was relatively low, with a small increase in
pressure drop from a square duct. But this was still much lower than the friction from the
pipe, where the passage should be large enough not to create a bottleneck in the inlet.

Connecting the inlet to the flow field

The bipolar plates made in this stack were created with flow field on both side of the same
plate. This required a solution that could connect the different flow fields to the inlet pas-
sage, while being sealed from the other flow field. To do this, a bridge was designed to
act as a support for the gasket and lay on top of the ribs to create channels under the bridge.

Two options were compared for the channels beneath the bridge, wider channels with
lower height, or immersed channels that went up a ramp to the flow field (see figure
C.5.1). The concepts were simulated at 10g/min and had both an inlet and outlet section
(see figure 3.1.6), where the pressure drop for the dimensional change was around 70Pa
and 50Pa with the ramp. Although these pressure values are low, the difference is rela-
tively high.

By having wider channels with lower height, the inlet channels can be created on the
same plane as the rest of the flow field, which would simplify the production. But the
height of the channel is dependant on the bridge thickness, where the bridge must be
thick enough to withstand the compression of the gasket and be at the same height as the
rest of the plate. For a channel depth of 1.0mm, the bridge and channel depth have lim-
ited height, where lowering the channel depth will increase the pressure drop (see figure
3.1.4). Immersing the channels in the plate and connecting them with a ramp can allow
the channel depth to be consistent, without reducing the thickness of the bridge. This will
require a thicker flow field plate and is probably more demanding to produce. But since
the bipolar plates are made with flow fields on both sides, the thickness should already
be thick enough to lower the channels. For this design, the ramp seemed to be the better
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solution.

Since the ramp were the preferred solution, several ramp designs were tested, where they
went up 1.0mm in 1.0, 1.5, 2.0 and 3.0mm (see figure C.5.1). By increasing the ramp
length, both the plate and bridge would have to compensate by increasing the length as
well, which also meant longer channels from inlet to the flow field. The pressure drop
over the ramps were similar, but the collection of contour lines on the shorter ramps in-
dicated that the pressure drop was more focused in the ramp, while the longer channels
had increased pressure drop because of the length (see figure 3.1.7). To further investigate
the differences, the velocity field was compared for the different ramps (see figure 3.1.8),
where the biggest change seemed to be between the ramp lengths 1.0-1.5mm, with little
effect of increasing the ramps more. The 1.5mm ramp length was therefore seen as the
most optimal to use on the flow field plates.

Width of the channels from inlet to the sub channels

Having an active flow field area of 50cm2 lead to a flow field of 100x50 cm2. First divid-
ing the flow field into 25 sub channels and 25 ribs lead to one extra rib. Then dividing that
1mm rib into each sub channel left 25 sub channels of 1.04mm, and 24 ribs of 1mm.

In the five channel design, five separate channels distributes fluid to their five respective
sub channels. The size of the channel should therefore be capable of delivering enough
reactants to the sub channels, without requiring too much pressure force. Although a
wider channel will be able to deliver more fluid at lower rate, it will also require more
space in the flow field (see figure C.6.1).

The space usage of the flow field is important for the performance of the cell, where
increasing the width will further favour the channels compared to the ribs, while the area
of sub channels and ribs also is reduced. This area is the part of the flow field that has
symmetry with the opposing flow field, where shorter ribs reduce the contact points that
overlap with the other ribs to obtain a uniform compression of the cell.

To see the effect of the channel width, two flow fields were simulated at 50g/min, where
one had 2.0mm channels and the other had 2.5mm channels (see figure 3.1.9), with a pres-
sure drop of 215Pa and 171Pa, respectively. Both flow fields had ribs of 1.0mm, which
made the inlet width larger for the 2.5mm flow field. This may have an effect on the pres-
sure drop difference, but from the pressure drop across the duct geometry in figure 3.1.5,
the pressure drop should be relatively small. Instead, the pressure drop difference appears
to come from the channel width, where the velocity in the 2.0mm channel is higher (see
figure 3.1.9a). The pressure drop may not be so high at this flow rate, but from the pres-
sure drop readings for the varying depth in figure 3.1.4, a flow rate of 50g/min on the
whole flow field will be the same as a factor of 0.2, where the pressure drop differences
should increase for higher flow rates.

Even though the wider channel reduces the rib lengths, the pressure drop reduction may
be necessary for the stack, where the pump may be able to reach higher flow rates. If the
channels get too wide, they will also cover a larger region of the active area. Due to this,
to not cover too much of the active area, there was set a channel width limit of 2.5mm.
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4.1.5 Flow field with identical sides
Simulations on the whole flow field were more demanding for the computers, limiting the
flow rates. By separating the channels with different inlets, each channel could be simu-
lated with a flow rate of 50g/min simultaneously, which made it easier to see changes. But
in doing so, the simulation would not show how the inlet flow was distributed between
the channels.

Although this were an important part of the optimisation of the flow field, this method
made it possible to measure the pressure drop over each channel. By comparing the pres-
sure drop over the various channels, at the same flow rate, it can be assumed that the flow
will choose the channel with the lowest pressure drop. From this, the channels were de-
sign with an optimal distribution among the sub channels, while having the pressure drop
relatively similar.

Several simulations were performed with different changes to the different channels to
optimise the flow field. But by designing a flow field that had the same inlet and outlet,
where the flow could come from either way, had the same limitations as for the centre
channels (see section 4.1.2).

By using the optimised centre channel design as a starting point (see figure C.2.1j), with
the ramp design of 1.5mm (see figure C.5.1d) and a channel width of the 2.5mm (see fig-
ure C.6.1b) a flow field with a maximum difference of 1.5g/min between the sub channels
in channel 4 was designed (see figure 3.1.10). This was the worst channel with 16.5%
more flow in sub channel 5 compared to sub channel 1.

The changes that were made to the channels was relatively similar, except for the inlet
section in channel 1 and the outlet section in channel 5, since these went straight to/from
the inlet/outlet. Although the flow distribution in the channels was relatively uniform,
each channel had a low velocity area above the sub channels on the inlet side, which may
cause accumulation of bubbles.

4.1.6 Final flow field simulations
Channel distribution

Instead of going for identical channel design on the inlet/outlet channels, the channels
were separately optimised with specific inlet- and outlet channel design. This made it
possible to combine different concepts that did not work well for the previous flow field.
The final flow field was optimised with the same simulation strategy used in section 4.1.5.

Since the flow tended to prefer the sub channels furthest away from the inlet, with a
rising flow rate from sub channel 1 to 5, the channels could now be optimised by reducing
the flow rate in some of the channels, while simultaneously increasing the flow rates in
others. This made it possible to get better results with less change. With a channel depth
of 1.2mm and the same ramp and channel width as used earlier (see section 4.1.5), the
final flow field were able to reduce the difference between sub channel 1 and 5 in channel
4 down to 0.7g/min (see figure 3.1.11), with 7.5% more flow in sub channel 5. This is
more than 50% distribution improvement from the channel in section 4.1.5.
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In channel 2-5, the changes made were close to identical (see figure A.6.1), where the
low flow zones above the sub channels also was removed. Channel 1 was the exception
that required a different solution. This channel required more changes to both the inlet-
and outlet section of the channel, where the low flow zone still was above the sub chan-
nels at the inlet side. Due to production deadlines, models of the final flow field plates had
to be delivered to the workshop, for CNC-milling. Removing the low flow zone would
be more optimal for channel 1, preventing risks for bubble accumulation, but due to time
limitations this was not completed. If the the five channel design with the horizontal in-
let/outlet had been selected from the first simulations (see figure 3.1.1c), channel 1 would
have been similar to the rest, where applying the same changes should have worked.

The pressure drop across the channels in the final flow field has very similar trends (see
figure 3.1.13), where channel 2 has a slightly higher pressure drop, followed by channel
3. This may give an indication that channel 2 and 3 will have a slightly lower flow rate
than the rest, when connected to the same inlet.

By simulating the final flow field from the outlet side (see figure 3.1.14), the distribu-
tion seems to be worse than for the basic design of which it was based on. This can be
explained by the restrictions that where set on the best sub channels, now restricts the
worst channels.

Flow field distribution

To simulate how the flow distribution in the channels of the final flow field was, a model
of the inlet and outlet for the stack were created (see figure C.8.2). This was a simplifi-
cation of the inlet path without the changes between the flow field plates, which would
have made more disturbance in the flow. Since the point of the simulation was to find the
distribution when combined to the same inlet, this did not matter.

When simulating on this model, the computation time went down, compared to previ-
ous simulations of flow field connected to the same inlet. Previous simulations had the
inlet/outlet close to the channel entrances, where simulations struggle to find a solution,
which could use multiple hours at higher flow rates, like 100g/min, without converging to
a solution. In contrast, the new model with the inlet/outlet away from the entrances, could
run a simulation at 250g/min at around the same time as testing the separate channels with
50g/min each. This may indicate that the simulation converges faster when the inlet/outlet
regions are less disturbed from changes in the flow. But this was discovered later in the
process, after the design was finished.

To find the flow rate in each channel, the flow rate in the sub channel was combined.
From the simulation of up to 250g/min in the final flow field (see figure 3.1.15), the dis-
tribution between the channels were similar, where channel 2 and 3 had a slightly lower
flow rate. This shows that the pressure drop over the channels from figure 3.1.13 would
be a good indication of where the fluid would flow. The biggest difference in flow rate
was between channel 1 and 2 with 1.38g/min, where channel 2 have 3.0% higher flow
rate.
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The flow rates obtained from the channels were lower than the simulated flow rate, where
the difference increased relative to flow rate (see table 3.1.7). This is the case for all the
simulations, where this may be the solution of the simulation that converges before the
boundary condition is reached or that the mesh size is not optimal. It may also be that
the calculation of the flow rate was done with values from appendix C.9.1 and not from
COMSOL. But since the results were calculated the same way (see equation C.0.1), it
would be correct relative to each other and should only give small differences.

The simulations with water used the standard temperature set in COMSOL at 20◦C, while
the operating environment for the electrolyser will be 1M KOH at 60◦C. Since KOH was
not listed in the program, it was added with values for density and dynamic viscosity,
which was obtained from appendix C.9.2. This was simulated at 250g/min and compared
with water at 60◦C (see table 3.1.8). Water at 60◦C still had relatively the same distribu-
tions as water at 20◦C, while 1M KOH at 60◦C had higher differences in the sub channels,
where the highest was in channel 4 with 1.25g/min between sub channel 1 and 5.

The pressure drop was 695Pa for KOH and 932Pa for water at 60◦C. From the material
properties of 1M KOH (see appendix C.9.2) and water (see appendix C.9.1, the differ-
ences of density and dynamic viscosity was relatively small. This may be an indication
that the results obtained from the KOH simulation are not valid.

Flow field distribution in the stack

In the last simulation, a model of three flow fields were connected to the same inlet to
see how the distribution between them would be (see figure C.8.3). The stack model was
simulated with 150g/min and 300g/min, which was like 50g/min and 100g/min per flow
field. From this simulation, the simplification of the inlet between the flow field may lead
to some variations from the results, where the dimensional changes between the flow field
plates is not accounted for.

With the same trend as for channels, the flow tended to favour the flow field that was
closest to the outlet (see table 3.1.9), which was the bottom one that had 1.92g/min more
flow rate the top flow field, which is 2.1% more. This is a relatively low difference com-
pared to the flow rate off 300g/min, but the stack has three flow fields, if more were added,
the difference may increase.

4.2 Structural mechanics simulations
Stack compression is both for sealing, and making contact between components. The
gaskets has to be displaced a certain length to be co-planar with the PTLs.
The compression of the gaskets may cause a number of problems. The structural mechan-
ics simulations from Comsol Multiphysics are in an automatic form union relationship
between stack components, that make all surface relationships act as a fixed constraint,
having non slip conditions. This leads to the compression simulations of the gaskets being
linear. In practice there will be friction between the two gaskets in each cell, and between
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the gaskets and flow field plates. This causes an nonlinear compression, making the dis-
placement and deformation harder to predict, expanding only from the middle of each
gasket. Computing a non linear simulation requires large computing power, and having
limited computing resources causes all simulations to be linear with non slip conditions.

Having an even and stable compression of the gasket is essential for sealing the elec-
trolytic process, making the environment stable, and preventing blending of the different
reactions occurring.

Results from figure 3.2.2a may show that the compression of the gasket will vary in the
three cell layers. The centre lines of the gasket layers in the three cells are uneven, having
more peaked centre lines towards the bottom cell. The displacement results of the top cell
gasket are more evenly distributed over the two gaskets than the middle and bottom cell,
showing a bigger and more uneven displacement in the lower gaskets.
Figure 3.2.2b and 3.2.3b, which shows the displacement and deformation of the gaskets,
also suggests the gaskets having a larger displacement on the outward-facing corners of
the gaskets, and a minimum on the inward-facing corners. The largest displacement seems
to be on the outer surface of the gasket, where the vertical and horizontal gasket section
around the flow field meet.

The dimensions of the bridge area may be too small, which opens the possibility for
the gasket to expand into the inlet/outlet area. There are 0.6mm from the centred gasket
to the inlet/outlet on the bridges, giving little room for over-exceeding the results from
figure 3.2.4a. If the expansion does not over-exceed too much, it will not cause too much
problems.

On the previous design of the flow field plates there were a gasket groove of 3.5mm
(shown in figure A.2.2 appendix A.2). This groove was to shorten the displacement
length, for the gaskets to be coplanar with the PTLs. Also, the groove made it easier
to centre the gasket on the flow field plates, and left 0.25mm on each side of the centred
gasket for expansion. The displacement simulation of the gasket shown an expansion of
at least 0.6mm (figure 3.2.4), which would make the gasket expand onto the corners of the
groove. It was then decided to remove the outer wall of the groove, and make an incline of
0.2mm towards the flow field (as figure A.2.1 in appendix A.2). This was to make room
for the gasket expansion, and to make it easier for the CNC-milling.

Having the 0.2mm incline towards the flow field may also cause problems for the gas-
ket compression, making the compression uneven. The incline is made to make a softer
transition from the gasket groove, if it will expand further than the groove. There are
0.4mm from the centred gasket to the incline, the results from the simulations in figure
3.2.4 may indicate that the gaskets will expand into the incline. If this will be a problem
or not is unsure, but having in mind that the incline is not very steep, or particularly wide,
it is considered as a good solution, contrary the sharp edge on the 0.2mm groove.
To make the gaskets expand as planned, the gaskets must be centred as well as possible.

The von Mises stress simulations of the gaskets show a maximum value of 2.64 N/mm2.
Compared to the material properties of the gaskets with a tensile strength of 7 N/mm2,
gives a MoS of 1.65. This does not show signs of yielding caused by the stack compres-
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sion. The form union function also here, cause the contact surfaces of components to have
non-slip conditions. Since the gaskets were locked in place, it is uncertain if the friction
between the flow field plates and the gaskets, created by the compression, is sufficient to
keep the gaskets in place. As the simulations is not certainty, this has yet to be proven.

Results of von Mises stress and strain simulation on the bridges shows a maximum value
of 34.4N/mm2 at the middle and bottom cell. Comparing this with the tensile strength of
460N/mm2 of Inconel 625 Alloy, results in a MoS of 12.37. Having in mind that the rule
of a MoS≥ 0 is a structure with adequate strength for the applied load, this will not cause
the bridges to yield, but the bridge being 0.8mm may still be too thin.

The von Mises simulations shows only microscopic concentrated points for the maxi-
mum values, which may indicate that they are caused by simulation errors. The average
value of both the gaskets and bridges are far below the maximum value.

4.3 Stack components

4.3.1 End plate
Volume reduction

The end plates are the thickest component of the AEMWE stack. Reducing width and
length of the end plates makes a significant difference in weight and material usage of
both the end plates and stack assembly. Moving the centre bolt hole between the in-
let/outlet area made a volume and material reduction of more than 18%, on each end
plate, from the original design in figure A.1.1. Despite this, having two bolts through the
stack may also lead to complications.

To make sure the end blocks are electrical insulated, the bolts through the stack section
has to be electrical insulated. This means either having an electrical insulated material
covering bolts of metal, requiring more space for the bolts, or having the bolts electri-
cal insulated themselves. Previous testing and use of plastic screws have shown varying
results, and there is often great wear on the threads, which means that the screws need
to be replaced at more frequent intervals. The solution chosen for this project is to have
the bolts electrical insulated, with a RENY plastic/glass fiber material. RENY material
is known to be the strongest of all plastic materials, and are suitable as a metal substitute
in many applications, as automobiles and construction, which may make them applicable
for stack compression as well.

Gasket width

Placing the centre bolt hole between the inlets/outlets caused limitations of the gasket
width. As seen i figure A.2.1 the length between the inlet/outlet- and centre bolt hole is
4.3mm, which limited the gasket width to 3mm total width. This leave 0.65mm for gasket
expansion on each side of the centred gasket. The gasket could be thinner at this particular
area, but to have as even compression as possible, the same length have been chosen for
the whole gasket.

71



CHAPTER 4. DISCUSSION

4.3.2 Flow field plates
Material selection

As the flow field plates are essential components of the stack assembly, the choice of
material has to be carefully selected. For the material selection, SINTEF run a series of
corrosion and ICR screening tests of different materials. Test results (figure 2.2.5) proved
Inconel 625 Alloy to be the most applicable for this project, and electrolytic environment.

Current collector

Many electrolysers are designed with a current collector unit, such as a current collector
plate. In this design, the current terminals are attached to the unipolar plates, using the
unipolar plates as current collectors. This reduces usage of material, cost, size and weight
of the stack. The angle of the current collector connection to the unipolar plates are not
optimised, which may lead to an uneven current distribution.

Anode/Cathode flow field

It is an identical flow field on the anode and cathode electrode of each cell in the AEMWE
stack. Having in mind that the reactions occurring on each electrode are different, this
may not be optimal. The distribution of products and reactants on each electrode differs,
and may cause one side ”drying out”. There will be water/KOH distribution on each
electrode, increasing the ionic conductivity and are contributing to prevent occurring of
concentration gradients and drought.
If the flow fields are asymmetrical there might be an uneven division of rib and channel
area, which will further on lead to uneven contact resistance. Having a symmetrical flow
field pattern may provide more balanced current conduction, having the same contact
resistance on each electrode.

Bridge

The bridge turned out to be a solution to several things. First off it started as a solution
to reduce the flow field plate thickness. Making an immersion at the inlet/outlet area with
an interconnected ramp to the flow field, made it possible to make the gasket groove at
the same height as the flow field. This made it possible making 3mm thick bipolar plates.
The bridge are used as support for the gasket across the inlet/outlet channel area, and as a
flow channel limit, constraining the size and path of the inlet/outlet flow channels and the
ramp section.
The incline towards the flow field, for the ramp section, are very thin, but this does not
seem like a problem, according to the von Mises stress simulations.
This being a separate part from the flow field plates can lead to some complications during
assembling, but may be solved by welding, or tape.

4.3.3 Stack assembly
Keeping gaskets and components steady during the assembling of the stack may be chal-
lenging. The dimensions of the stack components are relatively small, making the chances
of error margins higher. The gaskets are cut by hand with a template and a scalpel, that
also increase chances of margin errors, imperfections and uneven surfaces. The PTLs are
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also cut by hand.
To support the stack assembling, the centre bolts will be used as guide pins for the flow
field plates, and helical compression springs are used to keep the bolts centred. Still, there
are 0.2mm on each side of the centre bolts, which means it does not keep the flow field
plates locked in place, and leaves room for the plates to slip out of the centring.

Workshop

The final design of all components were delivered to the workshop in the end of March
and beginning of April. Unfortunately the corona situation delayed the CNC-milling
of the components until the middle of May due to urgent corona virus missions, at the
workshop. Thus the practical tests of the AEMWE stack was delayed and will not be a
part of this bachelor report.
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Conclusion

Fluid flow simulation

This study has shown how Computational Fluid Dynamics (CFD) can be used as a tool
to analyse and optimise the flow distribution on a flow field. Single phase liquid water
are used to simplify the simulation computations, due to limited computer resources. The
computation time was greatly reduced when the simulated model had extended inlet and
outlet.

A straight flow field pattern was chosen, based on the fact that the serpentine flow field
pattern has a tendency to have more accumulation of gas bubbles. This may block the
passage in the active cell area.
Simulations for both vertical- and horizontal inlets/outlets were computed, showing a
lower pressure drop on the horizontal inlets/outlets. This may be on account of the hori-
zontal design having less corners than the vertical design. The vertical inlet/outlet solution
was chosen, based on the fact that the horizontal design caused a higher material usage.

Dividing the flow field into separate channels make the flow distribution more concen-
trated, and thus easier to optimise. The flow field was divided into 25 sub channels of
1.04mm, and 24 ribs of 1mm. Further on, the sub channels was divided into sections of
five, with a larger channel distributing flow to the sub channels, from the inlet. Simula-
tions of different channel widths showed that wider inlet channels lead to a lower pressure
drop, but this would also take up space of the active cell area. In the final design, inlet
channels of 2.5mm were chosen.

The inlet passage through the flow field plates was created with a 16.5x5mm square hole,
with 2.5mm radius in the corners. This was to ensure that the pressure drop in the passage
would not create a bottleneck for the distribution to the flow fields, preventing reactants to
reach all of the flow field plates. The bottleneck of the AEMWE stack will be the 6.35mm
diameter of the Swagelok tube fitting, connected to the end plate threads.

Both wider channels with reduced height, and immersed channels with a ramp was simu-
lated as a solution to the bridge support. Having the wider channel with a distinctly higher
pressure drop than the immersed channel, the immersed channel was preferred. Intercon-
necting the immersed area at the inlet-/outlet section to the flow field by a ramp, creates a
continuous flow having a consistent channel depth, together with the bridge constraining
the immersion channel from above. The ramp length selected was 1.5mm, after the com-
putations from the flow simulations proved this to be optimal.
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Results from simulations have shown that:

• The flow tend to favour the sub channel closest to the outlet, and is reduced in the
sub channels towards the inlet.

• Low flow zones in the flow field can be discovered and removed to reduce areas for
gas bubble accumulation.

• Reducing the depth of the channel have increasingly increased pressure drop, with-
out affecting the flow distribution.

With identical inlet and outlet sides of the centre channel, the flow distribution in the
channel was improved from 34.7% to 12.6% higher flow rate in the favoured sub channel
compared to the worst. By using the centre channel as a starting point, less changes was
required to the rest of the flow field. Results shows that a flow field with identical inlet
and outlet sides has limited possibilities to optimise flow distribution and removing low
flow zones, since it is optimised to operated in both directions. The worst channel in the
flow field had a 16.5% higher flow rate in the favoured sub channel compared to the worst.

By designing inlet and outlet specified sides, the channel optimisation can be more di-
rect, which lead to better flow distribution and less low flow zones from one direction.
The worst channel in the flow field had a 7.5% higher flow rate in the favoured sub chan-
nel compared to the worst. This is a 50% distribution improvement from the channel in
the flow field with identical sides. From individual simulating on the channels and opti-
mising each channel with similar pressure drop, the distribution among the channels were
optimised to a 3% higher flow rate in the preferred channel compared to the worst. This
was chosen as flow field plate design, with a channel depth of 1.2mm to reduce pressure
drop, where this give 0.6mm between the flow fields on the bipolar plates

Structural mechanics simulation

Computing the stack compression simulations with the form union function leave out the
non-linearity of the practical compression. This brings higher uncertainty to the expan-
sion and deformation computations of the gaskets. This can further lead to complications
with the gaskets expanding into the inlets/outlets from the bridge area, and/or into the
incline towards the flow field. Having the gaskets expanding into the incline may result
in uneven gasket compression. The simulations further on showed a larger displacement
at the outwards facing corners, and less displacement at the inward facing corners. The
need of a good centring of the gaskets are essential to minimise over-expansion.

The results from the von Mises stress simulations does not show any signs of yielding
on exposed components. Computations resulted in a MoS of 1.65 for the gaskets, and
12.37 for the most exposed bridges. The MoS is calculated with the maximum value of
the von Mises stress on the components, even though the average values were much lower.
Also in the von Mises stress simulations, the form union function between the stack com-
ponents affect the results, especially the von mises stress simulations on the gaskets, hav-
ing them with non-slip conditions on the contact surfaces.
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Stack components

Placing the centre bolts of the stack assembly between the inlets/outlets made a significant
volume reduction of more than 18%. The RENY bolts used through the centre holes are
made of RENY material, which are seen as the most durable of all plastic materials. Still,
there might be great wear on the threads, leading to more frequent replacement intervals.

The two centre bolts with passage through the stack assembly made restrictions for the
width of the gaskets. It was chosen to have a gasket width of 3mm, for the whole gasket,
to have as even gasket compression as possible.

The flow fields being identical at the anode/cathode electrode of each cell in the AEMWE
stack may not be optimal. There is differ in reactants and products on each electrode,
which may cause one side ”drying out”. As a solution to this, there will be water/KOH
distribution on each electrode, increasing the ionic conductivity and prevention of occur-
ring concentration gradients and drought. The symmetric flow field may also cause the
current conduction between the stack components to be more balanced, having the same
contact resistance on each side of the cell.

Screening tests proved Inconel 625 Alloy to be the most suitable material for the flow
field plates of the AEMWE stack. This was based on Inconel being the material with
lowest ICR increase after corrosion testing at two different compression pressures, it was
also done a series of other tests. The immersion at the inlet/outlet area, and using bridges
to support the gaskets during compression, reduces the thickness of the bipolar plates
to 3mm. Reducing material usage, stack size and -weight are essential for up scaling.
Other measures done for reducing stack properties is attaching the current terminals to
the unipolar plates, and removing the outer gasket groove and the gasket groove around
holes. Removing the outer gasket groove was particularly done to make room for gasket
expansion, but also resulted in weight reduction, and making it easier and time saving for
the CNC milling process.

It may be challenging to assemble the AEMWE stack components. Working with small
components increase chances of margin errors. Having the gaskets cut by hand with a
scalpel and a template may lead to imperfections and uneven surfaces on the gaskets.
Even though the centre bolts work as guide pins, they have a clearance of 0.2mm on each
side, not keeping the flow field plates in place. This leaves room for the plates to slip out
of centring.

Delays at the workshop due to corona virus and urgent corona virus missions lead to
delayed practical testing of the AEMWE stack. Thus there will be no practical stack
testing in this bachelor report.
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Appendix A

Design solid edge

A.1 End plate dimensions

Figure A.1.1: Original end plate dimensions, before decreased length by centre hole

Figure A.1.2: Dimensions of the final end plate design. Top figures: Top and bottom surface,
respectively. Bottom left figure: Short surface and Swagelok coupling, Bottom right figure:
Dimensions between bolt-, inlet and coupling holes.
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A.2 Bipolar plate dimensions

Figure A.2.1: Final dimensions of the bipolar plates.

Figure A.2.2: Previous design of flow field plates, with gasket groove.
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A.3 Unipolar plate dimensions

Figure A.3.1: Dimensions of the unipolar plates with terminal, the rest is similar to the bpp
in figure A.2.1
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A.4 Bridge dimensions

Figure A.4.1: Dimensions of the bridge and bridge groove.

A.5 Gasket dimensions

Figure A.5.1: Dimensions of the gasket, with either 1 or 1.5mm thickness.
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A.6 Flow field dimensions

Figure A.6.1: Dimensions of the inlet(upper) and outlet(lower) side of the final flow field.



Appendix B

Components and materials

B.1 Stainless steel 316 Datasheet

Figure B.1.1: Stainless steel 316, end plate material, datasheet, edited from reference.[74]
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B.2 Inconel 625 Alloy Datasheet

Figure B.2.1: Inconel 625 Alloy, datasheet, edited from reference.[75]



RUBBER SHEETS PHYSICAL PROPERTIES AND TECHNICAL INFORMATION

TRADE NAME

Standard EPDM sheet 60 ShA
CODE

4000 60
APPLICATION

Ethylene-propylene
POLYMER:

EPDM

CHARACTERISTICS UNITS OF 
MEASURE

SPECIFICATIONS VALUES

HARDNESS (H): 60Sh.A3
TENSILE STRENGTH (CR) 7MPa
ELONGATION AT BREAK (AR) 350%
TEAR STRENGTH 20N/mm (.)
ABRASION RESISTANCE mm3
SPECIFIC GRAVITY 1,28g/cm3

WORKING TEMPERATURES

In Air °C

In Oil °C

In Water °C

ASTM D 2240
ASTM D 412C
ASTM D 412C
ASTM D 624B

DIN 53516
DIN 53479

± 5

TOLERANCE

min.
min.
min.

± 0,03

ASTM D 573 min: - 30 max: + 100

min: max:

min: max: +90

ASTM D 471

ASTM D 471

This data sheet has been issued with the greatest care and it is the result of several proofs made in our laboratory, according to specific norms.
We don't ensure that the same tests carried out in other laboratories at the same conditions can give the same results.

MAIN CHARACTERISTICS
Elasticity Compression Abrasion Flame Fuels Ozone

GOOD GOOD/POOR GOOD/POOR POOR UNSUITABLE EXCELLENT

AGEING Δ H Sh.A3
%
%
%

8
- 20
- 40

In: Air
For: 72 h
At: 100 °C

Δ CR
Δ AR
Δ V

ASTM D 573

AGEING Δ H Sh.A3
%
%
%

OKIn: Ozone
For: 70 h
At: 30 °C -100 pphm- all. 50 

Δ CR
Δ AR
Δ V

ASTM D 1149

AGEING Δ H Sh.A3
%
%
%

-5

+ 5

In: Water
For: 72 h
At: 100 °C

Δ CR
Δ AR
Δ V

ASTM D 471

APPENDIX B. COMPONENTS AND MATERIALS

B.3 EPDM 4000 HG-60 Datasheet
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B.4 Helical compression spring Datasheet

Figure B.4.1: Helical compression spring data sheet.
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Appendix C

Fluid flow simulations from COMSOL

Unless other information are given, simulations was performed with water at 20◦C.
The average velocity results was converted to flow rate with equation C.0.1.

Flow rate [g/min] =Vavg[m/s] ·Ac[m2] ·ρ[kg/m3] ·1000[g/kg] ·60[s/min] (C.0.1)

C.1 Different flow field patterns

Table C.1.1: Results from simulations on the flow fields in figure 3.1.1 at 50g/min. Displaying
the pressure [Pa] over the flow fields.

Flow field Max Min
Straight 341 -2
Straight V-neck 210 -2
5ch horizontal 180 -1
5ch vertical 189 -1

C.2 Centre channels

Table C.2.1: Results from simulations on different centre channels (figure C.2.1) with a
flow rate of 50g/min. Displaying the average velocity in the sub channels (cross section:
1.04x1mm) and pressure over the channels.

Average velocity [m/s] Pressure [Pa]
Channel Sub 1 Sub 2 Sub 3 Sub 4 Sub 5 Max Min
C1 0.1368 0.1452 0.1547 0.1661 0.1843 1002 -34
C2 0.1417 0.1483 0.1540 0.1632 0.1800 892 -54
C3 0.1334 0.1540 0.1562 0.1668 0.1773 908 -57
C4 0.1288 0.1623 0.1687 0.1628 0.1648 862 -53
C5 0.1314 0.1643 0.1600 0.1627 0.1691 870 -56
C6 0.1495 0.1540 0.1553 0.1600 0.1687 837 -59
C7 0.1494 0.1550 0.1551 0.1599 0.1682 833 -54
C8 0.1504 0.1546 0.1543 0.1594 0.1684 829 -53
C9 0.1503 0.1540 0.1536 0.1587 0.1711 831 -52
C10 0.1501 0.1538 0.1541 0.1600 0.1691 778 -2
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(a) C1

(b) C2 (c) C3 (d) C4

(e) C5 (f) C6 (g) C7

(h) C8 (i) C9 (j) C10

Figure C.2.1: Centre models used to simulate pressure drop and the fluid distribution in the
sub channels. The dimensions are in [mm], and the depth is 1mm.
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C.3 Different channel depths

Table C.3.1: Results from the simulations on the centre channel in figure C.2.1b with differ-
ent depths, ranging from 0.5-1.3mm. Displaying the pressure [Pa] with a flow rate of up to
50g/min (at 1.0).

— 0.5 mm 0.6 mm 0.7 mm 0.8 mm 0.9 mm
Factor Max Min Max Min Max Min Max Min Max Min
0.1 332 0 205 0 139 0 101 0 76 0
0.2 681 0 423 0 289 0 211 0 159 0
0.3 1050 1 655 0 450 0 330 0 249 0
0.4 1442 1 902 0 623 0 458 -1 347 -1
0.5 1862 1 1167 1 809 -1 594 -9 451 -7
0.6 2310 1 1451 -12 1009 -11 740 -20 562 -16
0.7 2789 1 1756 -28 1224 -22 896 -33 681 -26
0.8 3300 -3 2082 -48 1456 -36 1062 -49 808 -38
0.9 3844 -21 2429 -71 1703 -52 1239 -66 944 -51
1.0 4422 -42 2804 -98 1969 -70 1428 -86 1093 -66
— 1.0 mm 1.1 mm 1.2 mm 1.3 mm
Factor Max Min Max Min Max Min Max Min
0.1 59 0 48 0 40 0 34 0
0.2 125 0 101 0 84 -0 71 0
0.3 197 0 159 0 132 -0 112 0
0.4 275 -2 223 -2 185 -2 157 -2
0.5 359 -8 291 -7 242 -6 206 -6
0.6 450 -15 365 -13 304 -12 260 -11
0.7 548 -24 444 -21 373 -18 318 -18
0.8 653 -35 532 -30 446 -26 381 -25
0.9 768 -47 625 -41 525 -35 448 -33
1.0 892 -60 724 -52 608 -46 519 -43

Table C.3.2: Results from the simulations on the centre channel in figure C.2.1b with differ-
ent depths, ranging from 0.5-1.3mm. Displaying average velocity [m/s] in the sub channels
(cross section: Depthx1.04mm) at a flow rate of 50g/min.

Depth Sub 1 Sub 2 Sub 3 Sub 4 Sub 5
0.5 mm 0.2834 0.2963 0.3076 0.3272 0.3558
0.6 mm 0.2394 0.2457 0.2560 0.2736 0.2975
0.7 mm 0.2034 0.2111 0.2195 0.2340 0.2542
0.8 mm 0.1769 0.1844 0.1921 0.2049 0.2234
0.9 mm 0.1568 0.1650 0.1716 0.1819 0.2005
1.0 mm 0.1421 0.1485 0.1538 0.1640 0.1789
1.1 mm 0.1278 0.1346 0.1413 0.1499 0.1622
1.2 mm 0.1160 0.1245 0.1296 0.1384 0.1470
1.3 mm 0.1084 0.1140 0.1191 0.1258 0.1364
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C.4 Inlet geometries

Figure C.4.1: Models used to simulate pressure drop in the inlet geometries, values in [mm].
Pipe is the inlet from the connection to the stack and duct is the channel from the pipe to the
sub channels, with and without radius.

Table C.4.1: Results from the simulation on different geometries in figure C.4.1 with a length
of 1000mm and a flow rate of up to 250g/min (factor=1.0). Displaying the pressure drop [Pa]
over the different models.

Factor Pipe Duct Duct with radius
0.1 12 3 3
0.2 26 6 7
0.3 42 10 11
0.4 59 14 15
0.5 76 18 20
0.6 94 21 24
0.7 112 25 29
0.8 130 29 34
0.9 148 33 38
1.0 166 37 43
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C.5 Immersion channels

(a) Dim change (b) 2mm

(c) 1mm (d) 1.5mm

(e) 3mm

Figure C.5.1: Models for simulating from inlet to channels under the bridge. Figure (a) has
a dimension change and (b-e) have a ramp that is moving the channel up 1mm in different
lengths.



APPENDIX C. FLUID FLOW SIMULATIONS FROM COMSOL

C.6 Width of channels and inlet

(a) 2mm channels (b) 2.5mm channels

Figure C.6.1: Models used to simulate the different channel widths in figure 3.1.9, where (a)
has 2mm channels and (b) has 2.5mm channels.

Table C.6.1: Pressure results from simulations of the models in C.6.1 at 50g/min.

Channel width [mm] Max [Pa] Min [Pa]
2 214 -1
2.5 170 -1
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C.7 Flow field with identical inlet/outlet

Figure C.7.1: Model used for simulating the different channels with identical half sides,
where the values are in [mm] and the depth of the channels is 1mm. Channel 1 is on the
right side and the same goes for sub channel 1.

Table C.7.1: Results from the simulation on the flow field in figure C.7.1, with a flow rate of
50g/min per channel. Displaying average velocity in sub channels (cross section: 1.04x1mm)
and pressure over the channels.

Average velocity [m/s] Pressure [Pa]
Channel sub 1 sub 2 sub 3 sub 4 sub 5 max min
1 0.1532 0.1667 0.1565 0.1509 0.1562 1002 -27
2 0.1579 0.1519 0.1522 0.1575 0.1649 1054 -14
3 0.1465 0.1532 0.1554 0.1609 0.1680 1051 -13
4 0.1447 0.1529 0.1554 0.1611 0.1687 1036 -13
5 0.1471 0.1572 0.1589 0.1606 0.1599 987 -13
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C.8 Final flow field

C.8.1 Five channels

Figure C.8.1: Model in COMSOL of the final flow field divided into five separate channels.
Each sub channel is referred to as Sub x.x (Sub ”channel number”.”1-5, starting at the top”)
and the dimensions is specified in appendix A.6.



APPENDIX C. FLUID FLOW SIMULATIONS FROM COMSOL

Table C.8.1: Results from the simulation on the final design of the channels in figure C.8.1.
Displaying the average velocity in the sub channels and pressure [Pa] over the channels with
a flow rate of up to 50 g/min(Factor=1.0).

Average velocity [m/s] Pressure drop [Pa]
Ch 1 Sub 1.1 Sub 1.2 Sub 1.3 Sub 1.4 Sub 1.5 Ch 1 Max Min
0.1 0.0122 0.0124 0.0126 0.0129 0.0130 0.1 45 0
0.2 0.0246 0.0251 0.0254 0.0259 0.0263 0.2 95 0
0.3 0.0370 0.0381 0.0382 0.0391 0.0398 0.3 150 -1
0.4 0.0495 0.0512 0.0511 0.0522 0.0533 0.4 210 -4
0.5 0.0620 0.0644 0.0639 0.0654 0.0669 0.5 275 -7
0.6 0.0745 0.0777 0.0768 0.0785 0.0805 0.6 345 -11
0.7 0.0872 0.0910 0.0897 0.0916 0.0941 0.7 420 -15
0.8 0.1000 0.1045 0.1025 0.1047 0.1078 0.8 500 -20
0.9 0.1129 0.1180 0.1153 0.1177 0.1214 0.9 586 -26
1.0 0.1260 0.1317 0.1280 0.1306 0.1350 1.0 676 -33
Ch 2 Sub 2.1 Sub 2.2 Sub 2.3 Sub 2.4 Sub 2.5 Ch 2 Max Min
0.1 0.0130 0.0128 0.0126 0.0125 0.0123 0.1 46 0
0.2 0.0260 0.0258 0.0253 0.0252 0.0251 0.2 97 0
0.3 0.0391 0.0388 0.0380 0.0380 0.0380 0.3 153 -0
0.4 0.0524 0.0520 0.0508 0.0510 0.0511 0.4 215 -2
0.5 0.0657 0.0651 0.0635 0.0639 0.0643 0.5 282 -4
0.6 0.0790 0.0783 0.0762 0.0769 0.0776 0.6 354 -7
0.7 0.0924 0.0916 0.0889 0.0899 0.0909 0.7 433 -11
0.8 0.1058 0.1049 0.1015 0.1030 0.1042 0.8 517 -15
0.9 0.1194 0.1182 0.1141 0.1161 0.1176 0.9 606 -19
1.0 0.1329 0.1316 0.1266 0.1292 0.1311 1.0 701 -24
Ch 3 Sub 3.1 Sub 3.2 Sub 3.3 Sub 3.4 Sub 3.5 Ch 3 Max Min
0.1 0.0130 0.0128 0.0126 0.0125 0.0124 0.1 46 0
0.2 0.0260 0.0257 0.0253 0.0252 0.0251 0.2 97 0
0.3 0.0388 0.0387 0.0382 0.0381 0.0382 0.3 153 -0
0.4 0.0517 0.0518 0.0510 0.0512 0.0515 0.4 214 -2
0.5 0.0645 0.0648 0.0639 0.0643 0.0649 0.5 280 -4
0.6 0.0774 0.0779 0.0768 0.0774 0.0785 0.6 351 -7
0.7 0.0903 0.0910 0.0897 0.0906 0.0921 0.7 428 -10
0.8 0.1031 0.1041 0.1025 0.1039 0.1058 0.8 511 -14
0.9 0.1160 0.1173 0.1154 0.1172 0.1195 0.9 599 -19
1.0 0.1288 0.1306 0.1282 0.1305 0.1334 1.0 693 -24
Ch 4 Sub 4.1 Sub 4.2 Sub 4.3 Sub 4.4 Sub 4.5 Ch 4 Max Min
0.1 0.0130 0.0128 0.0126 0.0125 0.0123 0.1 46 0
0.2 0.0259 0.0257 0.0253 0.0252 0.0252 0.2 96 0
0.3 0.0387 0.0388 0.0382 0.0381 0.0383 0.3 152 -1
0.4 0.0513 0.0519 0.0512 0.0512 0.0516 0.4 212 -2
0.5 0.0637 0.0651 0.0642 0.0643 0.0652 0.5 277 -4
0.6 0.0762 0.0783 0.0773 0.0775 0.0788 0.6 348 -7
0.7 0.0885 0.0915 0.0903 0.0908 0.0926 0.7 424 -11
0.8 0.1008 0.1047 0.1034 0.1041 0.1065 0.8 506 -15
0.9 0.1130 0.1180 0.1165 0.1175 0.1205 0.9 593 -19
1.0 0.1252 0.1313 0.1296 0.1308 0.1346 1.0 685 -24
Ch 5 Sub 5.1 Sub 5.2 Sub 5.3 Sub 5.4 Sub 5.5 Ch 5 Max Min
0.1 0.0131 0.0128 0.0126 0.0125 0.0122 0.1 46 0
0.2 0.0260 0.0258 0.0255 0.0252 0.0247 0.2 97 0
0.3 0.0389 0.0389 0.0385 0.0382 0.0376 0.3 153 -1
0.4 0.0515 0.0521 0.0517 0.0513 0.0506 0.4 213 -2
0.5 0.0641 0.0652 0.0649 0.0645 0.0637 0.5 277 -5
0.6 0.0765 0.0784 0.0782 0.0779 0.0770 0.6 348 -8
0.7 0.0889 0.0916 0.0916 0.0913 0.0903 0.7 423 -11
0.8 0.1012 0.1047 0.1050 0.1048 0.1037 0.8 503 -15
0.9 0.1136 0.1179 0.1184 0.1184 0.1172 0.9 588 -20
1.0 0.1258 0.1311 0.1318 0.1320 0.1307 1.0 678 -25
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C.8.2 Stack with one flow field

Figure C.8.2: Model used to simulate the fluid flow of the flow field with one inlet.

Table C.8.2: Results from simulations of the model in figure C.8.2 at 250g/min, displaying the
average velocity [m/s] in the sub channels (cross section:1.04x1.2mm) for different solutions.

Channel Average velocity Pmax Pmin
Water 60◦C Sub 1 Sub 2 Sub 3 Sub 4 Sub 5 928 -4
1 0.1267 0.1322 0.1262 0.1270 0.1334 - -
2 0.1295 0.1241 0.1206 0.1226 0.1285 - -
3 0.1232 0.1252 0.1231 0.1257 0.1291 - -
4 0.1228 0.1267 0.1258 0.1277 0.1314 - -
5 0.1253 0.1298 0.1289 0.1299 0.1300 - -
1M KOH 60◦C Sub 1 Sub 2 Sub 3 Sub 4 Sub 5 692 -3
1 0.1252 0.1323 0.1194 0.1195 0.1284 - -
2 0.1262 0.1183 0.1133 0.1177 0.1266 - -
3 0.1178 0.1183 0.1153 0.1200 0.1265 - -
4 0.1154 0.1206 0.1195 0.1240 0.1315 - -
5 0.1161 0.1248 0.1250 0.1283 0.1300 - -

Table C.8.3: Pressure readings related to table C.8.4, which display the pressures over the
model in figure C.8.2 with a factor of 250g/min.

Pressure [Pa]
Factor Max Min
0.1 50 0
0.2 108 0
0.3 176 -1
0.4 253 -1
0.5 340 -1
0.6 436 -2
0.7 541 -2
0.8 657 -3
0.9 781 -3
1.0 916 -4
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Table C.8.4: Results from the simulation on the model in figure C.8.2 with a flow rate of up
to 250g/min (Factor=1.0). Displaying the Average velocity in the sub channels (cross section:
1.04x1.2mm) of model C.8.2.

Average velocity [m/s]
Factor Sub 1.1 Sub 1.2 Sub 1.3 Sub 1.4 Sub 1.5
0.1 0.0118 0.0121 0.0121 0.0122 0.0124
0.2 0.0237 0.0245 0.0244 0.0247 0.0252
0.3 0.0357 0.0370 0.0368 0.0373 0.0383
0.4 0.0479 0.0496 0.0493 0.0499 0.0515
0.5 0.0603 0.0625 0.0618 0.0625 0.0647
0.6 0.0729 0.0756 0.0743 0.0750 0.0780
0.7 0.0857 0.0888 0.0868 0.0875 0.0913
0.8 0.0986 0.1023 0.0993 0.1000 0.1046
0.9 0.1116 0.1160 0.1117 0.1124 0.1180
1.0 0.1247 0.1298 0.1242 0.1248 0.1313
— Sub 2.1 Sub 2.2 Sub 2.3 Sub 2.4 Sub 2.5
0.1 0.0124 0.0124 0.0122 0.0119 0.0119
0.2 0.0247 0.0247 0.0244 0.0239 0.0242
0.3 0.0372 0.0370 0.0364 0.0359 0.0366
0.4 0.0497 0.0492 0.0484 0.0479 0.0492
0.5 0.0623 0.0615 0.0603 0.0599 0.0618
0.6 0.0750 0.0738 0.0721 0.0720 0.0746
0.7 0.0880 0.0860 0.0839 0.0840 0.0874
0.8 0.1011 0.0983 0.0956 0.0961 0.1004
0.9 0.1144 0.1106 0.1073 0.1082 0.1134
1.0 0.1277 0.1229 0.1190 0.1203 0.1265
— Sub 3.1 Sub 3.2 Sub 3.3 Sub 3.4 Sub 3.5
0.1 0.0125 0.0123 0.0122 0.0121 0.0120
0.2 0.0250 0.0246 0.0246 0.0244 0.0244
0.3 0.0373 0.0370 0.0369 0.0367 0.0369
0.4 0.0496 0.0493 0.0491 0.0491 0.0496
0.5 0.0618 0.0616 0.0613 0.0616 0.0624
0.6 0.0739 0.0740 0.0734 0.0740 0.0753
0.7 0.0860 0.0863 0.0854 0.0864 0.0882
0.8 0.0980 0.0986 0.0973 0.0989 0.1012
0.9 0.1101 0.1109 0.1092 0.1113 0.1143
1.0 0.1221 0.1232 0.1211 0.1237 0.1275
— Sub 4.1 Sub 4.2 Sub 4.3 Sub 4.4 Sub 4.5
0.1 0.0124 0.0121 0.0122 0.0119 0.0118
0.2 0.0247 0.0244 0.0244 0.0241 0.0240
0.3 0.0371 0.0368 0.0368 0.0365 0.0365
0.4 0.0493 0.0493 0.0493 0.0490 0.0492
0.5 0.0615 0.0619 0.0617 0.0616 0.0622
0.6 0.0736 0.0744 0.0741 0.0743 0.0753
0.7 0.0856 0.0869 0.0865 0.0871 0.0886
0.8 0.0975 0.0994 0.0989 0.0999 0.1021
0.9 0.1093 0.1120 0.1113 0.1128 0.1158
1.0 0.1211 0.1246 0.1237 0.1258 0.1296
— Sub 5.1 Sub 5.2 Sub 5.3 Sub 5.4 Sub 5.5
0.1 0.0125 0.0122 0.0118 0.0118 0.0115
0.2 0.0251 0.0246 0.0240 0.0239 0.0235
0.3 0.0376 0.0372 0.0364 0.0363 0.0357
0.4 0.0501 0.0499 0.0490 0.0488 0.0483
0.5 0.0625 0.0627 0.0617 0.0616 0.0610
0.6 0.0748 0.0756 0.0745 0.0745 0.0740
0.7 0.0871 0.0886 0.0874 0.0877 0.0872
0.8 0.0992 0.1017 0.1004 0.1010 0.1006
0.9 0.1113 0.1148 0.1136 0.1144 0.1142
1.0 0.1232 0.1279 0.1268 0.1279 0.1279



APPENDIX C. FLUID FLOW SIMULATIONS FROM COMSOL

C.8.3 Complete stack with three flow fields

Figure C.8.3: Model used to simulate the fluid flow in the stack with three flow fields.

Table C.8.5: Results from the simulation of the stack displayed in figure C.8.3. Displaying
the average velocity in each sub channel (25 per flow field with a cross section: 1.04x1.2 mm)
for the flow fields in the stack, and pressure over the stack.

Average velocity [m/s] Pressure [Pa]
simulated flow rate Flow field top Flow field mid Flow field bot Max pressure Min

150 g/min 0.0242 0.0244 0.0246 126 -2
300 g/min 0.0488 0.0493 0.0498 314 -5



APPENDIX C. FLUID FLOW SIMULATIONS FROM COMSOL

C.9 Fluid properties

C.9.1 Water properties

Figure C.9.1: Kinematic and dynamic viscosity of water from 0.1-100◦C, edited from refer-
ence.[76]

Figure C.9.2: Density of water from 0.1-100◦C, edited from reference.[77]



APPENDIX C. FLUID FLOW SIMULATIONS FROM COMSOL

C.9.2 KOH properties

Figure C.9.3: Density and viscosity of KOH solutions at different temperatures, edited from
reference. [78]
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