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Abstract 
This study explores U-shaped behaviour in the acquisition of irregular verb morphology 

across three different groups of Norwegian L2 learners of English. This phenomenon is of 

special interest due to its significance for the organization and division between the 

mental lexicon and grammar. A cross-sectional design with randomly recruited students 

from three different grades was employed. The final analysis includes data from 

participants within the 8th grade (N=17), 9th grade (N=19), and 10th grade (N=15). We 

report results on the acquisition of irregular verb and noun morphology, in addition to 

mean reaction times on different types of responses (accurate responses and 

overregularized ones). The students were given elicitation tasks based on Berko’s (1958) 

Wug-test to mainly test irregular past tense verbs via the use of an online survey-

platform. We hypothesized that if a U-shaped trajectory could be observed across the 

three groups, then we would find significant differences between the three groups in 

accuracy levels in conjunction with overregularization errors. Our results model the later 

stages of U-shaped learning where we found an increase in overall accuracy co-occurring 

with a decrease in overregularization errors. We propose that the existence of U-shaped 

behaviour in the L2 suggests universality as opposed to simply L1 transfer, and that this 

learning process is an integral part of acquiring and establishing knowledge in the mental 

lexicon related to regular and irregular morphology. Finally, we theorize how U-shaped 

behaviour speaks in favour of a dual-organization of the mental faculty as opposed to a 

connectionist account.  
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Phenomena such as grammatical errors and overregularization have been of interest for 

researchers within the field of language acquisition for a long time, especially in relation 

to inflectional morphology of verbs. As pointed out by Marcus et al. (1992, p. 1), 

overregularization of irregular verbs, such as comed instead of came for instance, has 

been commented on for as long as language development has been a topic of study, 

going as far back as Bateman (1916).  

 

Closer studies of this particular type of error revealed an interesting developmental 

curve. It was first reported by Ervin & Miller (1963; see also Cazden 1968) and is 

currently referred to as the U-shaped developmental curve. Children with English as their 

L1 produce correct irregular forms of verbs, if they mark the past tense at all, up until 

their third year. However, around the age of three, they start producing errors and 

overregularize the irregular verbs that they previously have been able to mark correctly. 

Around the same time as they start producing these errors, children begin acquiring the 

rule for marking regular past tense verbs (Pinker, 1998). 

 

To the best of my knowledge, research within language acquisition on the topic of the U-

shaped developmental curve has mainly focused on L1 acquisition. This study explores 

whether or not there is any evidence of U-shaped learning in L2 acquisition in the same 

domain it has been attested in L1-tense morphology of verbs. If so, I question if it there 

is any evidence for a dual-organization, as proposed by Pinker (1991, 1998), of the 

mental lexicon and grammar of L2 speakers of English.  

 

To do this, elicitation tasks based on Berko’s (1958) Wug-test were designed to elicit the 

participants’ knowledge of irregular morphology of both verbs and nouns. Data were 

collected via the online survey platform SurveyGizmo. Norwegian speakers with English 

as their L2 were chosen as the focus group for this study. Given the time constraints of 

this MA-project, a cross-sectional design was chosen, recruiting students from three 

different grades, respectively the 8th grade (N=20), 9th grade (N=24), and 10th grade 

(N=23)1.  

 

We expected to find significant differences in accuracy and overregularization rates 

between the three groups. If we do indeed find evidence of U-shaped learning, it would 

speak in favour of the universality of U-shaped learning as opposed to simply L1 transfer. 

We hypothesize that if L2 speakers are indeed influenced by positive transfer from their 

L1, Norwegian, which displays the same phenomenon (strong verb classes), then they 

would be simply storing the irregular forms of verbs in the L2 (English) in long term 

memory, thus exhibiting a steady increase in accuracy. There would be no patterns of 

overregularization nor any U-shaped behaviour. Further, evidence for U-shaped learning 

would also suggest a dual-processing mechanism which not only underlies L1 acquisition, 

but also L2 acquisition. The possibility of finding ceiling effects was also taken into 

consideration.  

 
1 Number of participants prior to the exclusion of outliers and other non-target participants. 

1 Introduction 
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2.1 The U-shaped developmental curve: An introduction based 

on findings from previous research 

 

In introducing the theoretical background for the current thesis, I begin by addressing 

the U-shaped developmental curve, also referred to as U-shaped learning or U-shaped 

acquisition. The existing literature on U-shaped learning with respect to SLA appears to 

be scarce, which is why most of the literature referred to in this chapter pertains to first- 

rather than second language acquisition.  

 

Overgeneralization errors made by children linked to irregular verbs, such as producing 

felled instead of fell, have been observed and contemplated upon as far back as Bateman 

(1916). In describing the language produced by three children (L1), Bateman (1916) 

observed how two of the three children “[…] did use many past tense forms, especially 

Anne, but they had considerable difficulty with irregular forms so that ‘seed,’ ‘felled,’ 

‘falled,’ runned,’ etc., were common in their speech” (Bateman, 1916, p. 229). 

 

Later studies on overgeneralization errors of irregular verbs in L1 production revealed a 

universal developmental trajectory. In a small longitudinal study, Cazden (1968) 

observed similar errors as those reported by Bateman (1916). Furthermore, the children 

exhibited a period of correct performance when producing the irregular past tense verbs 

prior to the overgeneralization errors. The same phenomenon was observed by Cazden 

(1986) in relation to irregular nouns where the participants applied the productive rule to 

an irregular stem resulting in forms such as feets instead of feet. Moreover, there 

seemed to be individual differences in the error rate among participants. The same 

pattern of performance was later supported by a larger study utilizing data from 

spontaneous language produced by 83 children (Marcus et al., 1992). The study gave 

further insight into the acquisition of rule-like behaviour relating to past tense 

morphology, in addition to the affirmation of the U-shaped learning curve. 

 

Marcus’ and colleagues’ (1992) study of overgeneralization errors established seven 

findings, which are as follows. (1) Overregularization of verbs occurs infrequently, about 

median 2.5% of irregular verbs, which in turn suggests that there is no defect in the 

child’s grammar that must be unlearned. (2) These errors occur at a low rate between 

age 2 and into early school years, affecting most irregular verbs. (3) Children exhibit an 

extended period of correct performance before the first error. (4) There is no correlation 

between overregularization and the increase in number of regular verbs in the parental 

speech, which counteracts the connectionist account where statistical sensitivity plays an 

essential role in adopting rules. (5) Overregularization first occurs when the child begins 

to mark the regular verbs for tense consistently. (6) The more a child is exposed to the 

irregular form of a verb from their parents, the less the child tends to overregularize the 

given verb. (7) Similar-sounding irregular verbs are not affected by overregularization, 

but they are also not attracted to overregularization by similar-sounding regulars. This 

suggests that irregular patterns are stored in associative memory with connectionist 

2 Previous Research 
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properties, whereas regulars are not (Marcus et al., 1992). Based partly on these 

findings and previous work by Pinker and colleagues (Pinker, 1991; Pinker & Prince, 

1988), the following hypothesis about overregularization errors seems reasonable. 

Children exhibit a period of correct performance when producing irregular verbs, if they 

mark the past tense at all. Lasting from the age of two and into early school years, errors 

are produced in the form of overgeneralizing the regular inflection of the past tense, 

resulting in the overregularization of irregular verbs that were previously correctly 

inflected. However, with time, they reverse back and start marking the irregular verbs 

correctly again. This dip in performance, which is where the U-shaped developmental 

curve gets its name from, seems to affect most irregular verbs. The phenomenon co-

occurs with the acquisition of the rule of regular past tense inflection of verbs (Pinker, 

1991, 1998; Pinker & Price, 1988; Marcus et al., 1992).  

 

An important point of clarification made by Marcus et al. (1992, p. 40-44) was defining 

what the phenomenon U-shaped learning refers to. Their study relates to Cazden’s 

(1968) and Rumelhart & McClelland’s (1986) definition where they conceptualize the 

phenomenon as “[…] a transition from a period in which past tense forms are marked 

correctly whenever they are marked at all to a period in which some overregularization 

errors occur as well” (Marcus et al., 1992, p. 40). This is the same definition as the one 

described in the previous paragraph, and the one which I will relate to. There are other 

senses of the U-shaped curve which refer to other phenomena. As pointed out by Marcus 

et al. (1992): 

  

In Plunkett & Marchman (1991), the learning curves all start out at levels of performance 
far less than 100% and then increase; the authors call the small wiggles in this overall 
increasing curve “U-shaped development.” Although all the children we examine show local 
ups and downs in their monthly measures of overregularization rates, there are many 
explanations of these blips, of which sampling errors is the simplest. (Marcus et al., 1992, 

p. 44) 

 

As the quote illustrates, there are other senses of the U-shaped curve which refer to 

different phenomena. As a matter of delineation, these short-term fluctuations will not be 

considered as U-shaped learning in the sense discussed in this thesis. 

U-shaped learning is not only limited to language acquisition. From the cognitive-

developmental literature, Carlucci & Case (2013) report that U-shaped learning occurs in 

a variety of child-developmental phenomena such as understanding temperature, weight 

conservation, object permanence, and facial recognition. In questioning whether U-

shaped learning is logically necessary or not in relation to some formal learning tasks, 

Carlucci & Case (2013) contend in their paper that: 

 

[…]the general picture that emerges from the so-far known results presented in this article 

is that U-shaped behavior is unavoidable for full learning power in the context of a number 
of parametrized models of learning featuring a number of cognitively motived constraints. 
The results might be taken as suggestive of the fact that humans might exhibit U-shaped 
and other nonmonotonic learning patterns[…]. (Carlucci & Case, 2013, p. 58) 

 

Marcovitch & Lewkowicz (2004) pose the question if U-shaped developmental trajectories 

are more than an interesting artefact of developmental processes. Rather, they ask if 

these curves are in fact a hallmark of such processes. Drawing parallels between 

language acquisition and ontological adaptions as proposed by Openheim (1981, as cited 

in Marcovitch & Lewkowicz, 2004, p. 115), they postulate how this kind of behavioural 
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regression is central for the developmental process itself. Given the aforementioned 

articles, it is an interesting question whether or not U-shaped learning might indeed be a 

universal pattern in human cognitive development. 

 

In sum, the U-shaped pattern involves the following. There is a decline in accuracy for 

the production of irregular verbs which have previously been marked correctly. Co-

occurring with this drop in accuracy are an increase in overregularization errors of 

irregular verbs. With time and as development continues, the rate of overregularization 

errors decreases and the individual goes back to marking the irregular verbs consistently 

again. Given this, it is conceivable that when observing U-shaped learning, depending on 

the interval length of time that one observes it, one might only observe sections on the 

phenomenon. For instance, a drop in accuracy coinciding with an increase in 

overregularization errors would suggest earlier stages of U-shaped learning. Conversely, 

a decrease in overregularization errors taking place simultaneously with an increase in 

overall accuracy would be indicative of a later stage of U-shaped learning. Alternatively, 

only an increase in overregularization errors might suggest that one is observing the 

mid-section. 

 

2.2 Theoretical perspectives on U-shaped learning 

 

U-shaped learning as a phenomenon has been a point of discussion on the controversial 

topic of the psychological reality of the organization of the brain, how the mental lexicon 

is organized and how it operates (cf. Rumelhart & McClelland, 1986; Plunkett & 

Marchman, 1991; Pinker & Prince, 1988; Marcus et al., 1992; Pinker 1998). On the one 

hand, there is the traditional account within linguistics which claims that language is the 

product of an interaction between memorized entities and symbol manipulation. Phrased 

differently, it is the interaction between lexical items and the underlying rules that 

accounts for the expressive power of language. This involves the extensive integration of 

typed variables such as the phoneme /b/ or N as a category for instance. On the other 

hand, there is the connectionist account which seeks to make memory more powerful 

and to model language based on a neurological perspective. The theory claims that there 

are in fact no rules and that language is the result of pattern associations and spreading 

activation throughout networks. As an alternative to both these two theories, combining 

aspects of both, the dual-mechanism theory maintains that there are two modules which 

govern language, just as the traditional account holds. However, the mental lexicon, as a 

form of memory, has associative properties as proposed by the connectionist account 

(Pinker, 1991). In the following section, an overview of the theories, accounts and 

discussions surrounding U-shaped development, with a special emphasis on the dual-

mechanism theory, will be presented. 

 

The traditional account of overgeneralizations relies on the disassociation between the 

two following psychological processes; rote memory and the deployment of rules. In the 

course of developing language, children primarily memorize the different verb forms that 

they hear. If they hear spoke, they consequently produce spoke. Over time as they 

receive more input, they form the regular past tense rule by abstracting the pattern from 

the available data accumulated over time. The younger children, prior to overregularizing 

irregulars, do not apply the regular past tense suffix since they have not yet acquired it. 

Older children, however, do apply the productive rule to irregulars since they have in fact 
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acquired the rule, which consequently lead to overregularization errors (Marcus et al., 

1992, p. 6).  

 

Authors such as Pinker and colleagues (Pinker, 1991, 1998; Marcus et al., 1992) contend 

that the traditional account is inadequate since it is incapable of accounting for certain 

behavioural observations and patterns among irregular verbs. There are sub-regular 

patterns among irregular verbs such as sing-sang, ring-rang, shrink-shrank, which are 

problematic to account for within this theoretical framework. Pinker (1991) contends that 

“The rote memory cannot explain why verbs with irregular past forms come in families, 

rather than belonging to arbitrary lists” (Pinker, 1991, p. 531). Moreover, adults seem 

capable of inflecting nonsense verbs into irregular sounding past tense forms, such as the 

pair spling-splung, due to the phonological conditions of the present tense form (Bybee & 

Moder, 1983).  

 

Pinker (1998) reports Bybee’s (1985, as cited in Pinker, 1998, p. 11) finding that Old 

English used to contain twice as many irregular verbs as today’s Modern English, 

meaning that there used to be irregular (strong) verbs that are now obsolete such as 

cleave-clove. Today’s irregular verbs used to belong to older productive paradigms which 

were based on their (morpho)phonological properties. These older productive inflectional 

paradigms have disappeared over time due to the process of attrition and simplification. 

Although today’s irregular verbs used to belong to these previously productive 

paradigms, they must be stored in memory as separate items. However, one could argue 

that people’s ability to form irregular sounding novel words such as spling-splung is the 

result of tapping into the (morpho)phonological structure of the word, and thus also in a 

sense tapping into the older productive inflectional systems that are now obsolete in 

Modern English.  

 

There are several studies which support this idea besides the decline in the number of 

irregular verbs that we see over time. For instance, Boudelaa & Marslen-Wilson (2011, as 

cited in Vulchanova, Talcott, Vulchanov, Stankova & Eshius, 2013, p. 587) demonstrated 

that there are abstract representations of roots which facilitate pattern extraction. 

Vulchanova et al. (2013) report how there are recent studies which suggest “[…] that 

word processing is determined by its (morpho)phonological structure and whether this 

structure provides the language user with a structural pattern rather than the regularity 

status of the word” (Vulchanova et al., 2013, p. 587). Furthermore, Vulchanova et al. 

(2013) did a case study of an L1 speaker of Bulgarian with ASD (Asperger’s), comparing 

among other things the participant’s knowledge of morphology against a neurotypical 

control group (N=20). They found differences between the I.A. (participant with ASD) 

and the control group showing how the I.A. outperformed the control group, especially in 

relation to irregular verbs. In interpreting these results, they hypothesized that the I.A. 

processes regular and irregular words in a similar way relying on pattern extractions 

permitted by phonologically conditioned grammatical paradigms in Bulgarian. The control 

group, on the other hand, may be utilizing a different system (Vulchanova et al., 2013, 

p. 595). The results could indicate that the newer generations of Bulgarian L1 speakers 

are in fact not acquiring the sub-regular patterns of irregular verbs, thus indicating a 

similar diachronic language development as with Old English to Modern English. 

Furthermore, it is conceivable that this other system, utilized by the control group, is 

analogous to a dual-mechanism system. 
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In challenging the traditional conceptualization of the organization of the language 

faculty, Rumelhart & McClelland (1986, as cited in Ellis, 2003) proposed a connectionist 

approach to language acquisition based on a neural inspired learning model. These 

connectionist learning models are today referred to as sub-symbolic systems in artificial 

intelligence-theory, and do not operate on symbols, but rather only on connections and 

networks. Interestingly, Rumelhart & McClelland’s (1986) model managed to generate 

the U-shaped learning curve in acquiring the English past tense forms. Connectionist 

theory (Ellis, 2003) hypothesizes that language is the result of connections between 

processing units which in turn form larger networks that are interconnected into one 

large unit. Within this theoretical framework, language operates within one 

interconnected module, as opposed to the traditional account which posits the view that 

there are two modules (the mental lexicon and the grammar module) which function 

simultaneously to form language. In network-based language models, there are no rules 

which govern language. Rather, only associations do so which in turn means that 

language is in fact governed by connections between nodes and the networks alone. The 

theory considers the learning process in both L1 and L2 acquisition as being the same. 

From the theoretical perspective of connectionism, as Ellis (2003, p. 87) has pointed out, 

the question is to what degree these two processes are similar and which limits are 

involved are unknown.  

 

Connectionist learning models, such as the aforementioned model by Rumelhart & 

McClelland (1986, as cited in Ellis, 2003), rely on the frequency of language chunks in 

the input data to acquire language, thereby adjusting the weights of the nodes. One of 

the advantages of connectionist models and theory is how they are “[…] data rich and 

process-light. Massively parallel systems of artificial neurons use simple learning 

processes to statistically abstract information from masses of input data” (Ellis, 2003, p. 

85). These models seem capable of capturing regularities and patterns found in 

language. This means that they can extract the regularities and consequently function in 

a rule-like way, accounting for the descriptive regularities found in language. However, 

this is not the same as considering language as being governed by rules, as conceived by 

the traditional account. There is also the matter of using variables in linguistic theories in 

relation to the binding problem2, a problem commented on by authors such as Jackendoff 

(2009, p. 64), which does pose a challenge for cognitive neuroscience (Jackendoff, 2009, 

p. 58). Rumelhart & McClelland’s (1986) connectionist model circumvents this matter 

entirely in the way that the model is designed, and it is still capable of reproducing, 

although arguably not perfectly, a U-shaped developmental curve. Conversely, not 

incorporating variables is also one of the criticisms towards network models in the larger 

discussion between psycholinguists and neurolinguists on the topic of the psychological 

reality of the organization of the language faculty (Jackendoff, 2009). I will briefly 

readdress the matter of variables in linguistic theory later in this chapter.  

 

Although there are positive aspects of connectionism and connectionist models, the 

psychological reality of them have been challenged extensively by authors such as Pinker 

 
2 Jackendoff (2002, p. 59) writes: “The need for combining independent bits into a single coherent 
percept has been recognized in the theory of vision under the name of the binding problem[…]”. In 
relation to linguistics, it relates to the problem of conceptualizing and modelling language in such a 
way that one can capture the interface between all the different relations in language (semantic, 

syntactic, phonological) in a way that consolidates our theories of language with our knowledge 
and understanding of neural networks. Adding a temporal aspect to such models is still a challenge 
for our understanding of language.  
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& Prince (1988) and Marcus et al. (1992). For instance, the Rumelhart & McClelland 

(1986) model can learn mappings found in no human language, and at the same time it 

has difficulties learning common mappings such as reduplicating stems (Pinker 1991; 

Pinker & Prince, 1988): 

  

Lacking in representation of words as lexical entries, distinct from their phonological or 
semantic content, the model cannot explain how languages can contain semantically 
unrelated homophones with different past tense forms such as lie-lied (prevaricate) and lie-

lay (recline), ring-rang and wring-wrung, meet-met and mete-meted. (Pinker, 1991, p. 
531) 

  

The Rumelhart & McClelland (1986) learning model also failed at producing output for 

many novel regular verbs that were dissimilar to the ones in the training set (Pinker, 

1991). Considering how readily people can produce regular sounding novel verbs, this 

does pose a problem to the learning model. These are three examples that illustrate how 

there are problematic elements to the Rumelhart & McClelland-model. For further 

criticism, see Pinker & Prince (1988), and Marcus et al. (1992). There have been revised 

models based on Rumelhart & McClelland’s (1986) learning model, such as Plunkett & 

Marchman’s (1991) connectionist model. As mentioned earlier, instead of creating a U-

shaped learning curve, as observed and discussed in the literature on U-shaped learning 

(Cazden, 1968; Pinker, 1991; Marcus et al., 1992; Pinker 1998; Karmiloff & Karmiloff-

Smith, 2002), Plunkett & Marchman’s (1991) model created short-term fluctuations in a 

steadily increasing curve of performance which they refer to as U-shaped learning 

(Marcus et al., 1991, p. 44). It is thus conceivable that connectionist models need further 

improvement if connectionism is to be considered a viable alternative to more traditional 

theories of the composition of the language faculty. This seems to be the case at least for 

the ones that are similar to the aforementioned models from the 80s and 90s. Jackendoff 

(2009, p. 165) proposes that network models should accept the challenge of integrating 

typed variables into their models: 

 

[…] if a multi-layer network trained by back-propagation in principle cannot account for 
something as combinatorially trivial as the regular past tense, then there is no hope of 
scaling up current connectionist solutions to the past tense of the rest of the language, 
where free combination reigns supreme. Rather, […], the challenge to network approaches 

is to develop a robust device for encoding variables – not to continue to try to live without 
them. (Jackendoff, 2009, p. 165) 

 

Although he makes this critical remark towards connectionist models, Jackendoff (2002) 

also hypothesizes how the dual-mechanism is problematic for incorporating variables. 

However, due to the scope of this thesis, I will not pursue this any further. He concludes 

that finding a way of integrating variables into network-based models would lead to a 

very fruitful dialogue between the network modelers and the theoretical linguists.  

 

Connectionist models have especially been subject to criticism by proponents of the dual-

mechanism theory. Dual-mechanism, as described by Pinker (1991, 1998), combines 

aspects of the traditional account of the interaction between memory and rules, with 

associative properties from connectionist theory in regard to memory and the mental 

lexicon. It seeks to out to create a theory which has the ability to account for the 

shortcomings of the traditional account and connectionist models. 
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Similar to the traditional conceptualization, the dual-mechanism theory proposes that 

there are two modules which interact with each other to form language. There is the 

memory component which comprises the mental lexicon, storing words in the form of 

either stems or the full irregular form. The second module is the rule-capturing 

component which governs the productive rules of the language, which in turn captures 

the regularities. This component computes the regularities on-line, utilizing the stored 

stems from the mental lexicon. (1) is a proposal of what such a rule could look like in 

relation to the productive rule of the past tense3: 

 

(1)           Vpast --> Vstem + d  

    (Pinker, 1998, p. 5) 

 

In the case of an irregular lexical entry, there would be stored two forms; the base form 

and the irregular past tense form. Additionally, there would be grammatical tags which 

capture the function of the word. (2) captures what such an entry could look like4: 

 

(2)              V                V 

    Bring  ---  Broughtpast     

   (Pinker, 1998, p. 6) 

 

When English is taken into consideration, such an organization seems reasonable. 

Regular verbs are an open-ended class of verbs seeing as there are thousands of existing 

words and new ones are created frequently due to the productive nature of the regular 

paradigm. Irregular verbs, on the other hand, form a relatively small number of verbs 

(ca. 180), which are formed in idiosyncratic ways (Pinker, 1998, p. 5). Pinker theorizes 

that the associative memory links features to features, thus capturing semi-regularities 

among the irregular verbs as described earlier.  

 

Similar items, which share features, are partly superimposed in the memory 
representation, allowing the common patterns to reinforce each other, and new items that 
are similar to learned items will activate the shared features and hence inherit the patterns 
that have been learned previously, allowing for a kind of generalization. (Pinker, 1998, p. 

8) 

 

Since memory has connectionist properties, similar to those of the Rumelhart & 

McClelland’s (1986) model, it is capable of capturing the semi-regular patterns among 

irregular verbs. Such properties would account for findings indicating that people have 

the ability to create irregular-sounding novel words (Pinker, 1998, p. 6-9).  

 

Transferring connectionist properties and introducing theoretical modelling of how 

memory works into the current theoretical framework do cause problems. Introducing 

these properties accompany the problem of the integration of typed variables in memory 

(Jackendoff, 2009, p. 164-5). If memory does indeed capture the semiregular patterns 

among irregular verbs through associative properties, then this begs the question how 

 
3 Pinker & Ullman (2002) emphasizes, after receiving criticism from Jackendoff (2002), that this is 
not an actual discrete rule that the theory proses. Rather, it is part of the more general rule of 
MERGE and UNIFY applied to constituents. Consequently, the regular formation of the past tense is 
the unification operation applied to any lexical item with the typed variable V and the past-tense 

morpheme -ed. 
4 Note that this does not take the phonological properties into consideration. Rather, it gives an 
indication of what such an entry could in principle look like. 
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typed variables, which enable combinatorial application, are integrated into these 

memory entries. As Jackendoff (2009) points out in one of his footnotes:  

 

[…] an unadorned network model is not sufficient. As Pinker and colleagues have observed, 
we need at the very least a notion of a discrete lexical entry - not just a string of sounds – 

to which syntactic category and meaning can be associated. (Jackendoff, 2009, p. 188) 

 

However, Pinker & Ullman (2002) counter such a view by specifying that the Rumelhart & 

McClelland-model is not simply glued onto a rule system. Rather, memory bears 

properties from such a connectionist model, but lexical entries do still have structures 

relating to semantics, morphology, phonology and syntactic representations. Although 

this is an interesting theoretical issue, I will not pursue this matter any further due to the 

limitations of this study. 

 

From the theoretical perspective of a dual-organization of the language faculty, the U-

shaped developmental curve is explained in the following manner. To begin with, children 

have no prior knowledge of the rules of a specific language. Consequently, they 

memorize each lexical entity as a lexical entry via exposure, including irregular items. 

This way, they begin producing the irregular forms correctly quite consistently. Through 

further input, they extrapolate the regular past tense rule, and thus begin marking the 

regular past tense inflection. Co-occurring with the acquisition of this rule, 

overregularization errors start taking place. Words that have weaker memory traces due 

to a lower frequency of exposure are more prone to overregularization.5 In the absence 

of a strong memory trace or even in cases where the child has not been exposed to a 

word, the regular past tense rule acts as a default, resulting in the overapplication of the 

rule. With time, these errors even out as the memory traces become stronger. During 

production, the productive rule acts as a default. When producing a past tense verb, one 

first checks the mental lexicon to see if the entry only contains the stem, or if there is 

additional information stored such as in example (2) above. In cases of irregularities, the 

productive rule is blocked when the irregular form is found in the lexical entry, resulting 

in the successful production of the irregular form. In cases of regular verbs, on the other 

hand, there are no irregular entries found which can block the rule, and the successful 

production of a regularly inflected word can thereby take place. 

 

Not only has the dual-mechanism theory been a controversial theory in regard to 

connectionism. Other factors such as cross-linguistic considerations and the psychological 

reality of the theory have been contributed to the controversy. For instance, Behrens & 

Tomasello (1999) question how such a theory which claims universality among humans 

can account for languages with minimal morphological markings such as Chinese 

Mandarin. In contrast, there is a large body of work utilizing different sources of data 

which supports the theory among other languages than English (cf. Clahsen, 1999; 

Rodriguez-Fornells, Clahsen, Lleó, Zaake, & Münte, 2001; Sonnenstuhl & Huth, 2002). 

Clahsen’s (1999) study of lexical entries and rules in the German inflectional system of 

both nouns and verbs, suggests a dual-organization of the language faculty. Sonnenstuhl 

& Huth’s (2002) study of processing and representation of German -n plurals also 

supports Clahsen’s work. In Clahsen’s (1999) multidisciplinary study, he provides 

 
5 However, this still fails to explain overregularization and production errors of highly frequent 
words such as goed from the verb to go. As far as I can tell, Pinker (1998) does not fully explain 
similar production errors. 
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evidence for a dual-organization from four different sources, such as child language 

acquisition and brain event-related potentials (ERP’s). The ERP studies referred to by 

Clahsen (1999) convey that some of his previous work on a morphological violation 

paradigm have shown a disassociation between regular and irregular verbs and nouns in 

German through the production of a negative waveform starting at around 200 msec. 

called a left anterior negativity (henceforth LAN) (Williams, 2018).  

 

We found the LAN for incorrect irregulars in each of the three participle experiments and 
even more strikingly in a different inflectional system, noun plurals. In linguistic terms, 
regularization are violations of affixation […]. A LAN was only found in such cases. Thus, 

the LAN found under these conditions can be interpreted as reflecting processes involved in 
morphological structure binding. (Clahsen, 1999, p. 1004) 

 

Interestingly, results from a study of the ERP violation paradigm in Catalan also support 

Clahsen’s findings and conclusions through the replicability of the LAN-effect (Rodriguez-

Fornells et al., 2001). The authors of the study conclude: 

  

From a linguistic perspective, our findings indicate that the division of labour between rule-
based and memory-based processes (as posited by dual-mechanism models of 
morphological processing) applies not only to inflection, but to stem-formation processes 
such as those found in the Romance languages. (Rodriguez-Fornells et al., 2001, p. 57) 

 

It is important to note, as emphasized by both Rodriguez-Fornells et al. (2001, p. 48) 

and Clahsen (1999, p. 1002), that the exact functional properties of the LAN are still a 

controversial topic. It is still striking how this same effect has been replicated in different 

languages such as Catalan, English, German, and Italian under a morphological violation 

paradigm, and how cross-linguistic studies seem to support the dual-mechanism theory 

(Williams, 2018). 

 

There have been two notable studies on U-shaped learning in SLA. The first noteworthy 

study on U-shaped learning in SLA addressed the acquisition of the Spanish copula 

contrast ser ‘to be’ and estar ‘to be’ among a native Spanish-speaking group (N=19) and 

a native English-speaking group of second language learners of Spanish (N=7) (Geeslin 

and Guijarro-Fuentes, 2006). The age of the participants ranged from 20 to 46 for the 

native Spanish-speaking group, and 20 to 47 for the native English-speaking group. By 

providing the two groups with multiple choice contextualized preference tasks, the 

Spanish-group was only tested once while the English-group was tested on four 

occasions during a 3 year degree program in Spanish. Using the Spanish-group’s 

responses as the standard, the responses from the English-group were judged 

accordingly. In sum, Geeslin & Guijarro-Fuentes (2006) found patterns of U-shaped 

learning in the development of the copula choice for the English-group of second 

language learners of Spanish. Interestingly, a shaper U-shape curve was evident for a 

sub-group of the native English-speaking participants who studied abroad in Spain for 4 

months.   

 

The second interesting study pertains to lexical acquisition as opposed to grammar 

acquisition. Shirai (1990) investigated U-shaped learning among Japanese EFL learners 

of English of three different proficiency groups, along with one group of American native 

speakers of English. His main claim is that U-shaped learning in L1 acquisition is different 

from L2 acquisition. Through acceptability judgements, he investigated if the groups 

exhibited U-shaped behaviour in lexical acquisition. However, no clear picture emerged 
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from his data. Regarding lexical development, Shirai (1990) concluded that U-shaped 

behaviour is observable for non-prototypical positive transfer items when the target L2 

language is typologically similar to the subject’s L1. Furthermore, he wrote “[…] that 

whether U-shaped behavior is observed in L2 lexical acquisition is highly item-specific 

and unpredictable, even though I tried to examine some conditions” (Shirai, 1990, p. 6). 

He also posed the idea of a three-stage model where a transitional period from L1-

dependency to L1-independency, intermediated by a restructuring stage, is the cause of 

U-shaped behaviour. The conditions for this are also task specific. Certain theories 

concerning linguistic knowledge tied to bilingualism postulates how becoming bilingual 

leads to a form of structuring and restructuring of language (Grosjean, 1992, p. 57).  

Gass & Selinker (2008) also support the idea of the restructuring of knowledge and 

further hypothesize that it is the main cause of the three stages of U-shaped behaviour 

and learning. Shirai (1990) also seemed to consider the restructuring of knowledge as 

the main cause of U-shaped behaviour, and how chunk learning is also a contributing 

factor. One of the limitations of Shirai’s study is that it only addresses lexical 

development, and not grammar development.  

 

2.3 U-shaped learning as a universal vs. L1 transfer 

 

The notion of restructuring knowledge as the main cause of U-shaped learning and 

development is not radically different from what the dual-mechanism theory proposes. 

The extrapolation and acquisition of a rule constitute a restructuring of knowledge. It is 

therefore conceivable that U-shaped learning is not only limited to L1 acquisition, but 

that it is also affects SLA. The interesting question here is if U-shaped learning is in fact a 

universal trait of language acquisition, affecting not only L1 acquisition but also L2 

acquisition. However, L1 transfer is also another possible explanation.  

 

A case study of Patty (Lardiere, 2003), a Chinese speaker with English as her L2, 

examined her knowledge of the past and finite tense. The case study, using both spoken 

and written data, revealed a rather high deletion rate of the past tense morphemes. It 

turned out that in both written and spoken data combined, Patty marked the regular 

verbs only 5.8 % of the time, and the irregular verbs 46.08 % of the time (lexical main 

verbs only). There were similar consistent rates of marking verb inflection when counting 

all verbs including auxiliaries, modals and copula, respectively 5.8 % regular and 41.3 % 

irregular. Lardiere (2003) states that this is a case study and that the study is in no way 

representative of all native Chinese speakers with English as their L2. Lardiere (2003) 

hypothesizes that Patty’s L1 seems to influence her L2 production. Furthermore, she 

proposes that the English past tense is not acquirable by Patty or other Chinese speakers 

of English. The study provides evidence of L1 transfer as opposed to the universality of 

U-shaped learning. One question that needs to be asked, however, is whether or not the 

data captured Patty’s early stages of U-shaped learning. Similar to U-shaped learning 

exhibited in L1 acquisition, Patty did not seem to have formed the regular past tense 

rule, which might parallel children in initial stages of acquiring the regular past tense 

productive rule where they heavily rely on the memorization of items. Compared to the 

regular verbs, she correctly marked the irregular past tense at a more consistent basis. 

Furthermore, the error rate is perhaps not very surprising when considering Patty’s 

earliest point of formal exposure to English, which was at age 16 in Hong Kong, China. 

This is further explained by Long’s (1990) finding that there are possibly multiple 
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sensitive periods in SLA. While reviewing research on maturational constraints on 

language development, Long (1990) found considerable evidence for a sensitive period 

for acquiring morphology and syntax in SLA. “Native-like morphology and syntax only 

seems to be possible for those beginning before age 15” (Long, 1990, p. 280). Johnson & 

Newport (1989, as cited in Long, 1990, p. 271) support this by unambiguously showing a 

clear advantage in acquiring morpho-syntactic features before age 15. Patty’s 

performance, in light of this, is therefore perhaps not surprising. Furthermore, whether 

Patty’s performance speaks in favour of L1 transfer or U-shaped learning is an open 

question. 

 

The Bottleneck Hypothesis, as proposed by Slabakova (2008, as cited in Slabakova, 

2016), contends that functional morphology is among the hardest parts to acquire in 

SLA. Moreover, it is especially difficult to acquire when there is a mismatch present 

between the L1 and the target L2. Jensen (2016) tested the Bottleneck Hypothesis using 

a group of Norwegian L2 learners of English between the age ranges of 11-12 and 15-18. 

It turned out that subject-verb agreement, which has no equivalent in Norwegian, was 

indeed more challenging for the test subjects. Furthermore, although their proficiency 

level increased, subject-verb agreement still seemed to be a persistent problem. 

However, this study focused on the interface between syntax and morphology, whereas 

this current study focuses more on the relation between morphology and grammar. 

Norwegian and English are both languages that make a distinction between regular and 

irregular verbs. Since there are similarities between these two languages in regard to 

regular and irregular verb inflection, it is therefore conceivable that this aspect of 

grammar is not as challenging to acquire for Norwegian L2 speakers of English as with 

other non-similar features, as illustrated by Jensen (2016). However, one interesting 

question one might raise is whether U-shaped learning, as opposed to simply L1 transfer, 

is universally true in language acquisition. Phrased differently; do we exhibit a U-shaped 

developmental curve in acquiring regular and irregular aspects of a grammar system in 

second language acquisition, or do we simply transfer relevant aspects from our L1 into 

the target L2?  

 

2.4 Research questions 

 

Given the previous research presented above, I pose the following research questions:  

 

RQ1: Do Norwegian L2 learners of English exhibit a similar learning curve in 

relation to the acquisition of irregular and regular aspects of verb morphology as 

L1 learners of English do? 

 

RQ2: Do we find evidence of dual organization in the L2 lexicon and thus a 

universal pattern? 

 

To the best of my knowledge, there is a lack of research on the topic of U-shaped 

learning during L2 acquisition, at least with regards to functional grammar. The purpose 

of this study is therefore twofold. On the one hand, it is a confirmatory study seeking to 

explore whether U-shaped learning patterns exist or not within the confines of the three 

groups that will be tested. On the other hand, it is also an exploratory study which 
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investigates at what level of accuracy the participants perform, as well as examining how 

much the participants tend to overregularize irregular verbs. 

 

We hypothesize that there will be an increase in the rate of overregularization errors for 

group 2 (9th grade) as compared to group 1 (8th grade) and group 3 (10th grade). 

Although this forms an inverted U-shape, this is still part of the same phenomenon which 

is referred to as U-shaped learning. The U in the term U-shaped learning models the dip 

in accuracy, but the name refers to the phenomenon in its entirety. That is; the different 

U-shaped curvature, whether they are inverted or not, are associated with the dip in 

accuracy and are still part of the same phenomenon at hand. In sum, accuracy rates and 

overregularization rates are linked together, and any results should reflect both aspects 

simultaneously. We further hypothesize that evidence of the U-shape would be indicative 

of universality contrary to L1 transfer. Since Norwegian and English have similar regular 

and irregular inflectional paradigms, where the regular past tense rule is highly 

productive, it is conceivable that L1 transfer would mainly involve the memorization of 

the lexical items of English. One would transfer knowledge of the Norwegian productive 

rule into English which maps rather closely. Consequently, there would be few curves in 

the rates of overregularization errors, and furthermore no U-shaped learning.  
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In order to investigate whether or not a U-shaped learning curve does occur among 

Norwegian L2 learners of English in the acquisition of irregular and regular aspects of 

verb morphology, a cross-sectional design was chosen for this experimental quantitative 

study. Due to the confines of a master’s thesis, we chose to mainly focus on irregular 

verbs. U-shaped learning involves a regression of accuracy in the production of irregular 

words over a certain duration of time. Time is therefore one of the important 

independent variables when examining U-shaped behaviour. In order to accommodate 

for this in the cross-sectional design, grade/proficiency level was therefore chosen as a 

proxy for age.  

 

Level of accuracy in conjunction with overregularization errors of irregular verbs were 

additionally of significant interest when observing U-shaped behaviour. During L1 

acquisition, co-occurring with the regression of accuracy, is an inverted U-shape in the 

rate of overregularization errors which peaks as accuracy dips. Consequently, the rate of 

overregularization errors across time is therefore especially interesting. 

 

Data from elicitation tasks modelled after the classic Wug-test design (Berko, 1958) were 

collected from participants at three different school-grade levels, respectively in the 8th, 

9th, and 10th grade. Data from each group were collected via an online form and analysed 

statistically afterwards. In the following section, a description of the participants in this 

study is provided, in addition to the materials used and the procedure itself. Finally, after 

a section addressing the analysis, the validity of this study is discussed.  
 

 

3.1 Participants 

 

The participants in this study were students at a lower-secondary school in Trondheim, 

Norway. They were recruited randomly from within three different grades, respectively in 

the 8th grade (N=20), 9th grade (N=24), and 10th grade (N=23). However, participants 

with known learning deficits or other relevant developmental deficits were excluded. In 

addition, participants with a different L1 than Norwegian, and those performing beneath 

a certain accuracy level (readdressed later in 3.4) were also excluded. The participant 

count in the final analysis are as follows in the 8th grade (N=17), 9th grade (N=19), and 

10th grade (N=15). 

 

Since there were participants in the 8th and 9th grade who were younger than 16, consent 

had to be given by their parents in addition to by the participants themselves. The 

parents were given a detailed information and consent sheet which offered brief 

information about the project, data protection and handling, and their legal rights during 

the project. A separate information and consent sheet, with less legal information, were 

given to the participants themselves, which in turn gave a brief outline of what they were 

3 Methods 
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expected to do whilst filling in the online form. Participants in the 10th grade who were 16 

years old were given a specially dedicated information and consent sheet since they 

could legally provide consent to participate themselves. A questionnaire related to the 

participant’s language background, as well as their medical and developmental 

background, was also given to the parents and filled out by them. The participants were 

informed of this in their information sheet. This did not apply to the participants in the 

10th grade who instead received all the relevant information themselves. See appendix 

for more information on the information sheets and consent sheets. 

 

3.1.1 The students 

 

Students in Norway start learning English formally during their first year of attending 

school. After completing the 7th grade and upon entering the lower-secondary level, they 

will have received 366 hours of education on English, whereas during their time in a 

lower-secondary school, they will receive an additional 228 hours (UDIR, 2013). 

Normally, students in the 8th grade are between 13 and 14 years, 14 and 15 years in the 

9th grade, and 15 and 16 years in the 10th grade. 

 

After the research project was approved by both the school and the Norwegian Centre for 

Research Data (henceforth NSD), a select group of volunteer teachers helped grant 

access to their classes. Sensitive information relating to the students’ health were also 

collected in order to uncover factors that could potentially influence their language 

development. 

 

3.1.2 The parents 

 

Before any testing took place, consent had to be given first by the parents before the 

participants themselves could give any consent to participate. Since socio-economic 

factors seems to be an important confound, data were also collected on the parents’ 

socio-economic background. In doing so, a questionnaire was handed out along with the 

information and consent sheet. This mainly focused on their educational background and 

occupations. For an overview, see Appendix B. Due to the scope of this thesis, I will not 

go into the details of this data. 

 

3.2 Materials 

3.2.1 Stimuli and elicitation tasks 

 

The participants’ knowledge of grammatical aspects of irregular verbs were of main 

interest for this study. Subjects were therefore mainly tested on verb production. 

Additionally, U-shaped behaviour has been observed for irregular nouns as summarized 

in chapter 2. Participants were tested in 43 irregular verbs and 10 irregular nouns. 

 

In order to create the elicitation tasks, I began by obtaining an overview of the learning 

material used by the school for teaching English. There were three books which the 
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school used for each grade. According to one of the teachers involved with this project, 

these books were frequently used as part of the learning material. First, a list of the 

irregular verbs found across all books in the books’ glossary was established. It 

amounted to 93 irregular verbs. A short list of 14 irregular nouns was also created in a 

similar fashion, with the exception of a few words. For instance, instead of using the 

word salmon, I chose fish seeing how it occurs more frequently.  

 

As presented in the literature review, frequency of exposure seems to be an important 

factor in relation to U-shaped learning and the production of overregularization errors. 

Subsequently, I created two conditions for verbs and two conditions for nouns based on 

frequency ratings; an easy condition and a hard condition. In order to do this, I checked 

the frequency ratings for both the verbs and the nouns in BYU’s iWeb: The intelligent 

Web-based Corpus. An open search for verbs, grouped by lemmas, resulted in a list of 

the top 1000 most frequently occurring verbs in the corpus. The same process applied to 

the nouns. Of the 93 irregular verbs found in the books, 20 with a frequency ranking of 

smaller than 50 out of the 1000 hits (RAW FREQ greater than 6056787) were chosen for 

the easy condition, whilst an additional 20 with a frequency ranking greater than 300 of 

the 1000 hits (RAW FREQ smaller than 1013581) were chosen for the hard condition of 

verbs. Of the 14 irregular nouns found in the books, 5 with a frequency ranking of 

smaller than 100 out of the 1000 hits (RAW FREQ greater than 4027114) were chosen 

for the easy condition of nouns, whereas an additional 5 with a frequency ranking greater 

than 600 of the 1000 hits (RAW FREQ smaller than 1193738) were chosen for the hard 

condition of nouns. An additional 3 verb items with a RAW FREQ smaller than 10566 

were also added to the list of items to be tested. We assumed that the participants were 

highly unlikely to successfully produce the correct past tense forms of these items. These 

three items were added to see what types of mistakes the participants would make. In 

sum, they were given 43 tasks related to irregular inflection of verbs, and 10 tasks 

related to irregular inflection of nouns. 

 

After the four (five if you count the unlikely condition) lists were created to form 

frequency-based conditions, elicitation tasks based on Berko’s (1958) Wug-test were 

created afterwards. The following example (3) illustrates what the tasks, meant to test 

verb knowledge, looked like: 

 

(3) STEAL: Paul likes to steal things. 

However, during the party, Paul _____ Lisa’s heart. 

 

The target word is specified in its non-finite form for the verbs (spelled out in capital 

letters to highlight that this is the target word) and is further used in the present tense in 

an example sentence. In the second sentence, a blank is left where the participant is 

asked to fill in the irregular past tense form of the word according to context, which in 

the above example would have been stole. As for the elicitation tasks for the nouns, they 

were designed in a similar fashion. (4) shows an example of how they were formulated: 

 

(4) MAN: A baseball team cannot consist of only one man. 

 A baseball team consist of at least 9 _____. 
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3.2.2 Questionaire 

 

Two separate online forms were created to accommodate for the participants who needed 

parental consent and those who were able to give consent themselves. The online form 

intended for the participants in the 8th and 9th grade included a question related to known 

diagnoses pertaining to language impairment or learning impairment. As a requirement 

from NSD, this question was excluded from the online form intended for the 16-year old 

participants for them to be legally allowed to give consent themselves. Both forms were 

identical aside from this one question. 

 

3.2.3 Electronic survey platform 

 

SurveyGizmo was chosen as the online survey platform to collect data on the responses 

to the elicitation tasks, as well as personal habits surrounding the participant’s use of 

English. To maintain the anonymity of each participant and their responses, all 

candidates were issued a personal code which corresponded to their name on a physical 

key sheet. Participants were also asked to fill in their date of birth as an extra precaution 

in case he or she had written down the wrong personalized code. If a participant were to 

withdraw consent, cross-checking the date of birth with the consent sheet, along with the 

personal code, would make for a more reliable way of identifying the correct participant. 

For the purpose of analysing the data, reliably matching the participant with information 

on relevant diagnoses provided by the parents was important in cases where I would 

have to exclude the subject form further analysis. 

 

SurveyGizmo also collected reaction times on each question. These measurements gave 

information on the amount of time each participant spent on answering each task. It 

might be interesting to see whether there are any patterns in the amount of time spent 

on answering each task, in addition to checking whether they spend more time in cases 

where they produce errors. 

 

12 background questions inspired by Strætkvern’s (2017) and Grønning’s (2016) 

background information were added into the electronic survey. These questions focused 

on the participant’s language background (both first and second language), self-rated 

level of proficiency, language usage, and exposure to English. 

 

3.3 Procedure 

 

After the project was designed, it was submitted to NSD for evaluation before being 

accepted. Prior to any testing, consent sheets were given to both parents (see appendix 

B) before the participants received any information (see appendix A). Ahead of each 

testing session, a list of participants was created from the consent sheets that had been 

collected by the involved teachers. Each testing session took about 60 minutes and was 

held at the school during teaching hours. Some of them took place in a mixed classroom 

with other non-participating students. Other sessions were held in a room separate from 

the other non-participating students. During mixed classroom sessions, non-participants 
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were given individual work by the teacher and encouraged to keep quiet so to not disturb 

the participating students. All testing sessions were administered by this thesis’ author. 

 

3.4 Analysis 

 

Although accuracy rates over time are important in relation to U-shaped learning during 

L1 acquisition, they are likely not quite the same in L2 acquisition. Importantly, children 

during L1 acquisition are exposed to very similar types of input. In L2 acquisition on the 

other hand, the input varies a lot more and has arguably a greater impact on the 

language development than in the L1. This will necessarily impact the individual’s 

vocabulary size, as well as how they store words. Thus, we are not expecting accuracy 

rates alone to be a good measure of U-shaped learning in L2 acquisition. It is conceivable 

that accuracy will in fact increase with age and level of proficiency. Rather, we expect 

accuracy rates in conjunction with overregularization over time to be a better way of 

measuring this phenomenon in the L2. 

 

Overregularization errors might be a better predictor to U-shaped learning during L2 

acquisition. As previously mentioned, overregularization errors increase for a duration of 

time during the dip in performance, as observed during the development of the L1. 

Furthermore, this forms an inverted U-shape for the production of such errors. We are 

therefore interested in measuring the progression of overregularization errors in the L2 

to see to what degree it follows L1 development. Ultimately, we expect to see curvature 

in the rates of overregularization errors across the groups.  

 

Given the abovementioned rational, grade as a predictor of overregularization for mainly 

verbs, but also for nouns to a certain extent, is of special interest. For the analysis, grade 

was used as the independent variable, whereas accuracy and overregularization were 

used as dependent variables. All responses to the elicitation tasks were first compiled in 

Microsoft Excel where they were followingly judged according to three categories; 

accurate responses, overregularization errors, and other types of errors6. Percentages 

were calculated for each variable. For each variable, the mean score and standard 

deviation were calculated for each group. The distributions for each group were also 

check in the form of histograms and boxplots. 

 

Looking at the distributions in the rate of accuracy within each group lead to further 

exclusion of participants on the basis of developmental deficits, underperformance (under 

50% correct answers overall verb production), as well as bilingualism.  

 

Participants were tested for 43 verbs and 10 nouns. For the verbs, as mentioned above, 

three conditions were created; an easy condition, a hard condition, and an unlikely 

condition. Note that the unlikely condition, consisting of only three items, was excluded 

from the analysis in order to create a balanced analysis between highly frequent items 

(items in the easy condition) and less frequent items (items in the hard condition). Only 

the easy and the hard condition, which consisted of a balanced 20 highly frequent items 

 
6 Responses that were a combination of approximation (changed stem vowel) + regular past tense 

suffix were added to the category of ‘other types of errors’. These are typically judged as normal 
overregularization errors in L1 production. However, these were marginal cases for all three 
groups, and were added to other errors since they are a combination of two types of errors. 
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and 20 less frequent items, were used for the analysis. As previously mentioned, the 

unlikely condition was simply used to see what types of mistakes the participants would 

make. However, due to the word limit of this thesis, I could not pursue an analysis of 

these items. 

 

The results focus on the relation between grade and rate of accuracy, as well as grade 

and rate of overregularization errors. A final selection of relevant boxplots and other 

figures are presented. The main focus is on overregularization errors. Closer examination 

of the distributions within each variable revealed how they were not normally distributed. 

ANOVA and t-tests could therefore not be performed, and a Wilcoxon test was 

consequently adopted to test certain relations that were of interest.  

 

3.5 Validity 

 

A major benefit of using elicitation tasks is that it enables us to test specific aspects of 

the participant’s knowledge of words, such as tense, regular vs. irregular inflectional 

morphology, and noun count for instance. The tasks restrict the type of answers a 

participant can provide, which has certain benefits. Seeing as the target word is specified 

and the context of the sentence predicts a single accurate answer to a greater extent, 

evaluating the data normatively and accurately is therefore straightforward. The method 

additionally restricts the amount of information for further statistical processing. Finally, 

it is a well-established method applied within linguistic study disciplines.  

 

The validity of this study is based on certain assumptions. One central assumption is that 

the participants undergo a similar learning curve, which in turn is the rational for the 

cross-sectional design. Furthermore, we are assuming that the students in the selected 

grade interval (8th, 9th, and 10th grade) are still developing their metalinguistic 

awareness. A master’s thesis by Evensen (2014) demonstrates how metalinguistic 

awareness is under development for Norwegian children and adolescents learning English 

as an L2 between the ages 10 to 15 years. On a critical note, it is possible that the age 

interval within these three grades is too compact for L2 acquisition. This could mean that 

a larger interval is needed to see any real curvature for either accuracy or 

overregularization rates. It is also possible that we would be able to see more of a dip in 

the production rate of overregularization errors by testing students at the end of upper 

secondary (VG3). 

 

Since reaction times were recorded in a classroom setting with varied levels of control, 

they cannot be considered 100% reliable. Participants would sometimes, even though 

they were encouraged not to do so, get up during the experiment and leave the 

computer for a few seconds. This affects the reliability of the data seeing how some of 

the measurements are inaccurate. Sample size is another factor since the groups are 

neither equally big nor more than 20 participants. It would have been preferable to have 

a greater number of participants, especially in the third group.  

 

As a final point, there is an added benefit of reliability when utilizing an online platform to 

distribute elicitation tasks. An online platform used to administer the tasks minimizes the 

effect a researcher might have on the participating subject and the responses to each 
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task. Furthermore, it ensures that all the participants receive the tasks by means of the 

exact same procedure.   
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The following section presents the results from the data collection. Accuracy rates for 

verbs and nouns are presented descriptively. The subsequent sub-section focuses on the 

rate of overregularization for overall verb and noun production, before providing finer 

details on the differences between the easy and the hard condition for verbs and nouns. 

Overregularization rates were further processed in R for statistical inferencing. 

Descriptive statistical analyses illustrate information on the reaction times for different 

types of responses. Finally, information on the other types of errors made when 

producing verbs and nouns are also reported. For reference, participants in group 1, 2 

and 3 correspond respectively to 8th grade, 9th grade, and 10th grade. 

 

4.1 Accuracy rates 

 

A closer inspection of the data revealed that there were a few participants that performed 

beneath a 50% accuracy rate. Initially, participants with known dyslexia had not been 

excluded since there seems to be an open question as to what extent dyslexia affects the 

L2. Although it is not a language impairment, dyslexia is a developmental deficit 

nonetheless. We know that children with this diagnosis struggle in Norwegian schools. 

However, we do not know the exact reason behind this. Regardless, three participants 

with this known diagnosis were excluded from further analyses. An additional 4 

participants were also excluded from further analyses due to poor performance (beneath 

50% accuracy), and balanced bilingualism. The remaining number of participants were 

respectively in 8th grade (N=17), 9th grade (N=19), and 10th grade (N=15). 

 

Figure 1 to 4 show the data after the abovementioned outliers were excluded: 

4 Results 



36 

 

 

Figure 1: Overall accuracy of verbs in group 1. 

 

             

  Figure 2: Overall accuracy of verbs in group 2. 
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Figure 3: Overall accuracy of verbs in group 3. 

 

Figure 4: Comparison between groups by mean and standard deviation for overall 

accuracy of verbs. 

 

Whereas figure 1 to 3 show the distributions among the groups, figure 4 compares the 

mean average performance of each group and includes standard deviation error bars. As 

expected, overall accuracy rates seem to slightly increase with grade and age, at least in 

regard to the overall verb production. Note that the variability also decreases with grade. 

 

As for overall accuracy for nouns, figure 5 provides data on the distribution within each 

group, as well as comparisons between them: 
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Figure 5: Comparison between groups for overall accuracy of nouns. 

 

Although performance seems to increase with grade for verb production, this does not 

seem to be the case for the overall noun production (figure 5). The mean varies between 

61.3% and 70.5%. Accuracy rates between the groups for nouns seem consequently to 

be more stable. Note that the variation in accuracy decreases between group 2 and 3. 

Additionally, there are a few outliers still present for group 2 and 3. 

 

By comparing the easy condition with the hard condition for verbs within each group, 

figure 6 demonstrates how the participants are sensitive to frequency effects. Consider 

the following figure: 
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Figure 6: Accuracy scores for easy (turquoise) vs hard (red) condition for verbs, 
by Group. 

 

There are clear differences between each condition within each group, which indicate that 

the participants are sensitive to frequency effects. Performance appears to increase in 

the hard condition across the three groups. Additionally, there is greater variation in the 

accuracy scores in the hard condition as opposed to the easy condition across all three 

groups. While accuracy increases with grade, variation within both conditions decreases. 

 

 

Figure 7: Comparison between groups for mean scores and standard deviation, 
easy and hard condition of verbs. 

 

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

G1 G2 G3

A
cc

u
ra

cy
 P

er
ce

n
ta

ge
 [

%
]

Groups

Mean and standard deviation for accuracy scores of verbs between conditions

Easy condition

Hard condition



40 

 

Figure 7 tells us the following information. On average, participants in group 1 were 

accurate 86.4% of the time for the highly frequent verbs in the easy condition, but only 

62.9% accurate for the less frequent verbs in the hard condition. For the second group, 

they exhibited an accuracy rate of 88.4% for highly frequent verbs, and 65.5% for the 

less frequent verbs. Finally, in group 3, participants were 93% accurate for frequent 

verbs, and 80.3% accurate for the less frequent ones. 

 

Sensitivity to item frequency are also visible for nouns, as illustrated below: 

Figure 8: Accuracy scores for easy vs hard condition for nouns, by Group. 

 

The distributions within each variable are more skewed for the nouns than for the verbs 

(compare figure 8 to figure 6). Contrasting conditions within groups, we see a similar 

trend where there is less variation in accuracy for the easy condition than the hard 

condition. We still see some outliers in group 2 and 3.  

 



41 

 

 

Figure 9: Comparison between groups for mean scores and standard deviation, 
easy and hard condition of nouns. 

 

In the first group, participants produced highly frequent irregular nouns correctly on 

average 75.2% of the time, but only 50.5% of the time for the less frequent irregular 

nouns. As for the second group, they were accurate 81% and 64.2% of the time for 

highly frequent verbs and less frequent verbs respectively. Finally, in the third group, 

accuracy rates were 76% and 46.6% by the same comparisons. Considering the contrast 

in the average performance within each group, frequency effects are observable. 

 

Turning to the inferential statistics, the following tests were performed in order to 

examine whether the differences in the accuracy were significantly different. As shown in 

several of the previous boxplots, many of the distributions appeared skewed. A Shapiro-

Wilk test was performed to give further feedback on this observation (Table 1): 
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Shapiro-Wilk test for normality, verb accuracy 

  Group: W: P-value: 

Overall rate of accuracy 

G1 0.90045 p-value = 0.09669 

G2 0.9411 p-value = 0.276 

G3 0.83475 p-value = 0.01064 

Easy condition for rate of accuracy 

G1 0.96375 p-value = 0.7027 

G2 0.73515 
p-value = 

0.0001505 

G3 0.79585 
p-value = 

0.003254 

Hard condition for rate of accuracy 

G1 0.94704 p-value = 0.4114 

G2 0.94991 p-value = 0.3938 

G3 0.90045 p-value = 0.09669 

Table 1: Shapiro-Wilk test for normality, accuracy distributions for verbs. 

 

As indicated by table 1, quite a few of the dependent variables were not normally 

distributed since the p-values were less than 0.05. If a p-value is less than 0.05, then the 

null-hypothesis, which is that the data is normally distributed, is rejected and the 

alternative hypothesis, that the data is not normally distributed, is accepted. For overall 

accuracy rates, group 2 distributed normally, whereas group 1 and 3 did not. For the 

easy condition, group 2 and 3 did not distribute normally, while group 1’s responses did. 

Finally, all the responses within all the groups distributed normally for the hard condition. 

 

Since some the data did not distribute normally, the non-parametric unpaired version of 

the Wilcoxon test7, which does not assume a normally distributed population in the 

samples, was applied in R to see whether the distributions overlapped or not. Table 2 

provides the details of the applied test and group comparisons: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
7 Also referred to as the Mann-Whitney U test. 
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Wilcoxon test between groups for overall accuracy 

Groups being compared W: P-value: 

Group 1 and Group 2     W = 137 p-value = 0.4454 

Group 2 and Group 3     W = 66 p-value = 0.008083 

Group 1 and Group 3     W = 48 p-value = 0.002734 

Wilcoxon test between groups for accuracy, easy condition 

Groups being compared W: P-value: 

Group 1 and Group 2    W = 123.5   p-value = 0.2246   

Group 2 and Group 3    W = 98   p-value = 0.1133   

Group 1 and Group 3    W = 62   p-value = 0.01185   

Wilcoxon test between groups for accuracy, hard condition 

Groups being compared W: P-value: 

Group 1 and Group 2    W = 144.5   p-value = 0.5979   

Group 2 and Group 3    W = 65   p-value = 0.007152   

Group 1 and Group 3    W = 53   p-value = 0.004987   

Table 2: Results from group comparisons on accuracy rates. Result of an unpaired 
Wilcoxon test. 

 

The NULL-hypothesis, that there are no significant differences between sample A and B, 

is proven if the p-value is greater than 0.05. The test gives an indication of whether the 

two distributions (A and B) overlap or not, and if they differ significantly. For overall 

accuracy, as well as for accuracy in the easy and hard condition, the distributions for 

group 1 and 2 did not differ significantly. The distributions, when comparing group 2 and 

3 for accuracy in the easy condition, did not differ either. However, we did see a 

significant difference between group 2 and 3, as well as between group 1 and 3 for 

overall accuracy in verb production. The same is true for the same comparisons in the 

accuracy rates in the hard condition. As for the accuracy in the easy condition, the only 

significant difference was between group 1 and 3. In sum, we see that group 1 and 2 

never differ. Group 2 and 3 differ sometimes, whereas group 1 and 3 differ 

systematically.  

 

4.2 Overregularization rates 

 

Figure 10 gives an overview of the overall overregularization rate for the irregular verbs. 

It also illustrates the distribution within each group, whereas figure 11 compares the 

mean averages of overregularization rates between them. 
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Figure 10: Overall production rates of overregularization errors for verbs, by 
Group. 

Figure 11: Comparison between groups for overall production rate of 
overregularization errors for verbs. 

 

Overall overregularization rates seem to be similar across groups, ranging from 5.8-9.6% 

on average. The distributions, however, look skewed (Figure 10). Furthermore, there are 

four outliers present. Conversely, note that the medians across the groups form an 

inverted U-shape which peaks in the 9th grade. 
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The figures below provide an overview of the overall overregularization rate of irregular 

nouns. Consider figure 12 and 13: 

 

Figure 12: Overall production rates of overregularization errors for nouns, by 
Group. 

Figure 13: Comparison between groups for overregularization errors of nouns. 

 

The groups performed surprisingly similar. There is no change in the level of 

overregularization errors for nouns across groups. It is noteworthy that the variation 

groups more tightly together for group 3 as opposed to the two other ones (Figure 12). 

 

0%

5%

10%

15%

20%

25%

30%

35%

40%

45%

50%

G1 G2 G3

O
ve

rr
eg

u
la

ri
za

ti
o

n
 P

er
ce

n
ta

ge
 [

%
]

Groups

Mean and standard deviation between groups for overall overregularization errors of 
nouns



46 

 

When contrasting the easy condition with the hard condition for verbs within each group, 

some interesting differences begin to emerge. Consider the following comparisons within 

each group between conditions (Figure 14 and 15): 

 

Figure 14: Comparison between easy condition (turquoise) and hard condition 
(red) for rate of overregularization of verbs, by Group. 

 

 

Figure 15: Comparison between groups for mean scores and standard deviation, 
overregularization of verbs, easy and hard condition. 
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Although the rate of overregularization errors seems to be stable between group 1 and 2 

within the easy condition of verbs, it seems to drop significantly between group 2 and 3 

(see Figure 14). Group 3 exhibits a floor effect for this kind of error for highly frequent 

verbs. Furthermore, figure 14 indicates that rate of overregularization within the easy 

condition for group 3 is tightly distributed, and that there is a lot less variation among 

the participants. Altogether, every group produced more overregularization errors for 

less frequent verbs when compared to the highly frequent ones. We also see that the 

rate of overregularization errors in the hard condition rises in group 2, thus forming an 

inverted U-shape. 

 

A similar trend is not as prevalent when observing the overregularization rates of the 

irregular nouns. Consider figure 16 and 17: 

 

Figure 16: Comparison between easy condition (turquoise) and hard condition 
(red) for rate of overregularization of nouns, by Group. 
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Figure 17: Comparison between groups for overregularization rate of nouns, easy 
and hard condition. 

 

Overregularization rates of nouns appear to be stable across the three groups in the easy 

condition. There is an overall higher error rate in the hard condition contrary to the easy 

condition. Interestingly, we see a U-shape when looking at the medians across the 

groups for the hard condition (figure 16). 

 

Turning to the inferential statistics, the following tests were performed in order to 

examine whether the differences in the rates of overregularization errors of verbs were 

statistically significant. By observing the data in figure 14, it led us to believe that the 

error rates were not normally distributed. A Shapiro-Wilk test for normality was 

performed and gave the following results (table 3): 

 

Shapiro-Wilk test for normality 

  Group: W: P-value: 

Overall rate of overregularization 

G1 0.78067 0.001116 

G2 0.85953 0.009626 

G3 0.81933 0.00658 

Easy condition for rate of overregularization 

G1 0.75245 0.000485 

G2 0.71361 8.11E-05 

G3 0.49944 3.48E-06 

Hard condition for rate of overregularization 

G1 0.78956 0.001464 

G2 0.90579 0.06199 

G3 0.81184 0.005237 

Table 3: Shapiro-Wilk test for normality, overregularization distributions. 
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One out of three groups did distribute normally within the hard condition whereas none 

were normally distributed in the other conditions where the P-values were smaller than 

0.05.  

 

Consequently, the Wilcoxon test was applied in R to see whether the distributions 

overlapped or not. The test was applied between the groups to see whether there were 

any significant differences between the distributions within each condition. The test gave 

the following result (table 4): 

 

Wilcoxon test between groups for overall overregularization rate 

Groups being compared: W: P-value: 

Group 1 and Group 2 W = 127 p-value = 0.2719 

Group 2 and Group 3 W = 195 p-value = 0.06649 

Group 1 and Group 3 W = 141 p-value = 0.6142 

Wilcoxon test between groups for overregularization rate in the easy condition 

Groups being compared: W: P-value: 

Group 1 and Group 2 W = 165 p-value = 0.9161 

Group 2 and Group 3 W = 180 p-value = 0.1198 

Group 1 and Group 3 W = 171 p-value = 0.05497 

Wilcoxon test between groups for overregularization rate in the hard condition 

Groups being compared: W: P-value: 

Group 1 and Group 2 W = 120 p-value = 0.1875 

Group 2 and Group 3 W = 181.5 p-value = 0.1721 

Group 1 and Group 3 W = 124 p-value = 0.9073 

Table 4: Wilcoxon test between groups for overregularization rates. 

  

The distributions overlapped and did not differ significantly when comparing group 1 and 

2 (p-value = 0.2719) for the overall overregularization rates, as well as for group 1 and 3 

(p-value = 0.6142). Interestingly, the distributions are close to being significantly 

different when comparing group 2 and 3 (p-value = 0.06649) for the overall production 

rates. As for the overregularization rates in the easy condition, the p-value for the 

distributions of group 1 and 3 (p-value = 0.05497) is also close to being significant. 

However, it is still not below the threshold of 0.05. On the other hand, one could consider 

it to be a borderline significant p-value. Note that none of the tests were able to give 

exact p-values since there were ties in the data, which means that all the p-values are 

approximate computations. In sum, none of the distributions, whether tested together or 

separated by condition, differed significantly. 

 

An additional Pearson correlation test was performed to see whether the participants’ 

self-rated level of proficiency had any correlation with the rate of overregularization 

errors. No correlation was found between the participants’ self-rated level of proficiency 

and the overall rate of overregularization errors of verbs (as shown in table 5) 
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Self-rated level of proficiency 

against: Group: Correlation: 

Overall rate of overregularization 

Group 1 0.00171426 

Group 2 -0.2487454 

Group 3 -0.4861471 

Easy condition for rate of 

overregularization 

Group 1 -0.2362087 

Group 2 -0.3860624 

Group 3 -0.559017 

Hard condition for rate of 

overregularization 

Group 1 0.05121768 

Group 2 -0.1553049 

Group 3 -0.4214636 

Table 5: Pearson correlation test between overall rate of overregularization for verbs 
and the participant’s self-rated level of proficiency. 

 

4.3 Reaction times on accurate and overregularized answers 

 

As described in the previous chapter, reaction times were also recorded for each 

response. Figure 18 and 19 comparers the reaction times on accurate and 

overregularized responses respectively: 

 

 

Figure 18: Average time spent on accurate answers with standard deviation error 
bars. Average time spent on accurate verb responses (blue) and for nouns 
(orange) are shown. 
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Figure 19: Average time spent on overregularization errors, including error bars 
for standard deviation. Average time on overregularization errors for verbs (blue) 
and for nouns (orange). 

 

As figure 18 illustrates, reaction times on accurate answers for both verbs and nouns 

seem to decrease with grade and level of proficiency. A similar trend is observable for 

overregularization errors for both verbs and nouns (Figure 19). As indicated by the 

standard deviation error bars, the variability does also seem to decrease with grade for 

time spent on verbs and nouns in both figures. Average reaction times for 

overregularization errors for nouns seem to flatten out between group 2 and 3. 

 

4.4 Other errors types in relation to verbs 

 

All the responses were judged according to three categories, and the errors were sorted 

into two categories when evaluating the responses to the tasks. Error category 2 

consisted of overgeneralization errors. Error category 1 encompassed all other forms of 

errors. Although often considered overregularization errors, cases of approximation plus 

the regular inflectional suffix -ed, such as frozed for the past tense of to freeze, were 

added together with all the other errors (separate from Error category 2). However, they 

were counted separately seeing as there was only a small amount of this type of error. 

Presented in this sub-section are examples of the other forms of errors produced by the 

participants in this study. 

 

Error category 1 included the following; bare forms, avoidances, omissions, phonological 

approximations, and wrong tense. Additionally, it included cases of approximation plus 

overregularization. Following are examples of each kind of error: 

 

(3)  “SHINE: Brian likes it when the sun shines on him. 

Yesterday, the sun _shine____ through the clouds on Brian.”  
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(4)  “SEE: Paul loves to see movies on his spare time. 

Last night, Paul __watched____ Mad Max: Fury Road at home.” 

 

(5)   “TELL: Paul likes to tell jokes at parties. 

At yesterday’s party, Paul __?____ a funny joke that made everybody 

laugh!” 

 

(6)  “CLING: When rock climbing, Brian clings tightly onto the rocks. 

Yesterday, Brian __clong____ tightly to the rocks so he would not fall.”  

 

(7)  “SET: Every year, this guy sets out on a new journey. 

What did he do last year? 

He __sets___out on a journey.”  

 

(8)   “FREEZE: Brian likes to prepare all his food a week in advance, and freeze 

  it afterwards.  

Last night, after preparing his food, Brian _frozed__ his food.”  

 

Example (3) illustrates a typical case where the participant provides the bare form as 

opposed to the fully inflected past tense form. (4) is a case of avoidance where the 

participant provided a different lexical word than the target word (as indicated in capital 

letters). (5) is a case of omission, whereas (6) shows how the participant has made a 

phonological approximation of the target word clung. Example (7) is a case where the 

present tense, as opposed to the past tense, was applied. Finally, (8) illustrates a case of 

an approximation plus overregularization of an irregular verb. 

 

Seeing as bare forms and cases of approximation plus overregularization are quite 

interesting, table 6 offers further information about the bare forms and table 7 does so 

for cases of approximation plus overregularization. 

 

 Sum: Mean: Median: 

8th grade 23 1.35 1 

9th grade 32 1.68 1 

10th grade 11 0.73 1 

Table 6: Bare forms for verbs. 

 

 Sum: Mean: Median: 

8th grade 3 0.17 0 

9th grade 1 0.05 0 

10th grade 0 0 0 

Table 7: Cases of approximation + overregularization for verbs. 

 

Bare forms, as in bare stems, are often attributed to children’s early L1 language 

production. It has also been noted as a common error made by bilingual school-aged 

children (Jacobson & Yu, 2018). Although participants overall seem to continue to 

produce bare forms across the groups (median = 1 as seen in Table 6), the production 

rate of such errors seems to drop substantially from 9th grade to 10th grade. 
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Interestingly, we find an inverted U-shape in the amount of bare forms across the three 

grades as seen in table 6. 

 

4.5 Other error made in relation to nouns 

 

Same categorization process as applied to the verbs was applied to the nouns. Beneath 

are examples of the types of errors found in the data which were; bare form (9), 

avoidance (10), omission (11), phonological approximation (12), and approximation plus 

overregularization (13). 

 

(9)   “LIFE: A regular person has one life. 

 A cat, on the other hand, has 9 __life__”. 

 

(10)   “GOOSE: Today, I only saw 1 goose. 

   Yesterday, I saw a flock of __ghosts____.” 

 

(11)   “OX: Farmer Bob has 1 ox. 

   Farmer Brendon has 5 ___?___.!” 

 

(12)   “GOOSE: Today, I only saw 1 goose. 

   Yesterday, I saw a flock of __gise____.”  

 

(13)   “GOOSE: Today, I only saw 1 goose. 

 Yesterday, I saw a flock of __geeses____.”  

 

Table 8 compares the amount of bare forms between the three groups, whereas table 9 

does so for cases of approximation plus overregularization. 

 

 Sum: Mean: Median: 

8th grade 8 0.47 0 

9th grade 5 0.25 0 

10th grade 5 0.33 0 

Table 8: Bare forms for nouns. 

 

 Sum: Mean: Median: 

8th grade 2 0.1 0 

9th grade 3 0.15 0 

10th grade 1 0.06 0 

Table 9: Cases of approximation + overregularization for nouns. 

 

In the case of nouns, bare forms were singular nouns in a plural noun context. 

Interestingly, there were fewer bare forms for nouns than for verbs (compare Table 8 

with Table 6). This could be due to fewer elicitation tasks dedicated to nouns. Regardless, 

bare forms for nouns do not seem to be a common error for the participants in this 

study.  
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The research questions, as proposed in section 2.4., were as follows. 1) Do Norwegian L2 

learners of English exhibit a similar learning curve in relation to the acquisition of 

irregular and regular aspects of verb morphology as L1 learners of English do? 2) Do we 

find evidence of dual organization in the L2 lexicon and thus a universal pattern?  

 

Prior to testing, we expected to find significant differences in the levels of accuracy and 

overregularization errors when comparing the three groups in this study, in addition to 

possibly finding ceiling effects. We proposed that evidence for U-shaped learning would 

speak in favour of the universality of the phenomenon as opposed to simply L1 transfer. 

The overall picture that emerges after analysing the data seems to indicate that we are 

observing a part of the U-shaped curve which parallels that which has been observed in 

L1 acquisition. Furthermore, the results seem to model the later stages of the 

phenomenon.  

 

5.1 Evidence for U-shaped learning in the L2 

 

The first question in this study sought to determine whether Norwegian L2 learners of 

English exhibit U-shaped learning in a similar fashion to how L1 learners of English do 

when acquiring irregular aspects of verb morphology in English. This study provides 

suggestive evidence indicating that we are in fact seeing a small interval from the later 

stages of U-shaped learning during L2 acquisition among Norwegian learners of English. 

During the later stages of U-shaped learning, the theory predicts how the level of 

accuracy should steadily increase while at the same time co-occurring with a decrease in 

the rate of overregularization errors. The observations in chapter 4 model this to a 

certain extent. There were some significant differences between the groups for accuracy 

rates of verb production, and we found a floor effect for the rate of overregularization 

errors of highly frequent verb items for group 3. By looking at the statistics for accuracy 

rates and overregularization rates of irregular verbs and nouns, several observations 

were made and are summarized as follows.  

 

Firstly, overall accuracy rates improve with each grade, rising from 75% accurate verb 

responses to 86.8% on average. This improvement is most clearly visible for verb 

production across the groups. The Wilcoxon test revealed how the distributions, when 

comparing group 1 and group 3 for the overall accuracy rates, as well when sorted by 

condition, systematically differed to a significant extent (see table 4). Additionally, the 

variation in accuracy decreases with grade. As for noun production, a clear rise in 

accuracy was not visible seeing as it seems to have stagnated (see Figure 9). 

Conversely, the variability in the rate of accuracy for overall noun production decreases 

with grade as shown in the same figure. This decrease in variability in conjunction with 

an increase in verb production performance might be indicative of an increase in 

proficiency among participants across grades.  

5 Discussion 
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Secondly, participants were sensitive to frequency effects. There was a clear frequency 

effect between highly frequent items (easy condition) and the low frequency ones (hard 

condition). This effect was visible for accuracy rates for verbs (Figure 10) and nouns 

(Figure 12). Similarly, the same was true for the rates of overregularization errors for 

verbs (Figure 18) and nouns (Figure 20). This observation supports Pinker’s (1998) idea 

that the frequency of exposure has an impact on memory traces and consequently the 

lexical retrieval for words. A higher frequency of exposure leads to stronger memory 

traces, which means that they are less prone overregularization errors and more prone to 

being correctly retrieved from the mental lexicon. As described in the methods, the four 

conditions based on frequency were designed by checking the frequency of each item in 

BYU’s iWeb-corpus, which is a corpus consisting of ca. 14 billion words from 22 billion 

webpages. Seeing as children and adolescents spend increasingly more and more time 

connected with social media and the internet, checking the frequency of the target words 

against a corpus based on webpages seemed advantageous. In line with this assumption, 

the frequency effects support this idea. 

 

Thirdly, there were some observable curves between the groups for overregularization 

rates in the overall verb production (Figure 14). We additionally saw a U-shape across 

the groups when looking at the medians in the hard condition for nouns in the 

overregularization rates (Figure 16). Some interesting differences became evident when 

differentiating between conditions. In the easy condition for verbs, a floor effect was 

observed for group 3 (Figure 18). As for the hard condition of verbs, we saw a rise in 

overregularization rates when comparing the median between the groups which in turn 

resembled an inverted U-shape. Contrary to expectation, the Wilcoxon test applied to all 

three conditions (overall, easy condition of verbs, hard condition of verbs as seen in table 

4) between the groups indicated no significant differences between the three 

distributions in each tested condition. An explanation of this result will be discussed in 

further detail in sub-section 5.3 for limitations. Nonetheless, the floor effect was rather 

interesting demonstrating how the 10th graders almost did not overregularize highly 

frequent verb items. 

 

Fourthly, regarding reaction times for accurate answers and overregularized items 

decrease with grade. Not only does the average time spent on these types of responses 

decrease with grade, but the variability also decreases with grade. This is consistent for 

both verb and noun production. Additionally, participants spent more time within each 

grade on overregularized responses than for accurate responses. This is yet further 

evidence suggesting an overall increase in proficiency from grade to grade. 

 

Fifthly, a Pearson correlation-test between participants’ self-rated level of proficiency and 

the rate of overregularization errors did not correlate (Table 5). If anything, the 

correlation between these two factors seemed to decrease with grade. Therefore, the 

participants’ self-rated level of proficiency is not a good predictor of the rate of 

overregularization within each group.  

 

Finally, the amount of bare forms decreases for verbs and nouns from 8th to 10th grade. 

Regarding the bare forms of verbs, they increased from 8th grade to 9th grade before 

decreasing in the 10th grade, thereby forming an inverted U-shape. Bare forms, at least 

in L1 productions, have been ascribed to early stages of language acquisition. There were 

more bare forms for the verb production than for the nouns. This could be due to the 
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amount of elicitation tasks dedicated to testing verb knowledge. They were tested on 43 

verb items as opposed to the 10 noun items. This finding could suggest that there is 

more of a development taking place in regard to verbs than for nouns, which is 

consistent with the accuracy rates which show more of a progression towards higher 

performance for verbs. 

 

Comparing overregularization rates, a less clear picture emerges. Rates of 

overregularization errors in the easy condition of verbs in conjunction with the accuracy 

rates suggest that we are seeing a small interval of the later stages of the U-shaped 

curve. Also observed was a floor effect in group 3 for overregularization errors of highly 

frequent verb items, as well as a borderline significant difference between group 1 and 3. 

On the other hand, the hard condition of verbs exhibited an inverted U-shape curvature 

when looking at the medians across the groups. This could suggest that we are observing 

the mid-section of U-shaped learning. However, the Wilcoxon test showed no significant 

differences between the three distributions within this condition (hard condition of verbs). 

It is therefore possible that we are observing the later stages of U-shaped learning as 

opposed to the mid-section. In line with the hypothesis, accuracy rates in conjunction 

with overregularization rates seem to be a good measure of the curve. Consequently, the 

results better model the later stages of the phenomenon. 

 

We have reason to believe that our data speak in favour of U-shaped learning as opposed 

to positive L1 transfer. Mentioned previously, Shirai (1990) found positive transfer for 

items that were typologically similar between the L1 and the target L2, at least in regard 

to lexical acquisition. Transfer, either as negative or positive transfer, is often attributed 

to L2 acquisition. Our data support the contrary. The first indication of this is connected 

to the frequency effects that we found throughout several of our measurements when 

differentiating them by frequency-based conditions. The participants’ accuracy is 

measured in response to the frequency of the forms in the target language English. 

Moreover, the results show how they are tuned in to the English item frequencies as 

opposed to transferring the frequencies of the Norwegian items. As grade and proficiency 

increase, the variability in all measurements decrease and the participants begin to 

produce language more uniformly. This parallels the development among L1 speakers 

from adolescent to adulthood. The second indication that positive L1 transfer is not the 

case is linked to the item-by-item correspondence between Norwegian and English. 

Although the two languages are typologically similar in their division between a 

productive past tense rule and sub-regular patterns among irregular verbs, the items 

used in this study do not have a one-to-one match between the two languages. Phrased 

differently, some of the items which are irregular in English are in fact regular in 

Norwegian. Positive transfer would mean that they transfer their existing knowledge of a 

given verb from Norwegian into English. In the easy condition, 15 out of the 20 items 

match between the two languages in being irregular, whereas 10 out of the 20 match for 

the hard condition. Given this, it is conceivable that there would be more persistent 

errors. In our data, on the other hand, we see more curvature in the rate of 

overregularization errors as opposed to a stagnant rate of overregularization errors. It 

would have been interesting to do a closer analysis looking at which items the 

participants do in fact tend to overregularize to see if the mismatching items are more 

susceptible to overregularization than the matching ones. However, due to the limitations 

of this study, I will refrain from delving further into this matter. In sum, if transfer was 

indeed the case, then it is quite possible that there would be less curvature and no U-

shaped learning behaviour since they simply transfer the relevant similarities into the 
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target language from the L1. However, further studies are needed to confirm this claim. 

For instance, looking at two languages that are typologically dissimilar in regard to this 

aspect of English, such as Chinese Mandarin and English for instance, would be 

advantageous.  

 

5.2 Supportive evidence for a dual-mechanism in the L2? 

 

In answering the second research question, I would first like emphasize that there is no 

clear answer to whether there is a dual-mechanism organization of the mental faculty in 

the L2. Firstly, it is unclear whether the type of data that we have can demonstrate a 

dual-organization of the L2. The elicitation tasks, designed to reflect participant’s 

knowledge of specific word items, only tested irregular verbs and nouns. Conversely, 

since the participants were not tested on regular verb items, we do not have any 

information on this sample’s knowledge surrounding regularly inflected verb and noun 

items. Therefore, we do not have a clear picture of the knowledge on the relationship 

between these two, and we can only say something about the participants’ knowledge of 

irregular word items. Secondly, it still seems contestable whether a dual-organization or 

a connectionist conceptualization of the mental faculty is indeed the psychological reality.  

 

Both theories have their limitations and shortcomings. For instance, connectionism relies 

a great deal on the performance of their models, meaning that the theory’s plausibility is 

limited by them to a great extent. Certain connectionist models, such as Plunkett & 

Marchman’s (1991) model, have problems when reproducing a U-shaped learning curve 

which is similar to observable data from L1 acquisition. As criticized by Jackendoff 

(2002), the connectionist models do not incorporate variables, which are problematic 

both to incorporate and to try to live without. Ellis (2003) theorizes how the connectionist 

models should in theory function similarly in the L2. As noted by Pinker (1991, p. 531), 

the connectionist models, at least the earlier ones as cited in the research chapter, do 

not actually store words as separate lexical entries distinct from phonological and 

semantic content. This in turn raises questions as to how one can differentiate between 

the two lexicons, and ultimately the two languages.  

 

The dual-mechanism has also been criticized. Due to the word limitation, I cannot go into 

further detail. For further reference, see McClelland & Patterson (2002), and Behrens & 

Tomasello (1999). Nonetheless, as presented in chapter 2, there is a large amount of 

evidence which supports the dual-mechanism theory. If dual-mechanism is indeed a 

plausible theory of the psychological reality of the organization of the language faculty, 

then it should also be able to account for not only data from L1 acquisition, but also data 

from L2 acquisition. One question raised by this study is therefore how L2 acquisition fits 

into the dual-mechanism theory. 

 

We have reason to think we have indicative evidence for a dual-mechanism organization 

seeing how we might have found a U-shaped learning curve in the L2. Even though there 

have been connectionist models which have been capable of modelling the U-shape, it is 

questionable whether U-shaped learning is supportive evidence for connectionism. 

Connectionist models utilize the frequency of items to adjust the weight of the nodes in 

the network, thus in a sense adjusting the strength of the memory patterns. 

Consequently, it is conceivable that a frequency effect should be the only effect that we 
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would find in our data, where the most frequent items are reproduced correctly. 

Furthermore, the theory and the models do not make a distinction between storage and 

a form of regular mechanism. One simply acquires the correct form through exposure, 

thereby adjusting the weight of the nodes in the network the more frequently you 

encounter them. It is therefore rather strange that we find overregularization errors in 

our data for irregular verbs that occur frequently in English. If we were in fact learning 

the regular pattern (such as the past tense -ed for verbs) that are rule-like, in the form 

of lexical storage which is a form of memory, as proposed by connectionism, then we 

should not be seeing overregularization errors for highly frequent items.  

 

The explanation laid forth by the dual-mechanism theory better explains why these 

errors occur in the first place. In learning the patterns in a language, we rely on memory 

during the early stages. As development continues, we discover the rules of the language 

which begin to interfere with the memorization learning, thereby creating 

overregularization errors. U-shaped behaviour is indicative of this. In sum, the data we 

have for the errors of irregular verbs is partial evidence of a dual-mechanism. We still 

need information on the relationship between regularly inflected and irregularly inflected 

items to make a claim with any certainty.  

 

There is also the matter of the contrast between the reaction times on accurate 

responses and overregularized responses. We saw how participants systematically 

reacted slower when producing overregularized responses in contrast to the accurate 

responses. This might be indirect evidence and support of the dual-mechanism account. 

Participants search the mental lexicon for an irregular past-tense form but cannot find 

one in some cases due to weaker memory traces. Consequently, they spend longer time 

giving a response to each task because they are trying to retrieve an irregular form from 

memory before applying the regular rule in the end.   

 

Connectionism holds that the frequency of the regular pattern explains the ‘defaultness’ 

of the rule-like application of -ed for the past tense of verbs and -s to plural nouns. 

However, a German study by Marcus, Brinkmann, Clahsen, Wiese, & Pinker (1996) 

showed how the regular past tense formation in German (participle -t) applies to a 

smaller percentage of verbs than the English counterpart. Furthermore, it still acts as the 

default when encountering novel words. “The default suffixation is not due to numerous 

regular words reinforcing a pattern in associative memory” (Marcus et al., 1996, p. 190). 

Seeing as irregular items are more frequent than regular ones, the frequency of the 

regular pattern is not the reason that the regular inflection is more readily available as 

claimed by connectionists theorists. The previously mentioned study is a good example of 

this as opposed to English-based ones. Although this second research question is 

interesting from a theoretical perspective, I will have to refrain from exploring it any 

further due to the limitations of this study. It is nonetheless an interesting question to 

pursue in future research. 
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5.3 Limitations 

 

Although we have suggestive evidence for an interval of a U-shaped curve, this 

interpretation must be met with caution. There are several factors which have likely 

contributed to the results of this study. Following are some considerations of the 

limitations and influencing factors that have likely impacted this study. 

 

Due to the lack of available data from earlier age groups, the results in this study cannot 

firmly confirm nor disprove the existence of U-shaped learning in L2 acquisition 

(grammatical aspects). We might indeed be seeing an interval of the later stages of U-

shaped learning, but more data is required to reveal what the developmental curvature 

looks like prior to the 8th grade. The grade-range can therefore be considered one of the 

limitations of this study. I discussed in 3.5. how the grade-range, 8th to 10th grade, might 

be too compact to see the entire U-shaped curve during L2 acquisition. This suspicion 

appears to be true. If we are indeed seeing the later stages of U-shaped learning, then 

this suggests that the onset of the curve begins earlier than in the 8th grade. This would 

at least be the case for this study’s target group. 

 

Moreover, the number of participants in each group is another factor which influences the 

results. A larger sample size makes it easier to make certain generalizations about the 

trends that we see in our random sampled data. Preferably, having 20 or more 

participants in all three groups would have been ideal. Also, having groups that are equal 

in size would have been preferable. A small number of samples might be the reason why 

the measurements are not normally distributed. As indicated by the Shapiro-Wilk test for 

accuracy and overregularization errors, many of the variables were not normally 

distributed. The Wilcoxon test was therefore preferable since it does not assume normal 

distributions. However, the Wilcoxon test has less power (Bayeen, 2008, p. 77). A larger 

sample size with normally distributed data would have permitted parametric tests with 

more power such as t-tests and the ANOVA-test. 

 

Surprisingly, we did not find a significant difference between group 2 and 3 when 

comparing the overregularization rates for verbs in the easy condition of verbs, even 

though group 3 exhibited a floor effect (see figure 18). However, the medians are 

comparatively similar in both groups (median = 0 in both group 2 and 3). It is therefore 

not surprising that the p-value is rather high (p-value = 0.1198). This indicates that the 

two distributions overlap and are not significantly different. When performing the same 

test with the same variables for group 1 and 3, we saw what some might refer to as a 

borderline significant p-value (p-value = 0.05497), the rational being that it is close to 

being significant, but still not under the threshold of 0.05. The same is arguably the case 

when comparing the distributions between group 2 and 3 for the overall 

overregularization rate (p-value = 0.06649). The NULL-hypothesis, that the two sampled 

distributions are the same, is consequently close to being rejected in both cases. As 

stated, we are dealing with a rather small number of participants. It is therefore 

conceivable that a larger sample size might have given clearer results. Further studies 

are therefore needed to investigate this more in-depth. 

 

Although we do have supportive and indicative evidence for U-shape learning with the 

use of grade/proficiency as a proxy to age, we also saw a lot of variability in many of the 

measurements and variables within each group. Separating and organizing the groups 
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according to levels of proficiency within the age ranges might have yielded an even 

clearer picture of the developmental curvature that we are interested in. Since L2 

acquisition does not develop as uniformly as in L1 acquisition, sorting, matching, and 

grouping the participants according to proficiency might have been advantageous. 

However, doing so would have required testing and assessing proficiency levels prior to 

administering the elicitation tasks which goes beyond the boundaries of the economical 

limits and the timeframe of this thesis. Moreover, sorting participants according to 

proficiency level is not without problems either. There is a trade-off since we lose some 

of the benefits of having a random sampled dataset. Random sampled data enable us to 

be more confident that our results are representative of the entire population. Matching 

participants adds the risk of creating a biased sampling. Regardless, it is still striking that 

we see a floor effect in group 3 for overregularization rates of easy verbs and clear 

significant differences between the groups for accuracy rates.  
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This study set out to explore whether Norwegian L2 learners of English exhibit a similar 

learning curve in the acquisition of irregular and regular aspects of verb morphology as 

L1 learners of English do. We have suggestive evidence that our group of Norwegian L2 

learners of English do in fact display later stages of U-shaped learning behaviour in the 

acquisition of verbs. Accuracy rates increased with grade, whereas overregularization 

rates decreased. Furthermore, group 3 exhibited a floor effect for the overregularization 

rate of highly frequent verbs. A Wilcoxon test looking at the overlap between the 

distributions found a borderline significant difference between group 1 and 3 for the rate 

of overregularization of highly frequent verb items. This result can likely be ascribed to 

the small sample size, and we speculate that we could have found a smaller p-value 

marking a clear significant difference by having a larger test group. Our results speak in 

favour of the universality of U-shaped learning. However, further studies are indeed 

required to confirm this. 

 

The second aim of this study was to investigate if we found any evidence for a dual-

organization of the L2 lexicon. The findings in this study suggest that a dual-organization 

of the mental lexicon is more plausible than a connectionist account. This is due to the 

patterns in overregularization errors which are better explained by a process of 

restructuring and acquisition of the regular past tense rule. On the other hand, we cannot 

rule out the possibility of a connectionist model seeing as we do not have any data on 

how the participants behave when producing regularly inflected verbs. Studies 

demonstrating a disassociation between lexical memory and productive grammar in the 

L2, similar to Rodriguez-Fornells et al. (2001) and Clahsen’s (1999) ERP-studies, could 

give us a more definite answer to this question.  

 

Our results speak in favour of the universality of U-shaped learning. However, further 

studies are indeed required to confirm this. I therefore suggest that a within-participant 

longitudinal study, similar to Geeslin & Guijarro-Fuentes’ (2006) study but pertaining to 

grammar acquisition, would be beneficial to explore this phenomenon in further detail. 

This current study should also be repeated including data from earlier grades to see if we 

can observe the entire U-shaped curve. Additionally, testing English L2 learners but with 

a typologically dissimilar L1 such as Chinese Mandarin would be valuable to establish the 

universality of the phenomenon. The reason being that Chinese Mandarin, unlike 

Norwegian, does not share a similar inflectional paradigm of irregular and regular verbs. 

This would rule out the possibility of L1-transfer.  
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 APPENDIX A  

Information and consent sheet for students in 8th and 9th grade 
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APPENDIX B 

Information and consent sheet for parents 
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APPENDIX C 

Information and consent sheet for 16-year-old participants 
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APPENDIX D 

Full survey for participants in 8th and 9th grade 
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APPENDIX E 

Figures 

 

 

 

Figure 1: Overall accuracy of verbs in group 1. 

 

             

  Figure 2: Overall accuracy of verbs in group 2. 
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Figure 3: Overall accuracy of verbs in group 3. 

 

Figure 4: Comparison between groups by mean and standard deviation for overall 
accuracy of verbs. 
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Figure 5: Comparison between groups for overall accuracy of nouns. 

 

 

Figure 6: Accuracy scores for easy (turquoise) vs hard (red) condition for verbs, 
by Group. 
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Figure 7: Comparison between groups for mean scores and standard deviation, 
easy and hard condition of verbs. 

 

Figure 8: Accuracy scores for easy vs hard condition for nouns, by Group. 
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Figure 9: Comparison between groups for mean scores and standard deviation, 
easy and hard condition of nouns. 

 

Figure 10: Overall production rates of overregularization errors for verbs, by 
Group. 
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Figure 11: Comparison between groups for overall production rate of 
overregularization errors for verbs. 

 

 

Figure 12: Overall production rates of overregularization errors for nouns, by 
Group. 

 

0%

2%

4%

6%

8%

10%

12%

14%

16%

18%

G1 G2 G3

O
ve

rr
eg

u
la

ri
za

ti
o

n
 P

er
ce

n
ta

ge
 [

%
]

Groups

Mean and standard deviation between groups for overall overregularization 
errors of verbs



97 

 

 

 

 

 

Figure 13: Comparison between groups for overregularization errors of nouns. 

 

Figure 14: Comparison between easy condition (turquoise) and hard condition 
(red) for rate of overregularization of verbs, by Group. 
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Figure 15: Comparison between groups for mean scores and standard deviation, 
overregularization of verbs, easy and hard condition. 

 

Figure 16: Comparison between easy condition (turquoise) and hard condition 
(red) for rate of overregularization of nouns, by Group. 
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Figure 17: Comparison between groups for overregularization rate of nouns, easy 
and hard condition. 

 

Figure 18: Average time spent on accurate answers with standard deviation error 
bars. Average time spent on accurate verb responses (blue) and for nouns 
(orange) are shown. 
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Figure 19: Average time spent on overregularization errors, including error bars 
for standard deviation. Average time on overregularization errors for verbs (blue) 

and for nouns (orange). 
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 APPENDIX F 

Tables 

 

Shapiro-Wilk test for normality, verb accuracy 

  Group: W: P-value: 

Overall rate of accuracy 

G1 0.90045 p-value = 0.09669 

G2 0.9411 p-value = 0.276 

G3 0.83475 p-value = 0.01064 

Easy condition for rate of accuracy 

G1 0.96375 p-value = 0.7027 

G2 0.73515 
p-value = 

0.0001505 

G3 0.79585 
p-value = 

0.003254 

Hard condition for rate of accuracy 

G1 0.94704 p-value = 0.4114 

G2 0.94991 p-value = 0.3938 

G3 0.90045 p-value = 0.09669 

Table 1: Shapiro-Wilk test for normality, accuracy distributions for verbs. 

 

 

Wilcoxon test between groups for overall accuracy 

Groups being compared W: P-value: 

Group 1 and Group 2     W = 137 p-value = 0.4454 

Group 2 and Group 3     W = 66 p-value = 0.008083 

Group 1 and Group 3     W = 48 p-value = 0.002734 

Wilcoxon test between groups for accuracy, easy condition 

Groups being compared W: P-value: 

Group 1 and Group 2    W = 123.5   p-value = 0.2246   

Group 2 and Group 3    W = 98   p-value = 0.1133   

Group 1 and Group 3    W = 62   p-value = 0.01185   

Wilcoxon test between groups for accuracy, hard condition 

Groups being compared W: P-value: 

Group 1 and Group 2    W = 144.5   p-value = 0.5979   

Group 2 and Group 3    W = 65   p-value = 0.007152   

Group 1 and Group 3    W = 53   p-value = 0.004987   

Table 2: Results from group comparisons on accuracy rates. Result of an unpaired 
Wilcoxon-test. 
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Shapiro-Wilk test for normality 

  Group: W: P-value: 

Overall rate of overregularization 

G1 0.78067 0.001116 

G2 0.85953 0.009626 

G3 0.81933 0.00658 

Easy condition for rate of overregularization 

G1 0.75245 0.000485 

G2 0.71361 8.11E-05 

G3 0.49944 3.48E-06 

Hard condition for rate of overregularization 

G1 0.78956 0.001464 

G2 0.90579 0.06199 

G3 0.81184 0.005237 

Table 3: Shapiro-Wilk test for normality, overregularization distributions. 

 

 

 

 

Wilcoxon test between groups for overall overregularization rate 

Groups being compared: W: P-value: 

Group 1 and Group 2 W = 127 p-value = 0.2719 

Group 2 and Group 3 W = 195 p-value = 0.06649 

Group 1 and Group 3 W = 141 p-value = 0.6142 

Wilcoxon test between groups for overregularization rate in the easy condition 

Groups being compared: W: P-value: 

Group 1 and Group 2 W = 165 p-value = 0.9161 

Group 2 and Group 3 W = 180 p-value = 0.1198 

Group 1 and Group 3 W = 171 p-value = 0.05497 

Wilcoxon test between groups for overregularization rate in the hard condition 

Groups being compared: W: P-value: 

Group 1 and Group 2 W = 120 p-value = 0.1875 

Group 2 and Group 3 W = 181.5 p-value = 0.1721 

Group 1 and Group 3 W = 124 p-value = 0.9073 

Table 4: Wilcoxon test between groups for overregularization rates. 
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Self-rated level of proficiency 

against: Group: Correlation: 

Overall rate of overregularization 

Group 1 0.00171426 

Group 2 -0.2487454 

Group 3 -0.4861471 

Easy condition for rate of 

overregularization 

Group 1 -0.2362087 

Group 2 -0.3860624 

Group 3 -0.559017 

Hard condition for rate of 

overregularization 

Group 1 0.05121768 

Group 2 -0.1553049 

Group 3 -0.4214636 

Table 5: Pearson correlation test between overall rate of overregularization for verbs 
and the participant’s self-rated level of proficiency. 

 

 Sum: Mean: Median: 

8th grade 23 1.35 1 

9th grade 32 1.68 1 

10th grade 11 0.73 1 

Table 6: Bare forms for verbs. 

 

 Sum: Mean: Median: 

8th grade 3 0.17 0 

9th grade 1 0.05 0 

10th grade 0 0 0 

Table 7: Cases of approximation + overregularization for verbs. 

 

 Sum: Mean: Median: 

8th grade 8 0.47 0 

9th grade 5 0.25 0 

10th grade 5 0.33 0 

Table 8: Bare forms for nouns. 

 

 Sum: Mean: Median: 

8th grade 2 0.1 0 

9th grade 3 0.15 0 

10th grade 1 0.06 0 

Table 9: Cases of approximation + overregularization for nouns. 
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APPENDIX G 

Relevance for teaching 

This study examined whether we could find any evidence for U-shaped learning 

during L2 acquisition among English speaking Norwegian students in the 8th, 9th, and 10th 

grade. This phenomenon is of special interest for the organization of the mental faculty 

and the mental lexicon. Additionally, the study examined evidence for a dual-mechanism 

organization in the L2. 

 Examining and understanding how people acquire and develop their L2 is 

important for the teaching profession, at least regarding language teaching. A central 

part of language teaching involves guiding students towards fruitful development and 

providing them with constructive feedback by highlighting specific aspects of language 

that they should pay special attention to. Irregularities in tense inflection is one such 

aspect for instance. During conversations with some of the teachers involved in the data 

collection for this thesis, I learned that there are English teachers at the local schools 

who have noticed overregularization errors among students in lower-secondary schools. 

Anecdotally, one of them reported how these errors were persistent, especially the 8th 

grade, but that they later reduce in frequency. Conducting studies that explore this 

phenomenon in detail provides a clearer picture of how the students develop over time. I 

believe this study is of relevance for the teaching profession since it provides some 

descriptive stats related to accuracy rates, overregularization rates, as well as some 

descriptions of the other types of errors made by the students in the focus groups.  

 As mentioned in the discussion of this thesis, this study cannot confirm nor 

disconfirm the existence of U-shaped learning in the L2. However, if it is indeed a 

universal pattern that occurs in the formation of a new lexicon (as when acquiring a new 

language), then it might have implications for how teachers should approach and 

perhaps even view overregularization errors for instance. Given that this assumption is 

true, then this error type is indicative of a restructuring of the mental lexicon, which in 

turn is useful to know as a teacher. Further, if this kind of error is simply a natural 

consequence of the restructuring of the mental lexicon, then perhaps it is not necessary 

to heavily emphasize and correct it. That is not the same as stating that teachers should 

refrain from providing feedback on overregularization errors. Exposing the students to 

the normatively correct past tense forms is beneficial seeing as the frequency of 

exposure seems to have an impact on the correct formation of the irregular past tense. It 

might additionally help develop their metalinguistic knowledge. 
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