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Abstract
The work presented in this master thesis attempt to contribute to the base of
knowledge for autonomous marine vessels by offering a suggestion for functional-
ity in an autonomous vessels system architecture. The functionality is based on
the integration of a bayesian network into a framework for online risk analysis
and using the predicted risk to trigger a A* path planner in order to make a safer
path. The work is of importance because awareness of risk is highly relevant for
higher levels of autonomy.
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Sammendrag
Arbeidet presentert i denne masteroppgaven forsøker å bidra til kunnskapsgrunnlaget
for autonome marine fartøy ved å tilby forslag til funksjonalitet i et autonomt
fartøys kontrollarkitektur. Funksjonaliteten er basert på integreringen av et
bayesiansk nettverk inn i et rammeverk for sanntids risikoanalyse og for å så
bruke den predikerte risikoen for å starte en A* ruteplanlegger med hensikt til å
lage en tryggere rute. Arbeidet er viktig av den grunn at bevissthet rundt risiko
er høyst relevant for høyere nivåer av autonomi.
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Chapter 1

Introduction

1.1 Motivation and background

This section justifies the later research questions through an example and presents
the thought processes forming the thesis.

In march 2019 a cruise vessel known as "Viking Sky" lost propulsion during a
storm in Hustadvika, Møre and Romsdal county, Norway. For the people living
nearby, Hustadvika is known for its numerous awash rocks and history with ac-
cidents. Yet, the vessel with its cargo of approximately 1400 people departed its
harbour with the belief that the vessel could ride off the storm. After facing the
emergency situation of propulsion loss during the storm, Viking Sky dropped its
two anchors in fear of stranding. At first the anchors did not connect with the sea
floor. The vessels passengers soon thereafter required helicopter support in order
to be evacuated, as no other nearby vessels could take the risk of coming to its
rescue. Luckily, after half an hour the anchors connected with the sea floor and a
potential disaster was avoided.

This event illustrates the fact that most accidents at sea is caused or is influ-
enced by human error (Chauvin et al., 2013). It also illustrates a problem with
decision making and risk - how can one rationally evaluate the risk of a similar
situation?

Computer programs are able to generate and analyse large amounts of data in a
short amount of time. This enables the possibility of utilising computer programs
to evaluate risk and suggest safe routes given a certain operation with certain con-
ditions during the operation. This lays the foundation for more robust decision
making as it provides valuable information for the captain to base his or her deci-
sion upon. Implementing these kinds of computer programs moves the industry one
step closer to autonomy as these programs can assist in safe autonomous operations.

1
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A key feature of autonomous systems is some kind of situation awareness, which
loosely defined is the understanding of the surrounding environment. Situation
awareness can be regarded as a combination of the first three points in the defini-
tion of autonomy - sensing, perception and analysis. A more formal and precise
definition is given by Endsley (1988), which describes situation awareness as "the
perception of the elements in the environment within a volume of time and space,
the comprehension of their meaning, and the projection of their status in the near
future".

The concept of risk is often integrated into the understanding of the environment,
even though it is not an explicit part of the formal definition of situation awareness.
Dynamic risk assesment with regards to motion planning is discussed in Wardzinski
(2008), which presents a simple model based on the distance to a nearby vehicle.
In Section 3 he comments on the need for situation awareness and in Section 4 the
problem of predicting future situations.

1.2 Research question and work description

The research question of the thesis is "Can a ship’s probabilities for partial system
failure be updated automatically during the ship’s transit due and can the risk of
system failure be used to suggest new, safer routes?.

Work description
The work done in this thesis consists of proposing and testing functionality to com-
ponents in an autonomous system.

Scope of work

1. Investigation of risk inducing factors found in a literature review provide
static risk variability based on vessel characteristics.

2. Refinement of a risk model used in a prior implementation of OCA by the
inclusion of Bayesian Networks.

3. Design of a system that predicts the risk of a marine vessel in transit within
a real-world scenario and replans the vessels path in cases of high risk.

4. Design of a simulation study testing the systems capabilites.

Theoretical background behind a simulator. The simulator is consisting of ves-
sel dynamics (movements of vessel), environment (geometry, forces), risk analysis
based on a bayesian network and the vessels control system. tries to first quantify
the likelyhood of certain types of hazardous events to occur, i.e loss of motor power,
and secondly (to a small extent) calculate the consequences of the hazardous event.
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1.3 Simulator prerequisites
In order recreate the results in this thesis, a few tools are necessary. The code is
written in the high level Matlab programming language, which is compiled by the
integrated development environment (IDE) by the same name. This is a commercial
platform from MathWorks, which also provides Simulink. Simulink is a graphical
programming environment for simulation of dynamical systems that also is used
in this thesis. A couple of the functions used are from the map and aerospace
toolboxes in Matlab, that also is provided by MathWorks. Also, the open source
marine systems simulator (mss) toolbox is used with the mentioned products from
MathWorks to conduct simulations. The code is written for a map in the shapefile
format, and has in this case is provided by Kartverket. The software used to model
the bayesian network is named GeNIe Modeler and SMILE Engine and can be used
for academic purposes free of charge at http://www.bayesfusion.com/. Lastly,
the used vessel model is named R/V Gunnerus and is provided by NTNU.

http://www.bayesfusion.com/
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Chapter 2

Previous work

The purpose of this chapter is to summarise necessary background material and
previous work related to online consequence analysis of autonomous ships. More
elaborate information of some of the contents can be found in Rasmussen (2019);
Fossdal (2018).

The chapter starts with a literature search of causes to marine accidents. The
search starts wide, looking at general causes to general accidents, before narrowing
down to accidents in Norwegian waters, and lastly looking at ferries in Norwegian
waters specifically. The goal of the review is to identify risk inducing factors to be
used in an online consequence analysis. Section 2.3 first examines the literature
for solutions for online risk analysis, before presenting a framework proposed by
(Fossdal, 2018). The mathematical foundation for a vessel simulator is presented
in Section 2.4. Following the mathematical foundation is the addition of electronic
sea charts, which are laid fourth in Section 2.5. This is based on the work of (Ras-
mussen, 2019). Section 2.6 explains the theory behind the path finding logic of A*.
A* is an algorithm widely used in video games to find the shortest path, but as this
Section shows it can also be used for other criterias. Lastly, this chapter presents
bayesian belief networks in Section 2.7. These networks mimics how humans make
decisions, and makes it possible for the autonomous vessel to update its probabili-
ties for risk given changes in its environment.

2.1 Marine accidents, causes and risk influencing
factors

In order to improve the functionality of the online consequence analysis simulator,
it is wise to be aware of the most common causes to accidents. In this subsection,
a small investigation of causes to marine accidents is conducted.

This subsection first clarifies the term risk inducing factors, before moving to find

5
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some commmon denominators in ship accidents worldwide. It is easy to get a grim
picture of the future after reading about causes to accidents, so a look on the trend
of accidents at sea is given. Lastly, statistics from Norwegian naval accidents are
given, in order to identify if Norway in any way differentiates itself compared to
the rest of the world with regards to accidents. This structure is chosen in order to
give a top-down perspective, starting with accidents in general and then narrowing
down to ferries in Norwegian waters and fjords.
A central term is risk influencing factors (RIFs). (Hokstad et al., 2001) defines
RIFs as relatively stable factors affecting the risk for an activity. Further elabo-
ration on the term is given by (Rausand, 2011) - "a RIF is not an isolated event
but an enduring condition that influences the occurrence of hazardous events and
the performance of the [protective risk] barriers". In other words, RIFs represent
something lasting that affect how often accidents happens. It is worth noting that
the definition of RIFs does not communicate the time-frame of how it is

According to Cariou et al. (2008), vessel age, ship type and flag of registry appears
to significant predictors of how often vessels collide. Table A.1 in Appendix A shows
the results the authors extracted with data from the Swedish Maritime Administra-
tion in the period 1996-2001. A surprising finding was that vessels in the age group
[20,30) years are more frequently found with deficiencies under inspection (28.8%)
than vessels in the age group [30,∞)(18.2%). Cariou et al. suggests that this might
be because of "a selection effect that implies that only extremely well maintained
vessels order than 30 years still remain in operation". (Harati-Mokhtari et al.,
2007) looks at human factors, and claims that 80-85% of all recorded maritime ac-
cidents are directly caused by, or attributed to, a degree of human error. A similar
number is also given by Rothblum (2006), which writes that human error is involved
in 75-96%. It might indeed seem that human factors are important for accidents
at sea, and (Chauvin et al., 2013) researched this further. By applying a modified
version of the Human Factors Analysis and Classification System (HFACS), they
showed that most collisions after 1998 are due to human decision errors. They also
highlight factors that contribute to decision errors. These are poor visibility, misuse
of instruments, loss of situation awareness and deficits in intership communications.

According to (Knudsen and Hassler, 2010) maritime accidents worldwide in the
past decades are decreasing measured by total losses per thousand vessels. This
is backed up by (ACGS), which based on data from Lloyd’s Register has found
the percentage lost of the world year in 25 year intervals from 1910. Even though

Year 1910 1935 1960 1985 2009
Percentage of world fleet lost 0.97% 0.69% 0.47% 0.40% 0.15%
Period growth - -28.9% -31.9% -14.8% -37.5%

Table 2.1: Percentage of world fleet lost every 25th year from 1910. Source: (ACGS)

less accidents happen today, a single accident might be more costly due to high
competition in the markets, loss of reputation and other alternative costs.
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In 2015, a report from the "national ship risk model"-project were released (Stornes,
2015). This is an exploratory statistical analysis of incidents in Norwegian waters in
the period 1981-2014 and is based on the Norwegian Maritime Authority’s (NMA)
database for incidents. It shows that the by far most frequent type of accidents for
ferries are allisions (48.8%), followed by groundings (11.6%). It also looks at dif-
ferent types of environmental factors behind these types of accidents. (Rasmussen,
2019) extrapolates these data to make a table of lighting conditions for the route
where the simulation study is conducted. Rasmussen (2019) continues with a short

Lighting Time Allision Grounding
Daylight 09:43 - 15.18 53.2% 35.5%
Twilight 08:42 - 09.43 7.6% 7.3%

16:18 - 17:17 - -

Table 2.2: Lighting conditions at winter solstice in Gudvangen. Percentages for allision
and grounding are retrieved from Stornes (2015) and represent the accidents for all ship
types in NMA’s accident database. Retrieved from Rasmussen (2019)

commentary discussing the interpretation of the Table 2.2, writing that the statis-
tics might be scewed as one can assume most ferries travel during daytime and that
the captain of ferries has better knowledge of their waters as the route do not have
much room for variation. In addition to lighting conditions, (Rasmussen, 2019)
also has some mentionable arguments with regard to how wind affects accidents in
fjords. The thought process is that one could think strong winds occur in fjords,
making the vessel drift or loose control by the following high waves. Table 2.2 and

Wind force fire/expl. grounding capsizing collision allision total
Weak 24.1% 31.3% 20.9% 40.2% 29.0% 31.3%
Moderate 17.3% 22.2% 13.7% 21.4% 21.4% 14.4%
Strong 5.4% 18.1% 29.5% 6.9% 18.7% 15.5%
Unknown 53.3% 28.4% 36.0% 31.4% 38.0% 32.8%

Table 2.3: Distribution of wind force within accident types. Table 7.3.5 in Stornes
(2015). N = 5997.

Table 2.3 must be interpreted with a good amount of scepticism, as Stornes (2015)
discusses in chapter five in his report. Four reasons are mentioned, and the first is
the particular challenge that all the data comes from an accident database. This
means that one can not tell whether the conditions listed are substantially different
between accidents and non-accidents. The second issue is that the assumption that
the RIFs have a partly static nature, meaning RIFs that has caused accident pre-
vious years are the same RIFs that are causing accidents today. The third issue is
regarding the quality of data for each accident in the database. It contains mainly
quantitative data such as geography, weather conditions and vessel age, and only
some qualitative data on events surrounding the accident. It is therefore only a
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limited range of the causes of the accidents that are being communicated through
the statistics. The fourth issue is the challenge of comparing accidents. As Stornes
(2015) writes, "... it is impossible to know whether a decrease in accidents is due to
a decrease in traffic, or a true decrease due to improved security measures". This
is an obstacle for generalisation. A final and fifth issue is the one of specialising
the results to the specific type of vessels, which in this case is fjord-crossing ferries.
It may seem that it is reasonable to assume that at least thinner fjords and fjords
sheltered from the sea are not very vulnerable to wind and waves, and that these to
factors would be minor RIFs for fjord-crossing ferries. Meanwhile, factors such as
lighting, vessel age and flag of registry might be considered, but with a small vol-
ume of research available it is likely early to draw conclusions. In order to be able
work with the OCA simulator, the mentioned RIFs will still be used as a example.

2.2 Situation awareness for ships and unmanned
surface vehicles

A quintessential ability of any autonomous system is to gather and interpret in-
formation about the systems surroundings. This ability is described by the term
situation awareness (SA). This is defined by (Endsley, 1988) as The perception of
the elements in the environment within a volume of time and space, the compre-
hension of their meaning, and the projection of their status in the near future".
Note that this definition consists of three elements; prediction of future states, per-
ceptions of present states and the comprehension of the present states.

Autonomous systems may use different tools and strategies to acquire SA. In order
to perceive its surroundings it uses sensor systems. In order to comprehend its
surroundings and to then act on its comprehension sophisticated algorithms are
required.

2.3 A framework for online consequence analysis

Online consequence analysis (OCA) is a potential answer to Endsleys last element
of situation awareness - comprehension. The term OCA means to investigate possi-
ble outcomes of a specific situation in real time, as an alternative to prior a mission
has commenced or after it is completed. To the author’s knowledge, there is very
limited literature surrounding this subject, at least in a maritime context. When
searching on Google Scholar, the searches online consequence analysis and com-
puter simulation + consequence analysis did, at the time of writing, not produce
any relevant results on the first two search pages. However, the search dynamic
consequence analysis resulted in an article (Torstein I. Bø, 2016). This article
presents simulations of different failure modes for a dynamic positioning vessel,
with the purpose of determining whether the vessel can maintain its position and
to what degree it succeeds. On NTNU’s private library, the search online conse-
quence analysis brings up the master thesis being the foundation for this thesis.
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The rest of this section will be devoted to explain the previous work on online con-
sequence analysis presented in (Fossdal, 2018). First, the idea will be explained,
followed up by the frameworks place in a motion control system.

The idea of OCA is illustrated in Figure 2.1. The idea is to avoid collision by
simulating different failure modes and analyse the simulation results in order to
get a increased understanding of the risk at a given time. A vechile’s failure mode
is defined as a non-intended fault that affects a vehicles operating capabilities in a
negative manner, e.g. loss of power.

Figure 2.1: Illustration of the ambition of the OCA framework. Retrieved from Fossdal
(2018).

Here, a ship is travelling from point A to point B, through point C. Along its path
are obstacles that must be avoided, marked by black X’s with corresponding dotted
circles outlining an area of potential risk of hitting the obstacle. During the vessels
path OCA simulations takes place, marked by red circles. The simulations will
calculate how the vessel will behave in case of some kind of failure mode, which in
Figure 2.1 is illustrated by red X’s which represent total blackout. In the case that
one of the simulations indicate that the vessel is at considerable risk of hitting an
obstacle, by for example crossing the dotted circle or hitting the obstacle directly,
an alternative route will be planned. In addition, the risk of the failure mode will
be calculated based on a consequence level which is determined by how close the
simulated path is to an obstacle. The measure of risk is useful because it can be
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compared against other metrics such as time spent and fuel, giving a foundation
for awareness of what should be prioritised. In Figure 2.1 the alternative route is
represented by the orange line, while the failure mode trajectory calculated by the
OCA is the red dotted line.

A central question of the mentioned concept is how the collision risk is determined.
This is done by multiplying the highest achieved consequence level (CL) during a
failure mode simulation (FM) with the probability for that particular failure mode
to occur, P (FMi). Lastly, the risk from each failure mode is added together to get
the total quantitative risk, as defined by Varde and Pecht (2018):

R :=

k∑
i

P (FMi) · CLFMi,max (2.1)

The highest CL is determined by four steps. The first step is to calculate the dis-
tance from the vessel to all known obstacles during each time step of the simulation.
This is defined in Equation (2.2). After all the distances has been computed, they
are then compared to find the smallest one. In Equation (2.2c) below, r̄Oi(h) is the
distance from the vessel to the obstacle at timestep h, η(h) is the vessels position
at timestep h, and the subscripts N,E means "North" and "East", respectively.
In Equation (2.2a) r̄O,min is a vector containing all the smallest distances to each
obstacle during a simulation and lastly, m is the total number of time steps in a
simulation.

r̄O,min := [r̄O1,min, r̄O2,min, ..., r̄On,min] (2.2a)

r̄Oi,min = min{r̄Oi(h)}, ∀h ∈ [1,m] ⊂ N (2.2b)

r̄Oi(h) =
√

(ηN (h)− ηOi,N )2) + (ηE(h)− ηOi,E)2) (2.2c)

The second step is to find which objects that has to be analysed further and found
formalised in Equation (2.3). This is done by comparing the smallest distance
r̄O,min with the largest consequence level radii RL1. The consequence levels is
determined from the distance to obstacle and each level has its own radii. The
output is a boolean vector of the same size size as r̄O,min, indicating which distances
are worthy further analysis.

r̄O,min < RL1 (2.3a)

Ōrel := [O1bool, O2bool, ..., Onbool] (2.3b)

Step three is to construct a matrix V L with information of level violation and the
time the violation occurs. This is a m× n matrix, where m is the number of time
steps and n is the number of obstacles. The violation matrix V L is defined as

V L :=


CL01(h) CL02(h) . . . CL0k(h)
CL01(2h) CL02(2h) . . . CL0k(2h)

...
...

. . .
...

CL01(mh) CL02(mh) . . . CL0k(mh)

 (2.4)
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The fourth and last step is to find the highest consequence level, CLmax that
occured during the failure mode analysis.

CLmax = max{V L} (2.5)

OCA in a control system To better understand the OCAs position in a motion
control system, refer to the example in Figure 2.2.
Here, the inputs to the OCA is three signals - system initialisation, estimated

Figure 2.2: Motion control system with integrated OCA and collision avoidance. The
symbols are later explained in Section 2.4. Retrieved from Fossdal (2018).

states from an observer and requested control forces. The system initialisation
block decides in what circumstances the OCA should run, while the state estimates
and control forces are needed to initialise the actual OCA simulations. Moving on
to the example outputs of the OCA block, these are waypoints for mission planning,
signals to the actuator system and alarm signals.
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2.4 Mathematical modelling of marine vessels and
environmental forces

This section summarises the mathematical relations used in the simulator. This
includes kinematics, the geometrical aspects of motion, and the forces causing the
motions, kinetics.

2.4.1 Kinematics

In order to describe the kinematics of the process plant model, it is advantageous
to first present the different coordinate frames that are used. The information is
retrieved from Fossen (2011).

Figure 2.3: The relation between latitude and longitude in the NED frame. Retrieved
from https://www.basicairdata.eu

Coordinate frames Figure 2.3 illustrates the definition of the NED coordinate
frame {n}, which is a tangent plane on the surface of the earth. The x-axis of
the NED frame points towards the true north of the globe, and the y-axis points
directly east. The z-axis, down, points toward the center of the Earth. It is worth
mentioning that per definition, the NED frame is not inertial. This implies that
Newtons laws are not usable. However, when the tangential plane is small, it is
common to assume that the plane is inertial. This approximation is valid when
the longitude and latitude is constant, and is called flat earth navigation. This in-
troduces longitude and latitude, which makes up a geographic coordinate system.
The lines going east and west are called latitudes, and these are defined relative to
the equator. Longitudes, on the other hand, goes vertically from south to north
and are defined from the prime meridian (also known as the Greenwich Meridian),
which is the curve from the north pole to the south pole that passes through the

https://www.basicairdata.eu
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Figure 2.4: The body frame for a marine vessel, with linear position xb, yb and zb, angular
velocities p, q, r and linear velocities u, v, w. Retrieved from Fossen (2011).

Royal Observatory in Greenwich (GISGeography, 2019).

The body frame {b} is a moving frame fixed to an object. Position and orientation
is measured relative to an inertial frame, while velocity is expressed in body-fixed
coordinate system.

The flow frame {c} is used for calculating hydrodynamic forces, and the axes are
found by rotating the body axes such that xb is parallel to the fluid flow.

The notation from Fossen (2011) is used when describing the kinematics. This
is best described by an example:

pnb/n Linear position of {b} with respect to {n} expressed in {n}.

Θnb Euler angles between the {n} frame and the {b} frame.

As it might yet be unclear what pnb/n means, the following Figure 2.5 is added to
clarify.

Vessel kinematics In order to describe the vessel kinematics in the process
plant, some definitions are needed. The linear and angular position vectors in the
NED frame is described by

pnb/n :=

 N
E
D

 ∈ R3 Θnb :=

 φ
θ
ψ

 ∈ S3 (2.6)

In Equation (2.6), R3 is the three dimensional Eucledian space and S3 represent
a sphere with Euler angles in the range [0 , 2π]. The angles φ, θ and ψ represent
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Figure 2.5: Illustration of the relationship between the NED frame and the body frame
in 2D. Xb and Yb are the x and y-directions in the body frame, respectively, while ψ is
the yaw angle. Adapted from Fossdal (2018).

roll, pitch and yaw, respectively. The time derivatives of these angles can be seen
in Figure 2.4.

The body fixed linear and angular velocities are described by

vb
b/n :=

 u
v
w

 ∈ R3 ωb
b/n :=

 p
q
r

 ∈ R3 (2.7)

Here, u, v and w are the linear velocites in surge, sway and heave. The angular
velocities has been explained above. Figure 2.4 serves as an illustration.

In order to make the final expression more compact, the state vectors are writ-
ten as a combination of Equation (2.6) and Equation (2.7).

η :=

[
pnb/n
Θnb

]
ν :=

[
vb
b/n

ωb
b/n

]
(2.8)

In order to rotate the body frame to the NED frame, two transformation matrices
are needed. These represent the linear and angular velocity transformation from
the body frame to the NED frame (Fossen, 2011).

R
n
b (Θnb) =


cosψ cos θ − sinψ cosφ + cosψ sin θ sinφ sinψ sinφ + cosψ cosφ sin θ

sinψ cos θ cosψ cosφ + sinφ sin θ sinψ − cosψ sinφ + sin θ sinψ cosφ

− sin θ cos θ sinφ cos θ cosφ

 (2.9a)
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TΘ(Θnb) =

 1 sinφ tan θ cosφ tan θ
0 cosφ − sinφ
0 sinφ/ cos θ cosφ/ cos θ

 where θ 6= ±π
2

(2.9b)

The vessel kinematics can now be described by the following equation.[
ṗnb/n
Θ̇nb

]
=

[
Rn

b (Θnb) 03×3

03×3 TΘ (Θnb)

][
vbb/n
ωb

b/n

]
(2.10)

Finally, the vessel kinematics in Equation (2.10) can be written more compactly as

η̇ = JΘ(η)ν (2.11)

2.4.2 Kinetics
This subsection has a top down approach starting with the complete model for the
vessel dynamics. Afterwards, the single components of the model is looked into.

Complete manoeuvring model The complete model is a combination of the
kinematics in Section 2.4.1 and the kinetics that are explained later in this subsec-
tion. This model is listed below

η̇ = JΘ(η)ν (2.12a)

MRBν̇ +MAν̇r −CRBν −CAνr −Dνr − d(νr)νr −Gη = τ b
exc (2.12b)

This equation is based on Newtons second law
∑
F = ma applied to a mass-

damper-spring system, which is a common model describing the motions of a ves-
sel. The mass matrices, {MRB ,MA} ∈ R6×6, are respectively the vessels inertia-
and added mass matrices. The dampening matrices, {CRB ,CA,D,d(νr)} ∈ R6×6

are the Coriolis-centripetal, the Coriolis-centripetal contribution and the combined
linear potential, linear viscous dampening matrix, respectively. Last on the left
hand side are the spring force g ∈ R6×1, which is a vector of gravitational and/or
buoyancy forces, and the vector g0 which represents pretrimming and ballast con-
trol forces and moments. On the right hand side displays the control force, τ b

exc.
Current is included implicitly by the relative velocities in the dampening terms.
The relative velocity is defined in the body frame as the difference between the
vessel velocity and the current velocity, or νr = νb − νb

c. Wind is not included.

Process plant Process plant models, also known as simulation models, is a "com-
prehensive description of the actual [physical] and should be as detailed as needed
using high fidelity models" (Sørensen). Within the simulator, it is used to calculate
the movement of the vessel within the main simulation. The applied process plant
model has a underlying assumption of the ship always operating in deep water and
that the vessel is completely rigid. The consequences of this assumption is not
investegated further.



16 CHAPTER 2. PREVIOUS WORK

Below is the equation for the applied process plant model, based on Fossen (2011)
and with incorporated cross-flow drag. Further elaboration can be found in Ras-
mussen (2019); Fossdal (2018).

MRB ν̇ +MAν̇r +CRB(ν)ν +CA(νr)νr +D (νr) νr + g(η) + g0+ = τ + τwind + τwave (2.13)

Linear manoeuvring model The linear manoeuvring model is used to calculate
the vessels trajectory in the OCA and functions as a control plant model, which is
a simplified process plant model made to lighten the computational burden and to
run online opposed to offline. The linear manuevering model is originally retrieved
from (Perez and Fossen, 2007) and is listed below.

Mν̇ +CRBν +CAν +Bν + +
∫ t
0 K(t− t′)[ν(t′) + ULη(t′]dt′ +Gη = τb

exc + τb (2.14)

In this lightly rewritten equation,M is defined as the sum of the inertia and added
mass matrices,M = MRB +MA. The Coriolis-centripetal force matrix is defined
as CRB = MRBUL, where U is the vessel speed and L is a selection matrix. B̄
expresses linear potential flow dampening. The Coriolis-centripetal force gets an
additional component from the added mass, namely CA. This is similarly defined,
CA = MAUL. Next up, the convolution integral represents fluid memory effects,
whereof K is a retardation function . The fluid memory effects are the change
of fluid momemtum due to the vessels motion at all subsequent times according
to Cummins (1962). Lastly, G includes buoyancy and gravitational forces, τ b

exc

represents external environmental forces such as waves and wind, in addition to
control input, and τ̄ b is a constant potential dampening force defined by τ̄ b = B̄ν̄.
The constant potential dampening B̄ will be moved over to the left hand side of
the equation and into a linear dampening matrix.
Eq. (2.14) is valid for small turning rates and is based on potential theory and does
therefore not include any viscous effects. To make the model more realistic, linear
viscous dampening, nonlinear surge dampening and cross-flow drag is therefore
added.

Linear viscous dampening Linear viscous dampening is added to the left hand
side of Eq. (2.12). This type of dampening is mainly a result of the friction against
the vessels hull, and is typically added to the linear potential dampening. Linear
viscous dampening can be modelled as Bvν where Bv is the linear dampening
coefficient. Usually, the total dampening of a vessel is modelled as the sum of a
linear and nonlinear part

D(νr) = D +Dnon(νr) (2.15)

whereD is the contribution from the potential and linear viscous dampening, while
Dnon(νr) includes the nonlinear dampening.
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Nonlinear surge dampening This dampening component, also referred to as
nonlinear surge resistance, can be modelled as by Lewis Lewis (1988) below

X = −1

2
ρ S(1 + k) Cf (ur) |ur| ur (2.16a)

Cf (ur) =
0.075

(log10(Re)− 2)
2︸ ︷︷ ︸

CF

+CR (2.16b)

Here, ρ is the density of water, S is the wetted surface area and k is a form factor
taking the geometry of the vessel into account1. Cf (ur) consists of the flat plate
friction coefficient CF and the residual resistance, CR, which is due to the hull’s
roughness, pressure resistance, wave-making and wave-breaking resistance. Re is
the abbreviation of Reynolds number, an important coefficient in fluid dynamics.
Lastly, ur is the relative velocity in surge between the vessel and the incomming
current.

Cross-flow drag In order to calculate the nonlinear dampening fore and moment
in both sway and yaw, a cross-flow model is implemented. This is relevant for large
relative current angles, expressed mathematically as |βc −ψ| >> 0 where βc is the
current’s angle of attack and ψ is the heading of the vessel Fossen (2011). This is
approached by strip theory, as showed by Faltinsen (1990).

Y = −1

2
ρ

∫ Lpp
2

−Lpp
2

T (x)C2D
d |vr + xr| (vr + xr) dx (2.17a)

N = −1

2
ρ

∫ Lpp
2

−Lpp
2

xT (x)C2D
d |vr + xr| (vr + xr) dx (2.17b)

In Eq. (2.17), Y and N is the force and moment in sway and yaw, respectively.
The length between the vessels perpendiculars is Lpp and T (x) is the vessels draft
as a function of its length, while C2D

d is the 2D drag coefficient. Lastly, vr = v−vc,
is the relative velocity between the vessel and the current in sway.
The cross-flow principle is based on three assumptions Faltinsen (2005) that is not
being discussed further;

1. The flow seperates because of the cross-flow past the vessel.

2. The longitudinal velocity components do not influence the transverse forces
on a cross section.

3. The transverse force on a cross section is mainly caused by separated flow
effects on the pressure distribution around the vessel.

1The form factor k is typically equal to 0.1 for a vessel in transit
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2.4.3 Heading and speed control
This subsection provides the necessary background to perform simple PID control
of a vessels heading and speed.

Autopilot The function of the autopilot is to keep the correct heading, ψ at all
times. This is done by the use of a PID-controller, which is the most widespread
controller in the industry due to its simplicity to implement and good performance.
PID is an abbreviation for proportional, integral and derivative control.

τN = −Kpψ̃ − Cenable

(
Ki

∫ t

t0

ψ̃(T )dT

)
−Kd

˙̃
ψ (2.18a)

Cenable :=

{
1, if |ψ̃| ≤ ψth

0, otherwise
(2.18b)

In the equation above, τN is the commanded yaw force, ψ̃ = ψ − ψd is the head-
ing error and {Kp,KiKd} > 0 are the proportional gain, the integral gain and
the derivative gain, respectively. Cenable is a term added in order to avoid inte-
gral windup, which would have happened during the change from one waypoint
to another. In Eq. (2.18b), ψth is a specific threshold set to be larger than the
steady state error of the system. When Cenable = 1, t0 is set to the current time
as this restarts the integral. This results in a controller which for large transients
is controlled by the proportional and the derivative term with the integral term
becoming active during steady state. Other simple, but yet more sophisticated
solutions for solving the problem with integral wind-up can be found in Beard and
McLain (2012).

Speed controller The speed controller obviously tries to make sure the speed
of the vessel is where it should be. The control law is on the same form as the
autopilot, but without derivative control. It is therefore called a PI-controller.

τX = −KpŨ − Cenable

(
Ki

∫ t

t0

Ũ(τ)dτ

)
where Kp,Ki > 0 (2.19a)

Cenable :=

{
1, if |Ũ | ≤ Uth

0, otherwise
(2.19b)

U =
√
u2 + v2 (2.19c)

The above set of equations gives a control input τX in the heading direction, based
on the speed error Ũ = U − Ud and the tuning of the parameters Kp andKi. The
switch parameter Cenable works in the same way as for the autopilot.
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2.5 Appliance of a eletronic map

A electronic sea chart is implemented into the OCA framework in order to increase
Endsleys first element of situation awareness - the perception of elements within
the environment. When the vessels position is known, a map aids the vessel in
identifying static elements in its vicinity. This section provides information of the
map supplier, different kinds of map data and how it was used in addition to pre-
processing of the map. The section is based on Rasmussen (2019).

The map and the map supplier The map was retrieved from The Norwegian
Mapping Authority (NMA). This state-owned organization has the nationwide re-
sponsibility for making geographical information and supplied the digital map of
the case area via their web portal, Geonorge.

The applied map is named Sjøkart - Dybdedata and contains unclassified depth
data for planing, modelling, research and analytical purposes. The depth data
is measured relative to the (vertical) chart datum. The chart datum is decided
based on the lowest astronomical tide (LAT). LAT represents the lowest possible
tide that has occurred during the last tide period of approximately 19 years under
’normal meteorological conditions’ (Kartverket, 2018). As the meteorological con-
ditions vary from Norway compared to other countries, the chart datum is therefore
placed 20-30cm below LAT (Kartverket, 2018). The chart is was retrieved in the
WGS84 format2, which is used as a standard for georeference. Note that Sjøkart -
Dybdedata is not an ENC (Electronic Navigational Chart), which is used in ECDIS
(Electronic Chart Display and Information System), a device that is imposed by
IMO (International Maritime Organization) on high-speed crafts since July 2008
Maratos (2008). The differences between the applied map and an equivalent ENC
is the addition of light houses and other navigational information, as well as the
organisation of the map on a national level and the resolution of the map (Jakob-
sen, 2019).

Table 2.4 contains the relevant information in the map that makes up the ob-
stacles in the case studies. Figure 2.6 displays the map as it appears on NMAs
website.

Processing After the map has been been downloaded in the shapefile format
from the Norwegian Mapping Authoritiy’s online distribution service (Geonorge),
the following steps were executed. The first step of processing was to crop the
map over Sogn and Fjordane to the more manageable map over Aurlandsfjorden,
where the case studies are taking place. This was needed as the map as a whole
required more computer RAM than the authors personal computer had available.
The second step was to extract relevant information from the map. This was data

2WGS84 is an abbreviation for World Geodetic System 1984.
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Obstacle type Meaning
Depths Areas of varying water depth.
Underwater
rock

Area of limited size that stretches toward the surface, but
is more than 0.5m deeper than the chart datum.

Rock awash Rock positioned down to 0.5m below chart datum.
Coastal contour The coastline (shoreline) is defined from mean high water,

or the average of all high tides during a tide period.
Drying heights The area extending from the coastline to 0.5m below chart

datum.

Table 2.4: Map information defining the obstacles. Source: Geonorge.

Figure 2.6: Part of the used map as it appears on NMA’s online portal. Only the data
in Table 2.4 are displayed.

regarding awash rocks, general depth data and shallow areas. These types of data
may sound like they overlap, but in some areas of the fjord they did not. The next
and third step was to find where in the relevant areas the vessel actually might col-
lide. This was done by looking at the vessels draught multiplied by a small safety
factor. After the relevant obstacles are identified, the coordinates of the obstacles
are changed from Latitude-Longitude to flat earth North-East coordinates. This
was done by a function from Matlabs Aerospace toolbox for simplicity, but the
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formulas from Section 2.3 in Fossen (2011) might as well have been used.

Figure 2.7 shows how the computer interprets the map in different processing steps.

(a) The map as it appears after cropping.
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(b) The map after completed processing.

Figure 2.7: The processing of map data
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2.6 Guidance system

2.6.1 The A* path planning algorithm

To control the vessels guidance mechanism, the A* algorithm is chosen. This is
a flexible algorithm that is able construct a path navigating through obstacles, in
contrary to a waypoint-based guidance mechanism. This algorithm is a combina-
tion of two other algorithms: Dijkestras and Greedy-Best-First Search (GBFS),
and a comparison can be seen in Figure 2.8. Note how GBFS is tricked by the ob-
stacle but explores far less nodes compared to Dijkestra’s algorithm which checks
more nodes but finds the optimal path. The A* algorithm needs some things to

(a) Dijkestra’s algorithm. (b) The GBFS algorithm.

(c) The A* algorithm.

Figure 2.8: Comparison of different path planning algorithms. The coloured area re-
sembles nodes that has been checked, while the stipled lines represent the final path to
the goal. Figures retrieved from Patel (2019)

function properly. These are a cost function with a heuristic and a graph. A
graph is defined as a set of vertices with connecting edges, while a heuristic is some
kind of estimate of how far a node is from the goal. A heuristic is not necessar-
ily limited to distance, but can also be a measure of any other cost e.g. time or fuel.
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A* is based on the following cost function.

f(n) = g(n) + h(n) (2.20)

where

n : Current node

g(n) : Movement cost from the starting point to node n when visiting all
the other nodes on the path

h(n) : A heuristic - the estimated movement cost from node n to the final
destination.

An exact heuristic ensures minimal runtime in addition to a optimal path, or the
lowest possible traversed distance. If h(n) is either too small or too big, A* will
look more like Dijkstra’s algorithm or a greedy-best-first-search, respectively. Also,
a heuristic function that never overestimates the cost of reaching the goal node is
called admissible. The flow chart of the A* algorithm can be seen in Figure 4.13
A good resource for A* and its implementation can be found in Patel (2019).

Heuristics and tie breakers The heuristic function h(n) is chosen to be the
Eucledian distance, as seen in Equation 2.21.

h(n) =
√

(n.x− goal.x)2 + (n.y − goal.y)2 (2.21)

Here, D is a scaling constant with the purpose of giving both h(n) and g(n) the
same units. n.i is i-coordinate of node n, while goal is the final destination. This
heuristic is chosen because it underestimates the distance unless the goal node(s)
is on a obstacle free, straight line from the node n. When the heuristic function
is lower or equal to the cost of moving from node n to the goal, A* is guaranteed
to find the shortest path. If h(n) is exactly equal to the cost of moving to the
goal, then A* will find the optimal path very quickly. In general, the lower the
value of h(n), the more time will A* spend. If h(n) on the other hand is greater
than the exact distance, A* will run faster but is no longer guaranteed to find the
shortest path. If h(n) is much greater than g(n), then A* behaves like Greedy
Best-First-Search.

Graphs may have multiple paths that has equal total distance to the goal nodes,
which leads to A* spending more time than necessary. To solve this problem one
can use tie breaks. Important capabilities of a tie-break is to make the f(n)-values
different from each other and have a deterministic proposal of the best path. A
simple way to break ties is to nudge the scale of h(n). This can be done by Equa-
tion (2.22) below.

h(n) = h(n) · (1 + p) (2.22)

Here, p is a constant factor that should be chosen so that p is lesser than the
minimum cost of taking one step divided by the maximum expected path length.
The end result is that A* explores far less of the map, but is no longer strictly
admissible.
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 Insert initial position in 
open list, select 

goal node(s) and 
load graph

Calculate cost
function

f(n) = g(n) + h(n)

Move nodes from open
list to closed list and

save index of node with
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reached
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path

 Detect all neighbors 
of 'n' that is not on the

closed list
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f(n) = g(n) + h(n)

NO

Figure 2.9: Flowchart of the A* algorithm

2.6.2 Line-of-Sight path following
Line-of-Sight (LOS) guidance is a method to generate a desired heading to be used
in a heading controller, and thereby force a vehicle to track a path. The method
is based on a LOS vector coming out from the vehicle to the next waypoint if
it is within the line of sight, or the straight line between two waypoints if not.
Figure 2.10 below illustrates the governing principles of the method.
The desired course angle χd is calculated from Equation (2.23). Please refer to

Figure 2.10a for a better physical understanding of the different symbols.

χd(e) = χp + χr(e) (2.23a)

χp = αk (2.23b)

χr(e) := arctan

(
−e
∆

)
(2.23c)

e(t) = [y(t)− yk] cos(χp)− [x(t)− xk] sin(χp) (2.23d)

∆(t) =
√
R2

LOS − e(t)2 (2.23e)
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These equations contain a lot of symbols which is in need for some explanation.
Starting with Equation 2.23a, this states that the desired heading is the sum of
two different angles - the path-tangential angle χp and the velocity-path relative
angle, χr. Physically, χp is the angle the vehicle would have if it was positioned on
the line between two waypoints while facing the next waypoint. For two waypoints
pk and pk+1, this angle is represented by αk. The addition of χr corrects for the
offset in steering angle the vehicle would have when not lying lines between way-
points. As stated by Equation (2.23c), χr is defined as the angle spanned out from
the LOS vector and the lookahead distance ∆ in Figure (2.10b). The lookahead
distance ∆ represents the line segment between the point of shortest distance be-
tween the vehicle and the line, and the intersection of the LOS-circle. Moving on
to Equation (2.23d), this defines the crosstrack error e as a function of the vehicles
position (x, y), the position of the most recently passed waypoint (xk, yk) and the
path-tangential angle χp. The lookahead distance ∆ is defined by the constant
lookahead radius RLOS , as can be seen in Equation (2.23e).

The vehicle needs some switching logic in order to decide what waypoint it is
going to search after. This is decided by evaluating if the distance between the
vehicle and the next waypoint (xk+1, yk+1) is within Ra, the radius of acceptance.
This evaluation is expressed mathematically in Equation (2.24).

[xk+1 − x(t)]2 + [yk+1 − y(t)]2 ≤ R2
a (2.24)

For air-and waterborne vehicles transverse forces from the environment can cause
the vehicle to drift. To handle this sideslip, the vehicle’s desired heading has to be
adjusted as seen in Figure 2.10a. This is done according to Equation (2.25).

ψd = χd − β (2.25a)

β = arcsin
( v
U

)
(2.25b)

Here, ψd is the desired heading, β is the sideslip angle, v is the transverse speed of
the vessel and U its total speed.
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(a) Relevant variables used in LOS guidance

(b) Visualization of lookahead distance ∆ and lookahead radius RLOS

Figure 2.10: Principle behind LOS steering. Figures are retrieved from Fossen (2011).
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2.7 Bayesian Belief Networks
Bayesian networks (BNs) behaves similar to the human evaluation of probability
for something to happen. This comes from the fact that BNs use posterior events
to calculate the probability for a new event to occur. For example, a captain on
a ship will take the weather and amount manoeuvrable space into consideration
when he tries to figure out if he can increase the vessels speed or not.

A core part about BNs is Bayes equation,

P (A|B) =
P (B|A)P (A)

P (B)
(2.26)

This equation states the probabilistic relation between two events, A and B. Bayesian
networks, which also go by the name belief networks, bayesian belief networks,
causal probabilistic networks or causal networks, are acyclic directed graphs (see
Figure 2.11) BayesFusion (2018). Here, nodes represent random variables and arcs

Figure 2.11: Different types of graphs. A directed graph acyclic graph would look like
1 or 3.

represent direct probabilistic dependences among the nodes. Bayesian networks,
as graphs, got graphical structure which illustrates the interaction between the
variables it models.
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Chapter 3

Method

This Chapter presents the used methodology. Figure 3.1 shows an overview of the
functionality used in the resulting simulator.

Figure 3.1: Overview over the system used in the thesis. The green blocks has been the
focus, while the blue blocks is covered in previous work.

29
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3.1 The OCA simulator

Failure modes The different failure modes (FMs) used in the simulations are
defined in Table 3.1. As the propulsion system is not being modelled the speed
control is not implemented during the power reducing failure modes. FM0 serves
the purpose of finding out what would happen to the vessel if it does not change
its course of action.

Failure mode Probability Definition
FM0 0.50 Simulates the movement of the simplified vessel

dynamics ahead for 60 seconds with no errors.
Used for control and to replan the path should
the simulation end with collision.

FM1 0.05 Complete propulsion failure for 40 seconds. The
vessel can not produce forward thrust and have
lost steering control.

FM2 0.07 Thrust reduction by 80% and loss of speed con-
trol for 40 seconds before recovering. Modelled by
multiplying thrust in surge with 0.2.

FM3 0.13 Thrust reduction by 50% and loss of speed con-
trol for 40 seconds before recovering. Modelled by
multiplying thrust in surge with 0.5.

FM4 0.25 Rudder freeze for 40 seconds. Modelled by keep-
ing the vessels yaw moment constant1.

Table 3.1: Used failure modes and their static probabilities when the BN is not in use.

Failure mode dynamics The FM dynamics are based on the linear manoeu-
vring model presented in Equation (2.14) in Section 2.4.2. The difference is the
lack of fluid memory effects. This FM dynamics is being discretized by the dis-
crete version of the combined forward and backward Euler integration, retrieved
from Appendix B in Fossen (2011). The discretized linear manuoevering model is
written as

ν(k + 1) = ν(k) + h (MRB +MA)
−1 · ...

[MRBUrLν(k) +MAUrLνr(k) + ...

Dνr(k) + d (νr(k))νr(k) +Gη(k) + τ exc]

(3.1a)

η(k + 1) = η(k) + h [JΘ(η(k))ν(k + 1)] (3.1b)

In Equation (3.1), k is the current time step and h is the time-step size chosen to
be 0.1s, ten times larger compared with the PPM. The force vector τ exc is defined
as

τ exc = τ env + τ c = [X Y N ]> + [τX 0 τN ]> (3.2)
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where X, Y , N are the nonlinear surge dampening from Equation (2.16) and cross-
flow drag from Equation (2.17), respectively. The control force τ c is made up from
Equation(2.19) and Equation (2.18). The control gains of the FM simulations
are initiated to the same level as that of the main simulation and is not being
individually tuned. Also, due to the high amount of RAM needed to run the
simulations, the FMs has a fairly short duration. In order for the vessel to be able
to react in case of heightened risk, FM0 runs for 15 seconds before another FM
takes over. Due to the potential change in the planned route as a consequence of
the delayed start, the time interval between the OCA simulations has been set to
20 seconds in case the new path needs to be updated.

Risk As written in Section 2.3, the risk is defined as the sum of the all the conse-
quence levels achieved during the FM simulations and the corresponding probability
for that failure mode to occur. The consequence levels are determined based on the
distance to the nearest obstacle and the different threshold used in the simulations
can be seen in Table 3.2

Consequence level CL1 CL2 CL3
Maximum distance from obstacle 45m 15m 5m

Value 0.33 0.66 1

Table 3.2: Consequence levels determined by the distance to the nearest obstacle and
thresholds used in the simulations
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3.1.1 Bayesian Network

The Bayesian Network (BN) is used to update the probabilities of the different
failure modes for the online consequence analysis. For a real vessel this would have
to be done by sensor systems measuring the current and other evidence, but for
the purpose of showcasing the framework the current velocity (in the body frame)
is instead fed right into the BN.

Construction of BN See Figure 3.2 for a display of the used BN used to esti-
mate the probabilites for the different failure modes. Please note that the BN does
not serve the purpose of being exact - it only serves the purpose of illustrating the
completed framework. The BN contains both dynamic and static nodes, whereof
the dynamic nodes are the nodes the ones colored lime green, while the static nodes
are the dark green nodes and "Wind evaluation". Here, the dark green nodes are
the risk inducing factors identified in Section 2.1. For simplicity, only a few coun-
tries, ship types and age groups were used. The probabilities for these dark green
nodes are retrieved from Table 5 in Cariou et al. (2008) and a copy can be found
in Table A.1 in Appendix A. The node labels "LesserThan10", "LesserThan20"
and "Lesser than30" is misleading as the probabilities they represent are A ≤ 10,
10 < A ≤ 20 and 20 < A ≤ 30, respectively. Another note is that the BN is mod-
elled in such a way that thruster failure and FM4 are not mutually exclusive, while
they are mutually exclusive within the FM simulations. The rationale explaining

Strong

Medium

Weak

Current strength

Transverse

Longitudinal

Current direction

FM1_Blackout 6%

FM2_80_percent 11%

FM3_50_percent 16%

False 67%

FM 1-3 : Thrust reduction

True 43%

False 57%

FM4 - Rudder freeze

Harsh

Moderate

Weak

Wind evaluation
Harsh 0%

Moderate 100%

Weak 0%

Current evaluation

LesserThan30

LesserThan20

LesserThan10

dummy

Vessel Age

Norway

Denmark

dummy

Flag of registry

Harsh 20%

Moderate 60%

Mild 20%

Environment evaluation

Passenger

RoRo_cargo

dummy

Vessel type

Always 48%

Sometimes 52%

Never 0%

Deficiencies noticed under PSC

Figure 3.2: Applied Bayesian Network displayed in the GeNie Modeller.



3.1. THE OCA SIMULATOR 33

Current strength Current direction
’Weak’ |νc| ∈ [0, 0.5] ’Transverse’ ∠νc ∈ {(45◦, 135◦), (225◦, 315◦)}
’Medium’ |νc| ∈ (0.5, 1.0] ’Longitudinal’ ∠νc ∈ {(−45◦, 45◦), [135◦, 225◦]}
’Strong’ |νc| ∈ [1.0,∞)

Table 3.3: The logic behind setting evidence for the current nodes in the bayesian
network

the left side of the BN in Figure 3.2 is that environmental forces causes extra stress
on a vessels power system and may therefore be able to cause power failure. The
stress might come from high waves causing the fuel pressure in the engine to drop
or long periods of high loads.

The joint probability tables within the different blocks has been decided based
on the author’s best ability. In the case of the node ’Current evaluation’ this has
been decided by a boolen table where a ’strong’ and ’transverse’ current is the
only combination that can cause a harsh current evaluation. For example, given
that the vessel always fails port state controls (PSC’s) and that the weather is
rough, the vessel has an increased probabilities for all the thrust reducing failure
modes. It must be noted that this is not how a BN should be constructed. Ideally
one would have statistical data explaining all the different probabilities, but this is
rarely the case. Instead, one would have to seek expert opinion and combine this
with different methods in order to fill out the joint probability tables. Chapter 8
and 9 in fen is a good resource for such methods.

GeNIe and the connection to Simulink In order to implement the BN into
the simulator a software named "GeNIe Modeler" has been used. GeNIe stands
for Graphical Network Interface and is a program made by "BayesFusion, LCC",
which distribute the program free of charge to academic users.

In order to run GeNIe from Matlab, BayesFusion’s SMILE Engine (Structural
Modelling, Inference and Learning Engine) wrapper was used. This is GeNIe’s
application programmer interface (API). SMILE has different kinds of wrappers,
but the one used to communicate with Matlab was jSMILE, which is written in
the java programming language. In order to run jSMILE a licence is needed.
Free 30-day trials and academic 6-month licences can be obtained at https://
download.bayesfusion.com. BayesFusion also supplies a manual for the SMILE
API, BayesFusion (2018), which is available at the same web page.

During the simulation, the evidence for the dynamic nodes is set according to
Table 3.3

https://download.bayesfusion.com
https://download.bayesfusion.com
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3.2 Guidance
The guidance functionality in the simulator is combines the OCA framework from
Section 2.3 with the A* algorithm from Section 2.6.1 with the LOS path following
methodology presented in Section 2.6.2. This is done by feeding the highest mea-
sured risk found for all the FMs and evaluating it against a threshold. If the risk
passes the threshhold, then A* will generate a new path from the vessels current
position to the next waypoint. Afterwards, the path will be divided into new way-
points, which the LOS-guidance then uses to steer the vessel.

3.2.1 A* - the path planning algorithm
In order for A* to function properly, it needs some sort of graph. This graph is made
by letting a 2D occupancy matrix represent the map area mentioned in Section 2.5.
As it can be seen in Figure 3.4a representing the processed map, there are a lot of
whitespace between each point. If A* runs on such a grid, the resulting path will
just sneak through any non-closed area, which may result in a straight line path.
These holes therefore needs to be closed, and this is done by line parameterisation
which the following formula describes.

L(x, y) :=

{
x = x1 + (x2 − x1) · s
y = y1 + (y2 − y1) · s

where s ∈ [0, 1] (3.3)

In this equation, (x1, y1) and (x2, y2) represents the starting and ending points of
the line L. As the A* algorithm allows for diagonal movement, the diagonal gaps
has to be closed. This is done by a simple logic first checking if the line the line
is straight, and if it is not, setting the adjacent nodes closest to the neighbours to
occupied.

Figure 3.3: Illustration of the process of ’closing’ diagonal lines.
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In order to improve the runtimes of A* as to make it viable for online execution,
A* only runs from position of activation to the next waypoint on the list. This
allows for a reduced grid size. The grid size is decided by the starting and ending
points and a factor δ, which expands the smaller grid in every direction by a set
amount. The δ-factor is used in order to increase the probability that the reduced
map is large enough to provide a solution. The factor is based on a percentage
increase of largest edge in the rectangle spanned by the starting point and goal
which is inputed in the A* algorithm. Note that if δ is too small, this can cause
A* to find non-optimal paths. Patel (2019) suggests other methods for reducing
the time spent by A* in a particular graph, such as adding hierarchical layers and
navigational meshes. These were not implemented due to time constraints.

Next up the risk functionality is added. This is done by imitating terrain, and
providing A* with costs for moving in different types of terrain. The terrain type
is based on the distance to a obstacle. It is set by iterating through every node
in the grid until a obstacle is noticed - then all nodes within a square with the
obstacle in its center is set to level 1. The process continues with assigning level 2
and level 3. This process, even though highly inefficient, spends a reasonably low
amount of time for a decently large map (ca 1.6 seconds for a grid of 8.11×106

nodes). A part of the resulting risk map can be seen in Figure 3.4c. The different
terrain costs are incorporated into A* by a change in the movement cost function
g(n) in Equation (2.20). This is defined as the following

g(n) = D(L)
√

(n.x−N.x)2 + (n.y −N.y)2 +

n−2∑
2

g(n− 1) (3.4)

Here, D(L) is a factor used for differentiating the types of terrain from each other.

Terrain type D(0) D(1) D(2) (D(4)
Node distance d>45m d≤ 45m d≤ 15m d≤ 5m
Cost 1 1.2 2.25 3

Table 3.4: Movement costs in different types of terrain in A*.

After the path has been generated waypoints are to be generated. This is done by
first transforming the path coordinates from the reduced grid to the global grid and
then secondly to make waypoints out of the path. Third, the new list of waypoints
are combined with the old list of waypoints. In order to transform the coordinates
over to global coordinates the following formula was used.

P global = P local − P (1)local + P (1)global (3.5)

Here, P is a row in the waypoint matrix n × 2 matrix whereof each row inhabits
the NED coordinates of each step in the path, ordered from the starting position
(P (1)) to the ending position (P (n)).
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(a) Map geometry as points. (b) Points insterted in empty spaces.

(c) The map after completed processing.

Figure 3.4: Gradual processing of the A* grid, from separate points in (a) to connected
points in (b) and finally the complete risk map in (c)
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The generation of waypoints from the A* path is done by evaluating which path
coordinates that lies between two straight lines and make waypoints out of the
coordinates that does not fall between the two lines. Mathematically, the criteria
of evaluation can be stated as

ya ≤ y ≤ yb (3.6)

where y is the line between two waypoints, ya = y − δ and yb = y + δ and where δ
is the distance from the middle line. The reason for reducing waypoints is to make
the waypoint queue less cluttered, and to make it easier for the waypoint shuffler
to insert new waypoints at the correct location in the queue.
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Chapter 4

Results

4.1 Validation

4.1.1 Vessel model and environment

Figure 4.1 aims to showcase how the the simulation model consisting of the vessel
dynamics presented in Section 2.4.2, the control theory presented in Section 2.4.3
and the LOS path following from Section 2.6.2 works for both the process plant
and the failure mode dynamics. The Figure show the vessel starting in WP1 and
navigating to waypoint four, while being affected by a current flowing from west to
east with a speed of 1.5m

s . The failure mode simulation starts after 15 seconds and
the LOS radius of acceptance has been set to 2x length between perpendiculars
(Lpp). From Figure 4.1 it can be seen that the simulated vessel drifts east at the
start of the simulation. This is due to the current and is expected. The failure
mode simulation starting at the blue rectangle behaves exactly like the main simu-
lation until it is within the radius of acceptance of WP2. At the point of turning to
WP3 it can be observed that the FM simulation has a greater curvature than the
main simulation. This is also the case during the next turn, from WP3 to WP4.
One can also notice that both simulations seem to converge to the same position
in both WP3 and WP4, albeit with a different heading. Ideally the failure mode
simulation should, when no failures are present, replicate the main simulation with
high precision. Also, the simulated trajectories after the blue triangle are not op-
timal in terms of going the shortest path. This is likely due to poor tuning of the
heading autopilot. The main takeaway from Figure 4.1 is that there is a consider-
able discrepancy between the main simulation and the failure mode simulation for
non-straight paths.

To better examine the differences between the two models, Figure 4.2, Figure 4.4
and Figure 4.3 has been produced. These figures compares the relevant states for
the main simulation and failure mode simulation after the blue rectangle mark in
Figure 4.1. In these figures, ∆ is defined as the value of a state within main simu-
lation subtracted the value of the failure mode simulation.

39
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Figure 4.1: Comparison between simplified model and simulation model navigating
through waypoints under the influence of a eastward current.

Figure 4.2 displays the North and East-coordinate produced by the two simula-
tions as a function of time. By looking at the red error curve, it can be seen that
the north position in the failure mode simulation (Nfm) lies on or above the north
position for the main simulation (Nmain) until t≈30s. Afterwards, Nmain is above
Nfm. This happens a bit after the simulations reach the radius of acceptance of
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Figure 4.2: Northward and eastward position for the main simulation and the failure
mode simulation in the validation scenario presented in Figure 4.1.

WP3. It can also be seen that the discrepancy ∆N are in the range [5.8,+8.2]. The
two simulations are more aligned for the eastward position as can be seen on the
bottom graph of Figure 4.2. Here, the discrepancy ∆E is in the range [−4.3,+1.2]
and occurs during the turn from WP3 to WP4. Combined, the northward and east-
ward plots in Figure 4.2 suggest a discrepancy in forward speed and turning rate.
This is plotted in Figure 4.3. In Figure 4.3 one can easily observe the two curves
representing the simulations do not follow each other very well. This is especially
the case for surge speed, or the ships forward motion. However, the numerical
difference is not that large with a peak of +1.2 and trough of -0.5. There can be
several reasons for this. First, the simplified dynamics in the failure mode simu-
lations do not account for fluid memory effects and its differential equation time
step size is ten times larger. The different behavior at the end of the simulation is
expected as the failure mode simulation do not have any exit logic when the final
waypoint is reached.
Lastly, the heading and yaw rate graphs for the failure mode simulation and the
main simulation is presented in Figure 4.4. In Figure 4.4 one can observe that the
heading is mostly equal for the two simulations up until t28. At this point in time
the main simulation turns earlier than than the failure mode simulation.
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Figure 4.3: Speed in surge and sway for the main simulation and the failure mode
simulation in the validation scenario presented in Figure 4.1.
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Figure 4.4: Heading and yaw rate for the main simulation and the failure mode simu-
lation in the validation scenario presented in Figure 4.1.
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4.1.2 OCA

In order to verify that the different failure modes simulate realistic behaviour, Fig-
ure 4.5 to Figure 4.8 are presented. These display the FM dynamics laid forth in
Section 3.1 applied to the map presented in Section 2.5. In these simulations, the
failure mode will not kick in before 15 seconds into the actual simulation in order to
easier validate the different failure modes up against the "no failure" mode. Also,
the time interval from the end of one simulation to the start of the next simulation
has also been set to 15 seconds. Ideally, this would make the start of simulation n
overlap with the activation of the failure mode in simulation n-1. The waypoints
are the same as in Figure 4.1 in order to keep the focus on the failure mode simu-
lations. As in the simulation showcased in Figure 4.1, the current has been set to
1.5m

s flowing east.
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Figure 4.5: Validation: simulations of FM 1.
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Figure 4.5 showcases FM 4 - total blackout. The failure mode works as expected:
it follows the green "no failure" line up until the failure mode activates, before the
vessel starts to drift in the direction of the current. What is more notable is that
collision is not registered for the last simulation. This is alarming, as it makes it
possible that the associated CL might not be correctly assigned due to the fact that
both collision and CLs are based on the distance to the nearest obstacle. Also, a
lack of overlap of the green curves can be observed. The lack of overlap is due to
the discrepancy between the main simulation and the failure mode simulation as
showcased in Section 4.1.1. In tight areas this can result in different CLs being
assigned.
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Figure 4.6: Validation: simulations of FM 2

In Figure 4.6, the dynamics representing a 80% power loss is being displayed. It
can be observed that the different simulations acts differently. This is a result of
the definition of the failure mode: holding 20% of the commanded thrust during
the duration of the failure mode. This implies that the different simulations most
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likely keeps a different thrust, and therefore reacts differently. Yet, some strange
behaviour can be seen at the very end of the the first and second simulation of FM2.
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Figure 4.7: Validation: simulations of FM 3.

In Figure 4.7, FM 3 corresponding to 50% power loss is being showcased. As ex-
pected, FM 3 is behaves more similarly to FM 0 than FM 2 did in Figure 4.6. It
can be seen simulation 1 struggles with keeping the path above WP 3, which is
explained by the low thrust commanded by the control system at X1 when the
vessel is travelling in the direction of the current.

Lastly, Figure 4.8 shows the trajectories generated by FM 4 - rudder freeze. When
keeping in mind the eastward current and that the failure mode is defined by keep-
ing the commanded yaw moment constant, there are no surprises when watching
Figure 4.8. Unfortunately, collision should have been detected for for the third
simulation (curved line above WP4).
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Figure 4.8: Validation: simulations of FM 4.

Figure 4.9 displays the highest CL achieved during the different failure mode sim-
ulations showcased in Figure 4.5 to Figure 4.8. For graph readability, the CL has
been set to -1 for simulations that otherwise would have stayed at zero. As there
is no logic for stopping a failure mode simulation after the last waypoint has been
reached, several failure mode simulations end with collision after passing WP 4.
This is especially the case for FM 0, as each trajectory travels a longer distance due
to a higher forward speed making all simulations except the first result in a collision
above WP 4. Looking at FM 1, all simulations show a positive CL. Keeping in
mind the CL ranges presented in Table 3.2, a comparison with Figure 4.5 verifies
the obtained CLs. FM 2-4 do not show any surprises either.

In order to get an image of how the perceived risk develops with time during the
vessels path during the simulation in Figure 4.1, Figure 4.10 has been produced.
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Figure 4.9: Validation: resulting consequence levels for the different failure modes.
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It can be observed that the risk rises steadily from zero, as no OCA simulation has
been initiated, and peaks in the last time step. Taking Figure 4.9 into considera-
tion, this is not a surprise as more and more simulations result in collisions. The
bottom plot in Figure 4.10 shows which failure mode that is responsible for the
highest risk for each time step, and this also fits well with Figure 4.9.
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4.1.3 Bayesian network
In order to test the bayesian network (BN), the simulation displayed in Figure 4.1
is run with and without a change in the currents strength and direction. As the risk
is only a function of the probability for a given failure modes times the achieved
consequence level and the consequence level do not change given that the path is
the same. It is therefore sufficient to show that only the probabilities change in
a reasonable manner in order to show that the BN works as intended. The BN’s
static evidence is in listed Table 4.1.

Node Assigned evidence
Wind evaluation ’Weak’
Flag of Registry ’Norway’
Vessel Age ’LesserThan10’
Vessel type ’Passenger’

Table 4.1: The Bayesian network’s static evidence for different nodes.
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Figure 4.11: Probabilities for different failure modes with constant current.

Figure 4.11 shows that every probability except that of FM 4 changes as the vessel
follows its route. This is expected, as FM 4 only is dependant on the static nodes
as shown in Figure 3.2 in Section 3.1.1. One can also note that the probabilities
only change on the discrete timestamps T=20, T=40 and T=80. This is because
the BN is only evaluated when the OCA is initiated. By comparing with Figure 4.5
and Figure 4.4 at T=20 and T=40 (marked by the first and second blue circle in
Figure 4.5) one can observe that the current starts as transversal and then becomes
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longitudal at T=40. At T=60 the current should be transversal again, though this
does not seem to be the case. This could explained by the sideslip compensation
causing the vessel to travel with an angle which according to Figure 4.4 is approx-
imately -25◦. This does however not put the current angle in the ’longitudinal’
range.

By changing the current strength from 1.5m
s to 0.40m

s flowing southwards, and
thereby setting the evidence for the node ’current strength’ from ’strong’ to ’weak’,
the following result in Figure 4.12 was achieved. Here it can be seen that the
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Figure 4.12: Probability for different failure modes with varying current.

probability for FM 1-3 clearly drops several times, as one would expect.
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4.1.4 A*
Figure 4.13b and Figure 4.13a showcases the performance of the A*-algorithm with
implemented risk terrain and waypoint generation. As expected, the different paths
vary with the movement cost of the different risk areas. It can also be seen that
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(a) High movement cost of risk.
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(b) Low movement cost of risk.

Figure 4.13: A* paths with different movement costs.

the waypoints are placed at the end of seemingly straight lines, as intended.
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4.2 Combining the parts
When combining all of the above features with the simulation parameters in Ta-
ble 4.2 we get the results showed below in Figure 4.14 to Figure 4.17. Due to
the vessel navigating through narrow passages, the radius of acceptance had to be
reduced.

CL distance zones [60 15 5]
Movement cost for CL 1-3 [3 6 9]
Enabling risk threshold 0.5

OCA frequency 1/20s
Current strength and direction at T=0s 0.5m

s , -90
◦

Current strength and direction from T=120s 1.5m
s , 90

◦

LOS radius of acceptance Lpp/3

Table 4.2: Simulation parameters

Figure 4.14 8 waypoints has been selected. The vessel then travels from waypoint
to waypoint. One can notice that the pathing has changed by a fair lot, tending to
choose areas further away from land due to the lower movement cost. This is due to
the generated waypoints following an increased risk from an OCA simulation which
is why there are so many generated WPs between WP2 and WP4. After WP4 there
is a stretch with no WPs at all, due the risk not exceeding the threshold. This
comes from the low probability for the failure modes due to the low current velocity.

In order to take a closer look on the difference in pathing between the ordinary LOS
guidance and the new framework, Figure 4.15 and Figure 4.16 are presented. In
Figure 4.15 the difference is rather small before WP3. However, as soon as the area
with low depth is passed the vessel seeks towards deeper waters. In Figure 4.16
one can notice that the vessel tries to keep the distance to shallow areas as long
as possible. One can also notice that due to the higher density of WPs the vessel
enters the narrow area between the isle and land with a better angle, which enables
the vessel to get a better distance from the isle. Without the added framework the
vessel collides at the isle.
Figure 4.17 compares the level of risk for the vessel with and without the new
functionality as the vessel follows its trajectory and displays which failure mode
that is responsible for the highest amount of risk. It can be seen from the top plot
that the level of risk for the new framework is noticeably lower compared to the
old for a total of 80 seconds and higher for a total of 60 seconds when completing
the horizontal line for the old framework to T=260s. For the bottom plot both
frameworks deem "FM0 - no error" and "FM4 - rudder freeze" the most risky, but
at different times. Overall, the new frameworks deems FM 4 more risky than plain
LOS steering.
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Figure 4.14: NED plot of simulation with A* and BN boosted OCA.
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Figure 4.15: Zoomed NED plot of simulation with A and BN boosted OCA showing
different pathing.
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Figure 4.16: Another zoomed NED plot of simulation with A and BN boosted OCA
showing difference pathing.
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Chapter 5

Discussion

Validation The used simulation model, or process plant, seem to display the
vessel dynamics in a realistic manner. The simplified vessel dynamics used for the
Failure Mode (FM) simulations in the Online Consequence Analysis (OCA) emu-
lates the process plant fairly well but is hindered by the lack of tuning for the speed
control. This tuning can be difficult without a thruster model setting a limit for
requested force output, as the simplified FM simulations lack the extra resistance
that comes from fluid memory effects. The consequence of an unaccurate FM sim-
ulation model can potentially give a large increase in risk, especially when the risk
is a function of the distance based consequence levels.

The different failure modes simulate their job well, with the exception of FM2
and FM3 showing some strange behaviour at the end of their paths. The reason
for this is unknown.
The probabilities outputed from the Bayesian Network (BN) are far away from
being realistic but they serve their purpose of giving sizeable changes in risk. In
order to find out whether there is a bug in the code or in the network, the angle of
current in the body frame should be plotted and read at the relevant time stamps.
Even though there might be a minor error in the BN it and its integration into
the rest of the model serves its purpose as it updates the probabilities for failure
modes given input from the simulated environment.

The modified A* algorithm works seemingly without errors. It and its integra-
tion provides waypoints for the LOS guidance to follow, and it is able to avoid
areas with high cost. However, the risk is integrated badly into the planning of
the path as it does not change the movement cost of crossing different areas in the
risk map. Hence the only connection between the path planning algorithm and the
risk metric is that the risk zones in the risk map uses the same distances as con-
sequence levels in the risk analysis. As seen in Figure 4.14 this has some effect on
the perceived risk due to the vessel wanting get some distance from the risky area.
With the current framework, a meaningful connection between the risk metric and
the risk-grid movement costs should be easy to implement.
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Performance As briefly mentioned in the last paragraph, the vessel model with
integrated OCA, BN and a modified A* path finding algorithm works, but only
performs marginally better in terms of risk level compared to ordinary LOS guid-
ance. This is in spite of the distance from obstacles is increased for most of the
time and collision is avoided, as can be seen in Figure 4.14. The reason for this
is the nature of the FM simulations, which can behave rather randomly based on
the circumstances in the time of initiation. From the results in the last chapter, it
does seems to find more optimal pathing in terms of leaving the risky areas faster,
but this is at the cost of an increased travel distance. Both of these properties can
easily be changed by tuning the consequence level distances responsible for the risk
and the cost of risk within A*. Another option is to make the risk ranges used in
A* a multiple of the CL ranges to provoke more risk restrictive behaviour.

Main outcome The main outcome of the work is the integration of Online Con-
sequence Analysis (OCA), a Bayesian Network and a modified A* path planning
algorithm into a vessel simulator. The path planner activates when a certain risk
level is reached and proposes new paths, as can be seen in Figure 4.14. The inte-
gration of Online Consequence Analysis (OCA), a Bayesian Network (BN) and the
A* path planning algorithm was successful in the purpose of lowering the chosen
metric for risk by a small amount during simulation. By comparing the different
paths chosen by the framework and ordinary LOS guidance one can observe that
the framework is able to avoid collision, while ordinary LOS is not and that the
overall path seems much safer even though this does not show in the risk measure.
This is due to the nature of the chosen failure modes. However the connection
between the path planner and the measure of risk is thin, due to the fact that
the movement costs used by the planner are only implicitly connected with the
risk. The connection is based on applying the same distance zones defining the
Consequence Levels (CLs) in the OCA as the risk terrain in the A* algorithm.
Consequently, the path planner will always avoid those areas, even when the risk
is low. The vital connection between the risk movement cost and risk is missing.

5.1 Further work
As mentioned in the last section, the A* algorithm cost of risk should be depen-
dant on the measured risk. This would result in smarter paths suggestions given
that the measure of risk is good. In order to make the framework account for the
discrepancy between the actual vessel and the FM simulations, a range of motion
could be computed. A simple and computationally inexpensive method that would
be to add and subtract a fixed amount of distance to the trajectory from a FM
simulation, as illustrated in Figure 5.1. The framework presented in this thesis
operates with a constant radius of acceptance within the LOS guidance system
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Figure 5.1: Method for handling inaccuracy in the simplified simulation model

presented in Section 2.6.2. An improvement would be to be able to relax this ra-
dius when the risk is low and the waters are clear, and to tighten it when the risk
grows. This allows for more precise control during periods of high risk which in
turn allows the vessel reduce the risk by sticking to the assigned path. One could
also make a reference model for the vessels speed that is risk dependant, i.e. the
vessel slows down when the risk is high. The measure of risk should incorporate
the time spent needed to cross the different CLs as it if takes longer time there is a
possibility to repair the error. Also, speed should be incorporated into the measure
of risk as higher speed will cause greater damage.

Due to the intention of the framework is to be run realtime, some suggestions
to improvements are mentioned. First off, the FM simulations some time compute.
It is therefore time to save by using a smart OCA frequency logic. In addition to
being based on the time since last simulation, it can also be dependent on exterior
factors such as changes in the environment, weather forecasts and other vessels
appearing on the AIS (Automatic Identification System). There is also room for
improvement for the implented A* algorithm, especially in the heuristic function
which currently does not take the cost of risk into consideration. Other suggestions
to A*’s runtime are mentioned in Patel (2019).

Improving usefulness of the results To make the method applicable, the cal-
culation of risk must change. The new method should incorporate the time needed
to achieve a certain consequence level (CL) within the failure mode simulations.
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Given that the CL continues to only be defined by the distance to an obstacle,
they should have more refined intervals in order to give more diverse risk levels.
The different distances could then be based on how far the vessel can travel during
a given failure mode during certain external forces, as this give the consequence
levels some root in reality. A*’s cost of risk movement could then vary based on
what consequence level the vessel might be in, as seen in Figure 5.2. This would
provide greater flexibility to the framework.

Cost(CLn) = fn  (d)

Cost(CL3) = f3  (d)

Cost(CL2) = f2  (d)

Cost(CL1) = f1 (d)

OBSTACLE

Decreasing d

.

.

.

Figure 5.2: Multiple consequence levels with individual cost functions to be used in A*.
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Conclusion

The research question was: "Can a ship’s probabilities for partial system failure
be updated automatically during the ship’s transit due and can the risk of system
failure be used to suggest new, safer routes?"

The main outcome of the work is the integration of Online Consequence Anal-
ysis (OCA), a Bayesian Network and a modified A* path planning algorithm into a
vessel simulator. The path planner activates when a certain risk level is reached and
proposes new paths, as can be seen in Figure 4.14. The implementation of Online
Consequence Analysis (OCA), a Bayesian Network (BN) and the A* path planning
algorithm was successful in the purpose of lowering the chosen metric for risk by a
small amount during simulation. By comparing the different paths chosen by the
framework and ordinary LOS guidance it is observed that the framework is able
to avoid collision while ordinary LOS is not. In spite of the small changes in the
chosen risk metric, the new path looks to be considerably safer by visual inspection.

Hence, the answer to the research question based on the work presented in this
thesis is "most likely".
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Appendix A

Tables

Number of deficiencies Never deficient Sometimes deficient Always deficent Number of observations Chi2 (prob.)
Vessel age at time of PSC(%)
[0; 5[ 43.8 52.3 3.8 130 54.99
[5; 10[ 28.5 62.6 8.9 123 (0.000)
[10; 15[ 24.8 62.0 13.2 121
[15; 20[ 24.7 63.3 12.0 158
[20; 25[ 24.2 56.8 18.9 132
[25; 30[ 15.3 55.9 28.8 111
[30; ∞[ 26.6 54.7 18.7 64

Compliance with ISM Code in 1998 (%)
No 29.4 54.6 16.0 469 7.31
Yes 24.0 63.8 12.2 370 (0.026)

Type of ship (%)
General cargo 27.0 57.1 15.8 366 53.02
Bulk carrier 21.7 64.3 13.9 230 (0.000)
Passenger 7.5 75.5 17.0 53
Ro-ro passenger 15.0 75.0 10.0 20
Chemical tanke 54.0 37.8 8.1 37
Ro-ro cargo 52.6 31.6 15.8 38
Oil tanker 37.5 58.3 4.2 24
Refrigerated cargo carrier 46.7 40.0 13.3 15
Container 38.9 55.6 5.6 18
Others 21 63.2 15.8 38

Flag (%)
Antigua and Barmuda 23.1 61.5 15.4 52 60.39
Bahamas 12.2 70.7 17.1 41 (0.000)
Cyprus 22.2 66.7 11.1 36
Denmark 41.2 51.5 7.3 68
Finland 20.9 72.1 7.0 43
Germany 44.3 53.4 2.3 88
Malta 24.0 64.0 12.0 25
Netherlands 37.5 55.0 7.5 80
Norway 20.7 53.7 25.6 82
Russia 19.1 60.3 20.6 141
Others 25.1 57.4 17.5 183

All (%) 27.1 58.6 14.3 839

Table A.1: Ship-level analysis of deficiency trajectory (Cariou et al., 2008).
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