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Abstract

Additive manufacturing (AM), often referred to as 3D printing, is one of a total
of three common manufacturing technologies of today. It is based on building
a part by the accumulation of material, point by point, layer by layer. The
further development of the manufacturing technology does, however, face some
challenges in order for it to be a general manufacturing technique. Therefore it is
today mostly used for making prototypes of early versions of parts or products.
In this thesis, we investigate a new robotic AM system that has been developed
in order to overcome many of the challenges associated with AM. The system
has previously produced promising results in research, where it have been used
to manufacture objects of complex shapes in a support-free manner. The new
robotic approach to AM is based on dividing an object into curved layers and
covering each layer with material in order to realize the object. In order to further
identify important properties of the newly proposed system, methods for dividing
objects into layers have been implemented and run on different test objects. The
simulation results uncover both strengths and weaknesses in the new system. For
the sake of context, the results are also compared to traditional slicing methods
commercially used today.
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Sammendrag

Additive manufacturing (AM), mer kjent som 3D-printing, er den siste av totalt
tre teknologier brukt ved produksjon i dag. Teknologien g̊ar ut p̊a å ”bygge”
deler ved å akkumulere materiale punkt for punkt, lag for lag. Noen utfordringer
relatert til denne m̊aten å produsere deler p̊a gjenst̊ar å løses før teknologien kan
bli ansett som en generell produksjonsteknologi. Grunnet dette, er teknologien i
dag mest brukt til å lage prototyper, som er tidlige versjoner av produkter under
utvikling. I denne oppgaven undersøker vi et nytt robotisk AM system som har
blitt utviklet for å overkomme mange av utfordringene knyttet til AM. Systemet
har tidligere blitt brukt til å produsere komplekse objekter uten støttestrukturer.
Den nye robotiske tilnærmingen til AM baserer seg p̊a å dekomponere et objekt
i kurvede lag og realisere objektet ved å dekke disse lagene med materiale. For
å videre identifisere viktige egenskaper ved det nye systemet, har metodene for
å dekomponere objekter blitt implementert og kjørt p̊a forskjellige test-objekter.
Simuleringsresultatene avdekker b̊ade styrker og svakheter tilknyttet det nye sys-
temet. For å sette systemet i kontekst s̊a har resultatene ogs̊a blitt sammenlignet
med kommersielt populære dekomposisjons-metoder.
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Chapter 1

Introduction

1.1 Motivation

This thesis is written for a research project that is looking for ways to make sus-
tainable manufacturing possible in high-cost countries. The research project is
part of SFI Manufacturing, a cross-disciplinary centre for research based on inno-
vation for competitive high-value manufacturing in Norway [1].

In order to keep consumer prices low, parts are often produced in high-volume
by large factories, often in low-cost countries. Global wealth is increasing [2],
which may lead to an even higher demand for parts and products. A byprod-
uct of manufacturing is often large amounts of production-waste. Waste, both in
terms of reduction and recycling, is an environmental concern because the waste
that ends up astray can cause serious environmental damage and the recycling of
waste requires energy. By making the production of specialized parts in low vol-
ume more affordable, mass production could loose some of its popularity, which
could lead to a reduction of the amount of waste produced.

Because low-cost countries can offer production at a very low unit price when
the batch size is high enough, the relative difference between the item-production
cost and the consumer-price of the item becomes large. This happens because the
item is produced in a different market than it is sold, which often makes the choice
of moving production abroad a profitable one. Worldwide shipping of products
cause pollution of the environment. Developing methods that enable local pro-
duction is one way of reducing the amount of pollution.

Additive manufacturing (AM), more commonly known as 3D printing, is a
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new manufacturing technology that enables for geographic independent manufac-
turing, i.e. the realization process of a part can take place anywhere, all that is
needed is a digital model of the part. It is also a manufacturing technology well
suited for low volume production of specialized parts. This means that developing
methods for AM that enable the technology to manufacture general parts of all
shapes and sizes, i.e. development for it to becoming a general manufacturing
technology, can contribute to a solution to the above-mentioned problems.

In this thesis, AM is investigated in application together with robot technology.
Taking advantage of the large work-space and the ability for an industrial robot
to perform high-precision, repetitive tasks, robotic AM can be a mean for the
manufacturing technology to be more applicable in many applications than the
technology currently is today.

1.2 Contributions

In this section, all contributions made by the author during her work with this
thesis is presented. The contributions are:

• Implementation of two methods for decomposing 2D and 3D objects into
curved manufacturing layers for AM based on algorithms from Dai et al.
(2018), referred to as GCFA method and GCFA-ISP method, have been
performed.

• The algorithms were reviewed and altered in order to generate satisfying
and realizable results from simulation.

• Suitable test objects were generated and the implemented algorithms were
tested on these objects.

• From repeated testing of the algorithms, properties that impact the decom-
position of the object and the quality of the result were identified.

• In addition to evaluating the results based on voxels count, evaluation is
also performed based on the number of manufacturing layers generated.

• The methods for generating curved layers have been compared to not only
each other, but also to an existing object decomposition method commonly
used in AM.

• Different types of robotic AM hardware have been evaluated and compared,
and based on this, a new hardware, which is a combination of the hardware
used in Dai et al. (2018) and an other common robotic AM hardware, was
proposed.
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1.3 Outline

Chapter 2 gives some background information on important topics of the thesis.
This includes some basic theory on AM and robot technology, and how industrial
robots can be used to extend the area of application of AM. Chapter 3 presents
findings from literature reviews identifying challenges in AM and solutions to
these challenges. Chapter 4 investigates a robotic AM system newly proposed
in research [3] with a focus on a decomposition method for dividing objects into
curved manufacturing layers that cannot be realized using traditional AM con-
figurations. A decomposition method is implemented and Chapter 5 give the
implementation details before presenting some simulation results from testing the
implemented program. Chapter 6 discusses the findings of the thesis, including the
algorithms from the paper, simulation results, and hardware for realizing objects.
Chapter 7 makes some concluding notes and suggestions for future work.
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Chapter 2

Background

The goal of this chapter is to give the reader some knowledge on the topics this
thesis will touch upon. First, additive manufacturing (AM), including applica-
tions, different technologies, and hardware, is presented in Section 2.1. Then,
in Section 2.2, some important robot terminology is presented, followed by how
robots can be applied to AM to improve the abilities of the manufacturing tech-
nology.

The content of this section is taken from a preliminary project thesis written
by the author of this thesis [4]. Some illustrations have been added to demonstrate
important concepts.

2.1 Additive manufacturing (AM)

AM is defined as the ”process of joining materials to make parts from 3D model
data, usually layer upon layer” [5] and is a relatively new manufacturing technol-
ogy. In 1981, the Japanese researcher Hideo Kodama performed and documented
experiments showing that solid models of complex shapes could be fabricated by
stacking cross-sectional layers [6]. This was the first documented attempt on using
an AM technology.

2.1.1 Manufacturing processes

In literature, AM is often referred to as 3D printing. Other names used is layered
manufacturing [7], additive layer manufacturing [8], solid free-form fabrication [9]
[10] and rapid prototyping [11]. In Figure 2.1, the manufacturing principle of AM
is illustrated. AM is characterized by the stacking of layers of material. In the
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figure, the current layer is being fabricated by the rightward movement of the
manufacturing tool and the previously manufactured layers can be seen below the
current layer.

Figure 2.1: An object being fabricated by an AM technology.

AM makes up the third out of three common manufacturing technologies of
today. The formal terms of the other two technologies are subtractive manufac-
turing (SM) and formative manufacturing (FM).

SM works in the opposite way of AM. In AM, a part is made by adding mate-
rial, while in SM, material is being subtracted from a piece of material larger than
the part itself. The latter method result in large amounts of production waste,
since material is constantly being removed. If the part is made from a material
that cannot be, e.g., recycled into new products, this is an important concern.

In FM, a part is realized by filling a mold with material and let the material
cure inside the mold. A disadvantage to this method is that it needs a specific
mold for each specific part. In addition, each mold can only be used to make a
finite amount of parts before it is worn down and must be replaced.

Neither SM nor FM is well suited for the production of parts consisting of
more than one material. They are neither very well suited for the production of
low quantity, highly specialized items.

2.1.2 Applications

AM offers the potential for developing complex, customized products that are
expensive to produce with other techniques [12]. If the market environment is
characterized by uncertainty, high product variety or fluctuating customer tastes,
the firms that are equipped with flexible manufacturing technologies such as AM
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may obtain an important competitive advantage [13]. Four patterns that charac-
terize markets for AM have been identified in research:

1. Small production output

2. High product complexity

3. High demand for product customization tailored to individual customer
needs

4. Spatially remote demand for products

The technology was developed to aid engineers and designers in making new
products, primarily through prototyping [14]. Through recent advances within the
technology, it is also developing into being well suited for manufacturing of end-
use parts. Companies such as materialise1 delivers 3D printing services on areas
such as aerospace, aeronautics, automotive and healthcare. Automotive, medical,
aerospace and military industries are all industries that require high precision and
reliability, and they are all industries that benefit from AM technologies [15].

2.1.3 Technologies

AM started to emerge in research in the 1980s and the technology was developed
by many research teams in parallel. As a result of the various research engage-
ments, we today have many different types of AM technologies, all sharing the
same principle of stacking layers of material. We will now have a look at different
AM technologies, some specifications and how to best separate the technologies
from each other.

Classification

Due to the extensive research work made on the field of AM, many technologies
exist today. Therefore, many contributions have been made with goal of catego-
rizing and classifying the various technologies. The technologies may be classified
according to:

• Material property [16]:

Liquid-based

Powder-based

Solid-based

• Functional similarities [17]

1www.materialise.com
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• Material curing [18]:

Deposition of material

Solidification of material

The way the technologies will be classified in this thesis is by dividing them
into deposition- and solidification methods. In material solidification methods
parts are realized by the solidification of a non-solid material, such as powder or
liquid, typically within a tank. This class of AM technologies will not be in the
scope of this thesis.

Material deposition methods works by locally deposit material onto a plane or
onto already cured material to create a new layer. We further divide the deposition
technologies into three new categories:

• Material extrusion

• Material jetting

• Directed energy deposition

Scope

The scope of this thesis will be on extrusion-based deposition technologies. The
reason why this is chosen as the scope is because the thesis will study the appli-
cation of extrusion AM together with industrial robots, where a deposition tool
will be mounted on the arm of the robot.

Material extrusion

Material extrusion systems are based on the principle that material contained in
a reservoir is forced out through a nozzle when pressure is applied [14]. A ma-
jority of the AM processes developed for polymers and polymer composites are
extrusion-based processes [19]. If both nozzle speed and pressure are constant,
and the material is in a semi-solid state, the system will make a cylindrical path of
material with constant diameter. The most common extrusion-based techniques
are Fused Deposition Modeling (FDM) [20] patented by company Stratasys2, or
Fused Filament Fabrication (FFF) [21] which is a similar method that is not
patented by any company [14]. The experiments in this thesis will be based on,
but not limited to, an FDM/FFF system.

2www.stratasys.com
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In the material deposition technologies, the material can only be deposited on a
previously deposited layer, meaning that there is a strong need for added support
structures, which is a drawback of this method [18]. The material deposition
techniques have the advantages of the ability to combine multiple materials. The
printing time in deposition methods is mostly dependent on the part volume.

2.1.4 Gantry systems

Most AM facilities have a closed fabrication platform which limits the size of the
object to be printed [22]. The most common configuration of an AM machine is
the gantry configuration. In a gantry system, the manufacturing tool is mounted
onto an overhead system, often a narrow beam. The manufacturing tool is at-
tached to the beam and together with the beam, it moves to a sequence of specified
points in space, thus producing the part point by point.

Cartesian coordinate system

The number of axes a system can freely move along or rotate around is often
referred to as the dimensions of the system or as the systems degree of freedom
(DOF). The gantry system uses a Cartesian coordinate system of three dimen-
sions. A Cartesian coordinate system specifies points uniquely in space by a set
of numerical coordinates. The coordinates are signed distances to the point from
three fixed orthogonal axes [23]. An illustration of a three-dimensional Cartesian
coordinate system can be seen in Figure 2.2.

z

y

x

Figure 2.2: Cartesian coordinate system
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Figure 2.3 shows a gantry system resting at two different positions. The ar-
rows illustrate the freedom of movement. We see that the system can move freely
in space along the x-,y- and z-directions, so this can be referred to as a 3 DOF
system. A system of this configuration has no way to change the orientation of
the tool, only the position. A consequence of this is that the printing direction,
here z, is fixed.

z

y

x

(a) Position 1

z

y

x

(b) Position 2

Figure 2.3: Schematic drawing of a common 3DOF 3D printer using the gantry
configuration

The chamber- or tank volume is determined by the limits of each direction of
the different movements, e.g., min(x) and max(x) are the limits of the movement
in x-direction, and thus contributes to determining the chamber volume, i.e. the
workspace of the machine.

Limitations

Three challenges that arise from using 3 DOF gantry systems are:

• the system is typically high-weight [24]

• the size of the part to be manufactured is constrained by the volume of the
internal workspace [24]

• the printing direction is fixed so that support structures must be added [3]

The above challenges will be discussed in greater detail in Section 3.1. Com-
mon solutions for these problems are often based on either scaling up the size of
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the whole system so that the chamber- or tank volume gets larger or to decompose
the object before printing and have a separate assembly phase after manufactur-
ing. However, these are not very flexible solutions for the additive fabrication of
large scale structures.

2.1.5 Processing pipeline

Independent of which AM technology used, a product must often go through many
of the same steps to become fully realized and operational. This section reviews
the AM processing pipeline, i.e. the steps an object usually must go through
during fabrication by an AM technology. Different technologies may require more
or less attention for a number of the steps [14].

Step 0: Obtain a digital model

Computer Aided Design (CAD) is defined as the use of computer systems to assist
in the creation, modification, analysis or optimization of a design [25]. The input
to a digital manufacturing process such as AM is a digital model of an object.
We will refer to this digital input model as a CAD model. In this section we
will consider the digital model in Figure 2.4. The model is often generated by a
CAD software. An alternative is to use reverse engineering to realize a physical
model in CAD, e.g., laser scanning of a real object [14] or using data obtained by
a medical imaging system.

Figure 2.4: A digital model

Step 1: CAD to Computer-Aided Manufacturing (CAM) representa-
tion

The input to the manufacturing process often needs to be a geometry description
of the data in the CAD model, so the CAD model needs to be converted into the
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correct format. This conversion outputs what is often referred to as a Computer-
Aided Manufacturing (CAM) model [18].

The conversion from CAD to CAM can be done using a variety of methods.
One common method is to use tessellation. Tessellation is a method to approxi-
mate the surface of a 3D body [26] using a mesh of triangles [27]. The tessellated
model takes the file format .stl and is accepted by most 3D printers [14]. It is
important to note that tessellation outputs an approximation of the CAD model.
The accuracy of the approximation of the model can be adjusted by the size of the
tessellation triangles, smaller triangles will give a more accurate representation.
An alternative method that gives a mathematically accurate description of the
geometry data is the STEP file format [27].

The resolution of the realized model is dependent on both the resolution of the
approximated CAM model and the dimension of the deposited material, which
again depends on the size and velocity of the deposition tool.

Step 2: Determine build direction and generate support structures

In most AM technologies, the build direction is fixed. So after the input model
has been converted from CAD to CAM, the build direction must be determined.
Since AM is performed layer by layer, the build direction is crucial and directly in-
fluences important factors such as build time, the necessity of support structures,
surface quality and the functionality of the part [18]. Figure 2.5 demonstrates
how much the orientation of the object can influence the need for support struc-
tures. Figure 2.5a show the object from Figure 2.4 with its original orientation.
Assuming horizontal build direction, the marked area in the figure illustrates the
required support structures in this case. If the object was rotated 90° clockwise,
see Figure 2.5b, the need for support structures would be completely eliminated.

When the optimal build direction has been determined, support structures are
added to stabilize critical regions.
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(a) With this orientation, support struc-
tures are needed in order to successfully
manufacture the object.

(b) Changing orientation can reduce or
eliminate the need for support struc-
tures.

Figure 2.5: Changing build direction can influence the need for support struc-
tures. Assuming fixed, vertical build direction, this object can be rotated to
eliminate the need for added support

Step 4: Divide the object into manufacturing layers

This is the step where the CAM model is divided into a set of individual layers,
sometimes called slices [18], which are to be covered with material. The layers are
usually restricted, but not limited, to be planar. Assuming for now that we are
slicing the model into planar layers, most AM software applies algorithms that
output a uniform division of the object, meaning that all layers have the same
thickness or height. An illustration of uniform slicing can be found in Figure 2.6.
The thickness of the layers influences the appearance of the realized object.

(a) After the object orientation is deter-
mined, the object is ready to be divided
into manufacturing layers.

(b) The object has been divided into
layers of uniform height.

Figure 2.6: Uniform division of object.
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Step 5: Determine tool paths to cover the layers

When the object has been divided into a sequence of layers for manufacturing,
the path for the deposition tool to move along can be calculated. The tool-paths
determine how the material is distributed on each layer. To realize the object,
each layer must be filled with material and the job for a path generating algorithm
is to find a path that connects all the points in each layer with no overlapping
of the paths. The path need not be continuous, but it should not intersect with
itself at any point.

Step 6: Machine instructions and post processing

The final step of the process planning is to determine the machine instructions
that the fabrication tool must execute to build the part [18]. Post-processing may
include removal of support structures, machining or assembly of individual parts
to obtain the finished product.

Summary with example

Figure 2.7 shows the screenshots of the AM pipeline steps and serves as a sum-
mary of the steps reviewed in this section.

First, we need an object to realize. Using the free CAD software FreeCAD, the
object in Figure 2.7a is created. The screenshot is from the view-mode in the AM
software slic3r, which the CAD model has been exported to after created. Using
the option of uniform slicing, the slic3r outputs the divided object in Figure 2.7b.
The height of the layers can be chosen freely and affects, among other things,
the appearance of the object. Since this object is a cube with only horizontal
or vertical surfaces, the layer height or thickness should be chosen according to
which hardware is available.

The software lets ut choose among many material patterns to cover the surface.
The pattern chosen in this example can be seen in Figure 2.7c and is called
”concentric” tool-paths. In Figure 2.7d we see how the tool paths will look on the
object.

2.2 Robot technology

In this thesis, we wish to investigate the benefits of using robot technology in an
AM context. Robot technology is a broad term, so to determine which sub-group
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(a) Input to the manufacturing process
created with FreeCAD.

(b) After build direction is determined,
the model can be divided into layers.
Slicing is performed in slic3r.

(c) Layers covered with concentric tool-
paths.

(d) Layers covered with tool-paths is
stacked on top of each other to create
the object.

Figure 2.7: The process of obtaining a 3D object, dividing it into layers and
covering the layers with material-paths.

of the technology we will consider moving forward, we need to first establish some
robot terminology. This is followed by a discussion on the benefits of using robots
in AM applications.

2.2.1 Terminology

Robot Institute of America (RIA) defines a robot as a ”reprogrammable, mul-
tifunctional manipulator designed to move material, parts, tools, or specialized
devices through variable programmed motions for the performance of a variety
of tasks”. In this thesis the term robot will refer to a mechanical arm operating
under computer control, sometimes called a computer-controlled industrial ma-
nipulator [28]. Figure 2.8 show a schematic drawing of one such robot. The book
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”Robot modeling and control” by M. W. Spong and colleagues [28] defines some
robot terminology. Some important concepts is presented in short below.

z1

z2

z3

z4

z5

z6

Figure 2.8: Schematic drawing of a 6DOF robot manipulator. z1 − z6 denotes
the axes of rotation of the robot.

An industrial robotic manipulator is made up of joints, either revolute or pris-
matic with links connecting them. To be of any practical use, the robot also needs
an end effector to interact with the environment. An end effector is the device
or tool attached to the end of the robot arm [29]. It can take any shape or form,
and in AM it is often a printing nozzle.

We are often interested in describing the position of the end effector together
with its orientation to specify the full configuration of the tool. The links and
joints of a robot manipulator form a kinematic chain and the position is described
in terms of the joint variables of the joints that make up the arm. In the robot
arm in Figure 2.8 the variables (z1, z2, z3) specify the position of the tool while
the variables (z4, z5, z6) specify the orientation. The workspace of a manipulator
is the total volume made up of all single point the end effector can reach.
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A system is said to have n degrees of freedom (DOF) if its configuration can
be specified with a minimum of n parameters. For a robot manipulator, we may
count the number of joints variables to deduce the number of DOFs. Since the
robot arm in Figure 2.8 have 6 joint variables, z1− z6, the robot arm is said to be
a 6 DOF robot. To be able to reach any rigid object in the workspace, the robot
needs to possess at least 6 DOFs.

2.2.2 Industrial robots in AM

The 3 DOF gantry system from Section 2.1.4 have limitations that prevent AM
from becoming a general manufacturing technique. Some refer to using this gantry
system as 2.5D in stead of 3D printing, referring to the manufacturing being lim-
ited by the fixed build direction [3].

The build direction is determined by the orientation of the tool. Figure 2.9
show the manufacturing of an overhang. In Figure 2.9a, a fixed vertical build di-
rection cause the deposited material to not stick to the previous layer when trying
to manufacture a layer that surpass the previous layer in length. If the tool have
the ability to change its orientation, we can get the improved situation in Figure
2.9b. Here we see that by rotating the deposition tool by 45°, material can be
applied to the previous layer and also stick to it. An assumption made in this
scenario is that the deposited material must be rapidly curing and in a semi-fluid
state.

(a) Tool angle = 0°. It is impossible to
manufacture this point in a support-free
manner using this build direction.

(b) Tool angle = 45°. Assuming a good
material, the material will not need addi-
tional support in this case.

Figure 2.9: Improving the gantry system by giving the deposition tool the ability
to change its orientation and thereby the ability to change the build direction for
manufacturing.
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The scenario in Figure 2.9 show that changing the orientation of the tool
can increase the region of self-supporting material accumulation, thus making the
technology more flexible by utilizing more degrees of freedom. If the tool is able
to change its orientation, material can not only be accumulated strictly on top
of previous material, but also in the neighborhood of the material. This happens
because a printing tool at an angle could give just enough support for the new
material to stick to the already cured material.

We will now have a look at how the concept of expanding the region of self-
supportive material accumulation, demonstrated above, can be utilized to make
an improved AM system using a 6 DOF robot manipulator such as the one in
Figure 2.8.

By mounting a manufacturing tool onto the wrist of the robot arm, we obtain
an AM system that have the ability to freely change the build direction at any
point in time during fabrication. The flexibility in the movement of the arm makes
the workspace larger than the arm itself which means that the system can access
regions that are not possible for a gantry-based machine [30]. Figure 2.10 show a
complete 6 DOF robot based AM system. We see the deposition tool attached to
the end of the arm and and the manufacturing platform below.

x

x

x

z1

z2

z3 z4
z5

z6

x

Figure 2.10: A robotic AM system can be made by mounting a deposition tool
onto any robot.
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Chapter 3

Literature study

In the following chapter, findings from literature reviews on important topics are
presented. Section 3.1 present results obtained from a literature review performed
by the author with aim of identifying solutions to challenges in AM that prevents
the technology from becoming a general manufacturing technology. Section 3.2
present results of a literature review on the use of robot technology in AM and
what challenges it has been used to solve and how.

The literature reviews were performed during a preliminary project preceding
to this thesis [4] so the content of this chapter is not an original work of this thesis,
but is presented here in order to give the reader an overview of the challenges of
using AM as a general manufacturing technology and how the technology can be
improved, and has been improved, by the use of robot manipulators. Changes
have been made to the original material and less important subjects have been
removed so that it fits the purpose of this work.

3.1 Challenges in AM

We have already identified some limitations from using AM to realize products.
Many of the problems arise when using the 3 DOF gantry system from Section
2.1.4, which is the most common AM configuration for all AM technologies, some
of them presented in Section 2.1.3. We start by repeating the identified limitations
from Section 2.1.4:

• Often high-weight system

• Size of manufactured product

• Fixed build direction
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The research team in [12] present a timeline of significant developments for
the use of AM techniques within different groups of society. As the manufacturing
discipline has gained more supporters, the amount of research on topics related
to AM and the challenges of AM in different contexts have increased considerably.

In this section, challenges related to fabricating a part using an AM technology
will be reviewed together with some proposed solutions from research. Literature
reviews to uncover solutions to the below challenges have been performed:

• The size of the object

• The minimization of support structures

• The quality of the finished part

Even though research teams often aim to solve one isolated problem, some-
times the solution gives improved results in other areas as well. The true flexibility
of AM cannot, in general, be fully benefited from until solutions to all, or some
of the AM challenges have been found.

3.1.1 Large scale

AM technologies are normally used to make small components, on the ”desktop”
scale [31]. This is because, as explained in Section 2.1.4, the printing volume is
often constrained by the configuration of the 3 DOF gantry system. The total
weight of the structure is also a factor to consider here.

Large scale AM is a relatively new field of research, but the advantages of AM,
discussed in Section 2.1.2, are still present at large scale [32], so the topic should
be studied further. The main application of large-scale AM, and where most of
the research is focused, is in the automation of construction processes industry
[32]. In construction, every structure is often unique in dimension so tradition-
ally either standard size materials are cut down to fit specifications or molds are
created to form each component [31]. Companies are now exploring the market’s
interest in 3D printed buildings.

The research team in [32] propose a large-scale 3D foam printing system that
uses a 6 DOF cable-suspended parallel mechanism for positioning which can con-
struct any 3D geometry. A gantry-type system with added degrees of freedom is
here used to control the position and the orientation of the deposition tool.
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3.1.2 Support structures

Critical regions influence the fabrication of an object. Figure 3.1 shows an exam-
ple situation. The object in Figure 3.1a contains an overhang forming a critical
region. If this object is fabricated according to the uniform layers in Figure 3.1b,
a situation will occur when manufacturing the layers from the fifth layer. Due
to gravity, the layer material will fall to the ground instead of forming the layer.
If not prevented or detected in real-time, the error will propagate to all succes-
sive layers. The critical region is highlighted in Figure 3.1c. The threshold for
when the material will stick or not stick to the previous layer is material- and
method-specific and is sometimes called a self-supporting angle [33]. To prevent
the propagation of errors in the manufactured object, support structures are added
beneath all overhanging areas of the critical region, see Figure 3.1d.

(a) Input model (b) Result after slicing the object

(c) The critical region
(d) Adding support structures is a common
solution to this problem.

Figure 3.1: An example situation of an object containing a large overhang solved
by adding support structures.

To limit the number of additional support structures needed for manufactur-
ing, designers often manually change the shape of a design to make the individual
parts of the object self-supportive. Hu et al. (2015) [33] tries to find a method to
automate this design process and present an orientation-driven shape optimizer
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to slim down the supporting structures used in single-material based AM. The
method tries to deform an input model so that it has a shape that needs less
support without losing important details of the original model. The method as-
sumes that some deformation of the model is possible, which may exclude some
important areas of applications and makes the method have a setback in terms of
relevance.

Demir et al. (2018) [34] propose a divide-and-conquer approach for 3D print-
ing which utilizes the properties of near-convexity. First, a model is decomposed
into a low number of near-convex components. The components should all consist
of only horizontal faces or faces with a larger angle than a printer-defined thresh-
old. Letting the components be near-convex as opposed to convex reduces the
complexity of the problem from being NP-hard and results in fewer components.
The second phase is called the configuration phase, which aims to reduce printing
time by laying the components out for printing so that all elements can be printed
in one go. After manufacturing, the model is assembled from the individual com-
ponents. The paper demonstrates that the approach reduces the consumption of
printing resources and improves printing quality.

3.1.3 Quality of part

In extrusion-based techniques, the paths of the layered material can be considered
as the building units of the process. Therefore it is natural that the properties
and performance of the finished product are strongly affected by the tool-paths
[35] which becomes an important factor in determining the quality of the part,
both aesthetically and mechanically [8]. Many techniques have been developed
for the production of high-quality 3D printed end-use parts, but more studies are
still required to improve their systems and quality [15].

A general agreement in much research is that the mechanical properties of
manufactured elements are closely related to which manufacturing technology
was used and that it can vary significantly depending on production parameters
such as printing temperature, velocity, and infill density [36]. For example, the
adhesive strength between layers (or across filaments) of parts made by FDM is
less than the strength of continuous filaments (longitudinal strength) [7], meaning
that methods should aim to make parts from few layers instead of many small.
Stava et al. [37] propose a method for detection and correction of major struc-
tural problems in 3D models before they are manufactured, while simultaneously
minimize altering of the appearance.
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Livesu et al. [18] defined the term fidelity as the degree of exactness with
which a part has been reproduced starting from its design. Events like the stair-
case effect, see Figure 3.2, contribute to a reduced level of fidelity. The most
common solution to avoiding this problem is to adjust the layer thickness. Other
solutions do however exist in research. Thinner or adaptive height slices lead to
a better finish, but also more time-consuming manufacturing, as production time
is proportional to the number of layers.

(a) The digital model (b) Result after uniform slicing

Figure 3.2: The staircase effect

Several papers have explored printing in curved layers as a means to improve
the fidelity and the structural properties of a printed part. In Figure 3.3, a so-
lution to the fidelity problem using curved layers is demonstrated. The solution
is based on covering the rather rough-looking part with a single curved layer of
material so that the sharp edges are all covered. Research teams have developed
different methods for AM using curved layers [7] [8] [38].

Chakraborty et al. (2008) [7] presented a new technique developed for rapid
prototyping named Curved Layer Fused Deposition Modeling (CLFDM) which
they argue to be more suited than FDM in the manufacturing of thin, curved
parts. By depositing material in curved non-horizontal layers using FDM, they
investigate the manufacture of curved, thin parts. With small curvatures, this
method may be realized using a 3DOF machine, but if the curvatures are large
it would need 5DOF, such that the extruder axis can always coincide with the
normal of the curved surface at the point to be manufactured. In Singamneni et
al. (2010) [38], a project to build a machine capable of constructing a part by
deposition of material as curved layers is presented. By modifying a Fab@Home
desktop RP machine and developing algorithms, dynamic z-values were utilized..
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(a) An reproduced object suffering from
the staircase effect.

(b) The object no longer contain any
sharp edges.

Figure 3.3: Improving surface quality by covering an object with a single curved
layer of material.

3.2 AM by robot manipulator

With the help of additional degrees of freedom from e.g. a robot manipulator,
new possibilities for 3D printing are being explored [39]. Robot arms allows for a
part to be built along more than one direction [40], making the technology more
flexible than it is traditionally. Section 2.2.2 explained how robot manipulators
can be used to improve the results obtained by AM. In the following sections,
some research on the use of robot manipulators in AM is presented.

3.2.1 Multi-robot systems

The use of robot manipulators in AM enables for the cooperation of more than
one machine building the same part. Zhang et al. (2018) propose an AM system
based on a team of mobile robots printing a single-piece concrete structure con-
currently [41]. Another example of cooperating AM robots is the manufacturing
of a metal bridge designed by Joris Laarman Lab footnotewww.jorislaarman.com
in cooperation with MX3D1. The art- and construction project is installed over a
canal in the city of Amsterdam, Netherlands.

3.2.2 Large-scale structures

We know that, unlike gantry systems for AM, the workspace of a robot manipu-
lator can accommodate parts larger than itself [30]. This, in turn, enables for the
fabrication of parts that are larger than the system hardware. The application

1www.mx3d.com
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of robot manipulators to enable fabrication of large scale parts have been studied
and proof-of-concept results have been presented [42] [43].

A lot of the literature on the fabrication of large scale structures are concerned
with applications in the field of architecture and construction. Due to the exten-
sive cost and labor of building concrete walls, design for construction tend to be
simple and repetitive in order to keep expenses at a low level [44]. Using AM to
manufacture buildings and similar large scale structures would change to cost of
manufacturing to be based merely on the cost of raw material rather than the
geometric complexity [30].

Gosselin et al. (2016) present a FDM-like technique for layered manufactur-
ing of ultra-high performance concrete [45]. The system consist of a deposition
nozzle mounted on a 6 DOF robotic arm and demonstrates the ability for produc-
ing large-scale structures without temporary support. Keating and Oxman (2017)
propose a system for constructing customized architectural-scale structures on-site
[30]. The prototype of the system referred to as a Digital Construction Platform
(DCP), is composed of a 4 DOF hydraulic arm and a 6 DOF robot arm, mounted
on a mobile platform.

Hack et al. (2015) argues that cementitious materials are not ideal for fast,
precise and geometrically unconstrained extrusion [46]. On the basis of this, they
work on The Mesh Mould research project, which aim to develop a robotically
fabricated construction system that allows for a cost and material efficient fabri-
cation of geometrically complex concrete constructions. The construction system
they propose is based on using AM fabricated large scale mesh structures as wall
reinforcement.

3.2.3 Support reduction methods

Many papers on AM use decomposition methods to reduce the need for support
structures. Taking advantage of the ability for robotic AM systems to change
build direction, research teams propose different strategies to fabricate general
CAD models, completely without or with reduced use of support structures [47]
[39] [3]. Unlike the decomposition methods from Section 3.1.2 these methods do
not require a separate assembly phase after manufacturing.

The basic idea of the work in two of the methods [47] [39] is to decompose
a volume into segments and to find a ”good” build direction for fabrication of
each segment separately. Cutting planes are used to decompose the volume and
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printing directions di perpendicular to each plane Pi is found. Each segment is
sliced in uniform layers and deposition of material can happen as in traditional
methods. The robot arm is stationary during the fabrication of each segment.
When a segment is finished, the robot changes configuration, and a new segment
can be fabricated on top of the last segment using a new build direction.

The third method uses the same hardware as the two above, and is referred
to as a two step method. First, a sequence of curved layers is extracted from the
three dimensional volume. The layers is in the next step covered by tool-paths.
The method uses curved tool-paths to produce each individual layer enabling a
general volume with large overhangs to be printed in one session without added
support structures. Here, the robot arm performs a continuous movement to
manufacture all layers of the parts.
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Chapter 4

Robotic AM system

In this chapter, a framework for robotic AM presented in the paper ”Support-
free volume printing by multi-axis motion” published in ACM Transactions on
Graphics in 2018 [3] will be considered. The research team, Dai et al., propose a
new robotic AM system for the support-free manufacturing of objects of arbitrary
shape and present promising results from physical experiments. The method have
previously been mentioned in Section 3.2.3 of this thesis.

The scope of this thesis will be on implementing and investigating two of the
proposed algorithms for generating sequences of manufacturing layers. Section
4.1 gives the problem formulation of what is referred to as a dimension reduction
problem. The processing pipeline, or framework, of the proposed solution to the
formulated problem is presented in 4.2. Section 4.3 give an overview of one of
the methods for solving part 1 of the dimension reduction problem is presented.
This method decomposes an object into manufacturing layers. Section 4.4 re-
view details of a layer generation method together with two working examples
for demonstrating how the method works with and without improvement algo-
rithm. The final section, Section 4.5, makes a presentation of the hardware used
to produce the experimental results of the paper.

4.1 Original problem formulation

Dai et al. (2018) propose a framework for performing robotic AM using a 6 DOF
robot manipulator with aim of automating the tool-path generation for multi-
DOF AM on general models for support-free manufacturing. The approach was
reviewed in Section 3.2.3 and is referred to as a dimension reduction strategy.



28 CHAPTER 4. ROBOTIC AM SYSTEM

The dimension reduction strategy is based on dividing the problem into two
sub-problems:

1. Decomposing the object into manufacturing layers

2. Covering the layers with material

The paper start by defining the decomposition- and covering problems:

Definition 1. (Decomposition problem) Given a solid model H, we
seek to decompose it into a sequence of (curved) surface layers {Si=1,...,n}
such as to represent the material accumulation in AM. This requires
satisfying the following conditions:

1. The solid H is well approximated by the curved layers as H ≈
∪i=1,...,n

∏
(Si) with

∏
(Si) denoting the convolution solid of Si by

a sphere with diameter r (layer thickness), and there is no overlap
between layers –

∏
(Si) ∩

∏
(Sj) = ∅(∀j 6= i).

2. All surface patches Si are accessible – i.e., can be touched by a
printer-head while not colliding with any

∏
(Sk)(∀k < i).

3. Every curved layers Si is enclosed by the dilation of previous curved
layers, ∪k=1,...,i−1

∏
(Sk), with radius r – i.e., the overhang of Si is

small so that an object under printing is self-supported.

Definition 2. (Surface covering problem) Given a curved layer sur-
face S that is feasible, we next consider how to efficiently generate a set
of (curved) tool-paths {Pj}1,...,m such that

1. We cover the layer:
∏

(S) ≈ ∪j=1,...,m
∏

(Pj) with
∏

(Pj) denoting
the convolution solid of Pj by a sphere with radius r, and there is
no overlap between paths – i.e.,

∏
(Pi) ∩

∏
(Pj) = ∅(∀j 6= i).

2. The number of curves, m, and the distance between the ending
points of a tool-path, Pj , and the starting point of the next tool
path, Pj+1, are minimized. This reduces the artifacts caused by
spurious filaments (so-called stringing).

3. The shape of each curve Pj should be as smooth as opssible and
be easily realized on a robotic arm.
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The research team have developed methods in order to solve both problems
formulated in Definition 1 and Definition 2. For the decomposition problem in
Definition 1 two methods have been developed. One method is proposed for the
covering problem in Definition 2. The layer generation methods proposed in the
paper are:

• Greedy growing convex front advancing

– with Incremental shadow prevention
– with Adaptive refinement shadow prevention

• Peeling field generation

The approaches are referred to as Greedy Growing Convex Front Advancing
(GGCFA) and Peeling Field Generation (PFG). Two additional extensions to the
GGCFA method have also been developed and takes the output of the GGCFA
and tries to make improvements to it in different ways. Figure 4.1 shows an
overview of the proposed layer generation methods.

Greedy growing
convex front
advancing

Incremental 
shadow 
prevetion

Adaptive 
refinement

shadow
prevention

Peeling field
generation

Figure 4.1: Methods for dividing a general object into a sequence of manufac-
turing layers proposed in Dai et al. (2018) [3].

4.2 Processing pipeline

From Section 2.1.5 we know that the basic tasks of many AM programs are:

1. Obtain a digital model of an object
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2. Decompose the model into a sequence of layers

3. Calculate tool-paths from the points contained in each layer

4. Translate the tool-paths into machine-readable instructions

How these tasks are implemented and what specific AM technology the pro-
gram is intended for vary greatly.

The research team in [3] propose algorithms that implement a complete AM
program on a 6 DOF industrial manipulator based system. We will now have a
look at how these tasks are solved by the framework proposed in the paper for
the manufacturing of free-form objects without the use of support structures.

Obtain digital
model Sampling

Decompose 
object 

into layerspoint 
cloud

growing 
field

digital 
model

(a) Part 1 of the process – Obtaining an object
and decomposing it into manufacturing layers.

Calculate 
tool-paths Translation realize object

tool-paths machine 
instructions

growing 
field

physical 
object

(b) Part 2 of the process – Calculating tool-paths from on the
manufacturing layers and realizing object.

Figure 4.2: Pipeline of the AM process proposed by Dai et al. (2018) [3].

Figure 4.2 show the specific processing pipeline of the robotic AM system of
the paper. The steps an object must go through is:

1. Obtain digital model

2. Sampling

3. Decompose object into layers

4. Calculate tool-paths



4.2. PROCESSING PIPELINE 31

5. Translation to machine instructions

6. Object realization

The steps will now be reviewed one by one in order to develop an overall
understanding of the framework before we focus on the above mentioned layer
generation methods specifically.

4.2.1 Obtain digital model

The paper does not state how the objects used in the demonstrations or experi-
ments are obtained. Common methods such as scanning of real-life objects and
using CAD software have already been presented in Section 2.1.5 and are still
relevant in this context.

4.2.2 Sampling

The input to the layer generation methods is a set of the coordinates of all the
points that the object consist of. A continuous body consists of infinite points
in space and if the number is not reduced in some way, the task of searching for
a sequence of accumulation layers would be impossible in this case. The pro-
cess referred to here is known as sampling or discretization of a continuous body.
The sampling or discretization process consists of dividing the volume into a final
amount of units which we will refer to as voxels. Figure 4.3 shows the sampling
process of a 3D object. In Figure 4.3a we see the digital model and in Figure 4.3b
we see the same digital model after sampling visualized as a point cloud, i.e. the
center point of each voxel is plotted in a graph.

The details of my solution to this problem, and how the models in Figure 4.3
was generated is presented in section 5.1.2.

4.2.3 Accumulate voxels into printing layers

As we know from Section 4.1, the paper present two methods that are used for
the generation of manufacturing layers, together with some extensions that aim
to improve the sequence of layers suggested by the greedy strategy. The one we
will investigate in this thesis is the GGCFA metho focus on, i.e. Algorithm 1
in Appendix B accumulates the voxels in a bottom-to-top approach. The other
method accumulates the voxels in the opposite order, i.e. in a top-down approach.
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(a) A digital 3D model visualized before
sampling.
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(b) Sampled version of the object, visual-
ized as a point cloud.

Figure 4.3: Sampling process of a 3D object.

This, together with the tool-path calculation, is the main focus of the paper
and detailed descriptions of the different methods and working constraints are
given in the paper.

4.2.4 Calculate tool-paths on each layer

After the manufacturing layers have been successfully determined, each layer must
be covered with material. The layers can be considered as being 3D surfaces. For
each layer, a path connecting all the voxels contained in the surface must be to
be calculated. Many algorithms may be used for this task.

Considering position-, orientation- and pose continuity of the tool, the method
for calculating continuous tool-paths in the paper is based on Fermat spirals [48]
using a geodesic metric. Depending on the complexity of the manufacturing sur-
faces, any path-finding algorithm with non-intersecting paths may be used for this
purpose.

4.2.5 Translate tool-paths to machine-readable instructions

To conclude the pre-manufacture phase we need to feed the tool-paths to some
hardware for it to run. In the context of this thesis, the hardware will be a 6DOF
robotic manipulator. To do this, the output from the program must be converted
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into something that the hardware can read, which is often specific to which type
of hardware used.

4.3 Overview of layer generation method

The scope of this thesis will be on one of the methods for solving the decom-
position problem from Section 4.1, including one of the method-extensions. The
methods we will focus on is highlighted in Figure 4.4, and is the GGCFA method
with and without Incremental Shadow Prevention (ISP). The supplementary doc-
ument corresponding to the paper by Dai et al. (2018) propose algorithms for
the implementation of both the method and the extension. In this thesis, the
algorithms can be found as Algorithm 3 and Algorithm 4 in Appendix B.

Greedy growing
convex front
advancing

Incremental 
shadow 
prevetion

Adaptive 
refinement

shadow
prevention

Peeling field
generation

Figure 4.4: Implementation scope of the thesis.

The program implemented by Algorithm 1 will be referred to as Greedy Convex
Front Advancing (GCFA) or greedy scheme in this thesis and is a program for
dividing an arbitrary object into a sequence of manufacturing layers. Algorithm
2 is a solution improvement scheme, which is a program for finding a better
solution based on the solution found by the greedy scheme. This section will give
an overview of both methods before we look at them in greater detail later in the
chapter.
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4.3.1 Greedy scheme

The greedy scheme takes an arbitrary digital model, i.e. an arbitrary digital model
of an object, as input. Before the object can processed by the program, it must be
sampled into a 3D grid of separate, equal size, units, referred to as voxels. In the
scope of this thesis, a voxel will serve as a two- or three-dimensional point in space.

The GCFA algorithm processes each voxel and accumulates one by one into
a specific sequence of manufacturing layers with aim of classifying all voxels of
the object into a layer. The sequence of manufacturing layers is generated in a
bottom-to-top manner. The algorithm starts by adding all points adjacent to the
printing platform into the first layer. The algorithm then searches through every
voxel of the object and add the ones that satisfy some criteria into specific layers.
There are no constraints on the shape of the generated manufacturing layers,
meaning that they can be curved instead of strictly planar, different from the
uniform slicing in Section 2.1.5. A consequence of this is that it needs to be run
on a system that can specify both position and orientation, as was investigated
in Section 3.2 and Figure 2.9.

4.3.2 Improvement scheme

As we will see later in the thesis, for some objects the greedy approach is not
optimal and sometimes omit the accumulation of voxels. Therefore, the research
team develops different strategies to improve the result. Algorithm 2 is an exten-
sion to Algorithm 1 that evaluates the layer generated by the greedy scheme and
searches for a better solution using a one-step look-ahead approach.

4.4 Convex front advancing (CFA)

In this section, the greedy scheme with and without improvement, reviewed in
Section 4.3, will be explained and demonstrated. This is the third block of the
processing pipeline presented above, see Figure 4.5.

The first method is greedy convex front advancing (GCFA) and the second
method is GCFA with incremental shadow prevention (GCFA-ISP). Important
steps of the algorithms will be explained in detail together with simulation plots
to visually demonstrate how the program works. To implement the program suc-
cessfully, some changes were made to the original algorithms in Appendix B. The
altered algorithms can be found in this section as Algorithm 1 and 2 and the
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Obtain digital
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Figure 4.5: The part of the pipeline of the robotic AM system we will study in
this section.

changes will be discussed in Section 6.1.

4.4.1 Understanding the results

Section 4.4.3 and 4.4.4 go through the GCFA method and Section 4.4.5 and 4.4.6
go though the GCFA-ISP method. For the sake of demonstration, both programs
will be run on the same object so that a comparison easily can be made of the
results.

The programs output a sequence of manufacturing layers, referred to as the
growing field. A visualized growing field will often be referred to as a result. Each
simulation output will show layers generated up to a certain point in time. For
consistency in the results, all a layer in the sequence will always be visualized in
one color. E.g., layer 1 will, for every object, take the color gray and layer 2 will
always take the color purple. Figure 4.6 show an overview of all layer colors of
every visualized growing field.
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Figure 4.6: Color mapping of layers in growing field.
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The plots show position in space, so the axes will represent either x-,y- or
z- coordinates in space. The axes will not be named with units, because they
represent some undetermined unit in space. This means that the axes can be,
e.g., centimeters, millimeters, inches or kilometers. This name of the unit is not
relevant for the calculations in this thesis, so it is left out to avoid confusion.

4.4.2 Notation

Summary of the notation used in the algorithms and in the working examples of
Section 4.4.4 and Section 4.4.6:

G - the growing field

L - layer of the growing field

C - convex front

S - set of shadowed voxels

T - working platform

4.4.3 Greedy scheme

Algorithm 1 below implements a greedy scheme for generating manufacturing lay-
ers from an input object and is based on algorithm 3 in Appendix B.

Greedy algorithms use a strategy or a problem-solving heuristic of making the
locally optimal choice at each stage to try to find a globally optimal solution [49].
They simply choose the option that gives the best result at the point in time of
making the decision. In the context of voxel accumulation and printing layers,
the greedy CFA approach choose to add a voxel to the next layer if it satisfies
some immediate criteria without looking ahead to see the consequences of it being
added.

We will now review the specific criteria of the algorithm for guaranteeing
manufacturability of the growing field. Each criterion takes form as a constraint-
definition pair, i.e. a constraint together with a mathematical definition that
implements the associated constraint.

Support-free manufacturing

We start by defining the concept of neighboring voxels. Neighboring voxels are
defined as a measurement to determine if a voxel can be manufactured without
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Algorithm 1 Greedy convex front advancing

Input: Discrete representation of a solid model, H̄ = {vi,j,k}
Output: A growing field G
1: Add all voxels adjacent to the platform T to the first layer L1
2: Set L1 as the current working layer Lc and Cprev = ∅
3: Set the set of already processed voxels V = ∅
4: Set the growing field G = ∅
5: while Lc 6= ∅ do
6: Add all voxels of Lc into the already processed set, V
7: Compute the new inaccessible region R as R = Cprev ∪ Lc ∪ T
8: Set the current convex front Cc as the convex hull of R
9: Set Lnext = ∅

10: for each vi,j,k ∈ Lc do
11: for each vr,s,t ∈ N (vi,j,k) do
12: if vr,s,t not inside Cc then
13: if vr,s,t 6∈ V ∩ vr,s,t 6∈ Lnext then
14: Add vr,s,t into Lnext
15: end if
16: end if
17: end for
18: end for
19: Add Lnext to the growing field G
20: Set Lc = Lnext and Cprev = Cc
21: end while
22: return G

needing additional support. For an object to be built by material accumulation,
new material must always be in contact with already solidified material. The paper
states that if one of the neighbors of a voxel has previously been manufactured,
the voxel itself can be printed without support because it can be attached to the
neighboring voxel. The material used must be in a semi-fluid state and fast curing
as it will be affected by gravity. This is explicitly stated in Constraint 1.

Constraint 1. (Support-free) A voxel can only be accumulated if one
of its ASNs has already been solidified.

Constraint 1 is ensured by using the norm of the difference between a voxel
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and the surrounding voxels. This concept is referred to as voxels being AM-stable
neighbors, see Definition 3. An illustration of the AM stable neighbors of a voxel
in two-dimensional space can be found in Figure 4.7. This particular definition
differs from the one used in the paper. We will discuss the changes and why they
had to be made later in Chapter 6.

Definition 3. Two voxels, vi,j,k and vr,s,t, are defined as AM-stable-
neighbours (ASN) if ||(i, j, k)− (r, s, t)||1 ∈ {1,

√
2}
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Figure 4.7: AM stable neighbors (ASNs) of the center point, as defined in Defi-
nition 3. As long as the center point have been previously manufactured using a
rapidly curing material, each ASN(center point) is guaranteed to be manufactured
in a support-free manner.

Collision-free manufacturing

The constraint of self-supporting material accumulation is not sufficient to guar-
antee the manufacturability of each manufacturing layer. We also need to ensure
that the printing tool can access each point of the manufacturing paths without
colliding with the manufacturing platform or already cured material, see Con-
straint 2.

Constraint 2. (Collision-free) When adding a new voxel to a set of
already fabricated voxels V, the motion of the printer-head should not
collide with V.

A common way to satisfy Constraint 2 is to search for a collision free sequence
of voxels to be added to the growing field. In this case, collision detection must
be performed on every voxels added. The test objects in the paper consist of 70
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000 to 600 000 voxels, so this approach is bound to be very time-consuming. The
researcher in stead propose an approach for maintaining an accessible working
surface.

Assuming an arbitrarily shaped printing nozzle, the authors propose to use
the convex hull of the already cured voxels, i.e. set of processed voxels V and
the platform T as a conservative accessible surface. The convex hull of a set of
points is the smallest convex set that contains the points [50]. The convex hull
takes shape as a convex polyhedron and creates a surface that can be reached
independently of the size of the printing tool. A polyhedron consists of n polyg-
onal faces interconnected by n+ 1 vertices. A convex polyhedron is made from a
convex set of points. The mathematical definition of the convex hull can be found
in Appendix A.

Definition 4. The current convex front is the convex hull of previously
processed voxels V and the working platform T and is a conservative
accessible surface that can be reached by any shape.

In Figure 4.8 we see illustrations of the convex hull. In three dimensions, the
convex hull is a convex polyhedron of a final amount of points [51]. Figure 4.8a
shows the convex hull of the set of points S = (5, 3, 1), (2, 3, 2), (1, 1, 5), (4, 4, 4), (2, 5, 1), (1, 1, 1)
and Figure 4.8b shows the convex hull of the same points projected onto the x-y
plane (z = 0).

Manufacturability of every voxel of the growing field

The above constraints and definitions accumulate down to a combined criterion
for adding a voxel to the next layer and thereby to the growing field. A point is
added to the next layer it is an AM-stable neighbor and if its position is outside
the current convex front.

4.4.4 Example: GCFA

This section will demonstrate the details of how the GCFA method works when
applied to an object containing a large overhang. The demonstration will hope-
fully give an interesting result in terms of showing that by dividing the object into
curved layers in stead of planar, an object that is impossible to realize directly
using a 3 DOF system can now be realized directly by utilizing the extended abil-
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(a) The convex hull of the set of points S.
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(b) The two dimensional convex hull.

Figure 4.8: The convex hull is a convex polyhedron and can be viewed as a
conservative accessible surface.

ities of a 6 DOF system.

The object we will be studying can be seen in Figure 4.9. As we learned in
Section 4.2.2, the input to the program is a discretized representation of an object.
The result after discretizing the object in Figure 4.9a can be seen in Figure 4.9b.
The details of this particular discretization process will be revealed in Section
5.1.2.

The program outputs a growing field G containing voxels sorted into manufac-
turing layers and can be applied to both 2D and 3D objects. For this particular
example, a 2D object has been chosen because it is easier to visualize the steps of
the algorithm in the plane. In Section 5.2 we will look at the result of applying
the method to a 3D object.

Determine platform parameters

After we have obtained a discretized version of the object, platform parameters
have to be determined. In 2D, only the size (length) of the platform is important
while in 3D the size and shape have to be determined. This is an important step
because the platform shape have great impact on the output of the program. In
Section 5.2 we will see how this affects the layers of the resulting growing field for
different object, and a discussion will be made on the topic in Section 6.2.3.

The platform used in this example can be seen in Figure 4.10a. We will refer
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(a) Example object.
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(b) Discretized example object.

Figure 4.9: This is the example object that will be used in the curved layer
generation examples.

to the specified platform as the working platform T .

Generate initial working layer

The first task of the algorithm is to generate the first layer, L1, of the growing
field, i.e. an initial set of voxel coordinates. This is a simple operation of adding
all voxels adjacent to the working platform, i.e. all coordinates with z-value equal
1, to a list. The first layer of the example can be seen in Figure 4.10b.

The rest of the layers of the growing field is generated according to the criteria
specified in Section 4.4.3 which we will review now.

Finding which voxels to safely add

The purpose of the program is to add qualifying voxels into specific manufacturing
layers. Qualifying voxel criteria have been reviewed in Section 4.4.3. To ensure the
manufacturability of the growing field, only the voxels that lie inside a safe region
can be added to the next layer, Lnext. A safe region can be defined as a region
in which we can guarantee access by the deposition tool. Each voxel must also
be self-supported, i.e. it must be manufactured without the need for additional
support structures. Using the terminology of Section 4.4.3, we summarize the
three criteria each voxel must satisfy in order to be added to Lnext:

1. Must be an AM-stable neighbor (ASN)
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(a) The working platform T .
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(b) The first layer L1.

Figure 4.10: The first step of the algorithm is to generate the initial current
manufacturing layer Lc = L1. All voxels adjacent to the platform is added to L1.

2. Must lie outside the convex hull of the platform and the processed voxels

3. Must not already be in Lnext

Calculate convex front

To search for qualifying voxels, the algorithm starts by calculating the current
convex front. The current convex front is the convex hull of the union of the
previous front, Cprev, the current layer, Lc, and the platform coordinates, T , see
Equation (4.1).

Cc = C(Cprev ∪ Lc ∪ T ) (4.1)

The dotted line in the subfigures of Figure 4.11 show the first calculated convex
front, C1, of the program.

Find AM-stable neighbors

Since all voxels that satisfy the criteria of being an ASN have the potential to
be added to the next layer the program now all ASNs. Each voxel of the current
layer Lc have a unique set of ANSs. The program starts with the first voxel of
L1, visualized in Figure 4.11b, and calculates the ASNs of this voxel. The first
set of ASNs can be seen in Figure 4.11c and is found according to Definition 3 in
Section 4.4.3.
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(a) The dotted line is the
first current convex front Cc
of the example.
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(b) The first voxel of L1 is
highlighted.
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(c) The set of ASNs accord-
ing to the highlighted voxel
of L1 is found.

Figure 4.11: The process of finding the set of ASNs of a voxel.

Evaluating and adding voxels to the next layer

If an ASN is outside the convex hull and is not already processed and not already
in the next layer, it is added to the list that contains the next layer Lnext. In the
example in Figure 4.11 the voxels that will be added to the next layer is [4, 2] and
[5, 2]. When the ASNs of the first voxel of the current layer have been evaluated,
the algorithm moves on to the next voxel which is [5, 1]. The algorithm continues
like this until all voxels of Lc have been evaluated. Figure 4.12 show the resulting
second layer L2.
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Figure 4.12: Here we see the second layer output by the greedy CFA.
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To conclude the while loop-iteration, the current layer is added to the growing
field and Lnext is made the new current layer. This happens until no new voxels
are added to Lnext. Figure 4.13 and 4.14 show the generation of layers 3 and 4.
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(a) The convex hull of the previous front
C1, the platform T and the current layer
L2 is calculated as the current front C2 =
Cc.
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(b) The resulting layer L3 = Lnext

generated after considering the ASNs of
each voxel of L2.

Figure 4.13: Layer 3 are generated in the same manner as layer 2.
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(a) C(T , C2,L3) = C3 = Cc
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(b) L4 = Lnext

Figure 4.14: Layer 4 are generated in the same manner as layer 3.
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Accumulation of voxels in overhangs

In Figure 4.15a we see the generated layers of the growing field up to layer 7
together with the current convex hull. When the next layer is to be generated,
we for the first time witness the strength of the GCFA method. Because we, by
using a 6 DOF system, are able to change the orientation of the manufacturing
tool, the 8. layer which is generated with an overhanging region, can be realized
and thus it is shown that the method can be used to directly manufacture objects
with overhang.
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(a) The growing field up to L7.
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(b) The first accumulation of voxels in
an overhanging region.

Figure 4.15: Accumulation of voxels in critical region.

Generation of curved manufacturing layers

Figure 4.16a show the generated growing field up to layer 9. All layers up until this
point have come out planar. After this we can see in Figure 4.20a that we have the
first occurrence of a non-planar, or curved, layer. By accumulating voxels to form
curved layers in the growing field affect the ability of the method to successfully
decompose objects of even larger overhangs.

Weakness of greedy strategy

Figure 4.17 demonstrates an important weakness with using a greedy strategy
for the accumulation of voxels into manufacturing layers. As explained at the
beginning of Section 4.4.3, greedy strategies make the locally optimal choice to
try to find a globally optimal solution without considering the consequences of
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(a) L1 to L9 of the growing field are
planar layers.
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(b) L10 is the first curved layer of the
growing field

Figure 4.16: The first occurrence of a curved layer, L10.

the decision.
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(a) Cc is calculated before the 11. is to
be generated.
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(b) Generation of the 11th layer cause
two voxels to be shadowed.

Figure 4.17: The first occurrence of shadowed voxels. The red crosses show vox-
els that cannot be added to the next layer due to being inside the current convex
front. The algorithm have no means to prevent voxels from being shadowed.

In Figure 4.17a we see the ten first layers together with the current convex
front. We see that two points of the object are placed inside the convex front, i.e.
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the red x-es in the figure. This means that independent of whether the voxels are
ASNs or not, these voxels can not be added to the next layer at this iteration.
A property of the convex front is that it can never be reduced in size, so once
a voxel is inside, it will stay inside for the remaining part of the program. This
again means that the two concerned voxels can never be added to any future layer
of the growing field.

Figure 4.17b show the resulting 11. layer together with the omitted voxels of
the object.

The resulting growing field

The growing field output from the GCFA method, i.e. the resulting sequence of
manufacturing layers, after traversing through every voxel of the example object
can be seen in Figure 4.18. We clearly see the generation of curved layers that
enable for the manufacturing of large overhangs. The method does, however, not
give a perfect result, i.e. some voxels are omitted from the solution. This is
because the greedy scheme could not find a way to include these voxels in the
manufacturing layers. Next, a method for improving this result will be reviewed
and demonstrated.
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(a) The growing field together with the
omitted voxels.
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(b) The growing field visualized alone.

Figure 4.18: The resulting growing field G of the GCFA example
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4.4.5 Improvement scheme

Algorithm 2 below implements the incremental shadow prevention (ISP) program,
which is an extension added to the greedy scheme (GCFA) to improve the layers
of the growing field G in terms of omitting fewer voxels, based on Algorithm 4
in Appendix B. The altered algorithm has some minor changes compared to the
original one, which will be further discussed in Chapter 6.

We witnessed in the demonstration of the GCFA program that the result, Fig-
ure 4.18, ended up with omitting a relatively large amount of voxels. This was
due to the property that the convex front was never reduced in size, so once a
voxel was inside the front it could never be outside again.

The ISP extension evaluates if a layer is the best choice before it is added to
the growing field. If it finds a better solution, this solution is made the new next
layer. Before explaining how this is done we need to be familiar with some new
terminology defined in the paper.

Definition 5. A voxel vi,j,k is shadowed if it is unprocessed but lies inside
the convex hull of the current advancing front Cc. A set of shadowed
voxels form a shadow region.

Constraint 3. (Shadow-prevention) When adding new voxels onto a
set of already fabricated voxels V, the number of shadowed voxels should
increase as little as possible.

The incremental shadow prevention method computes new alternative convex
hulls so that no voxels are shadowed unnecessary. It takes the next layer Lnext
determined by the greedy strategy and searches for alternative layers that generate
less shadowed voxels, resulting in a, hopefully, smaller shadow region in total. We
say hopefully here because, as we will see later, the method only looks one step
ahead before making a decision and therefore is not guaranteed to find a globally
better result.
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Algorithm 2 Incremental scheme for shadow prevention

Input: The model H̄ = {vi,j,k}, the platform T , the set of processed voxels V,
the next layer Lnext, a convex front C, the set of voxels shadowed by the
corresponding convex front S

Output: A reduced set of Lnext
1: Set the reduced next layer L̃next = ∅
2: Set the new processed set of voxels Ṽ = ∅
3: Compute C̃ as the convex hull of C ∪ T ∪ Lnext
4: Add all voxels of V and Lnext into Ṽ
5: Add all voxels shadowed by C̃ into the potentially shadowed set Sp
6: if Sp contains more voxels than S then return Lnext
7: else
8: Copy the values of Lnext into Q
9: Set Vt = ∅

10: while Q 6= ∅ do
11: Let v be the first element element of Q
12: Remove v from Q
13: Compute the new inaccessible region R̃ = v ∪ T ∪ L̃next ∪ C
14: Compute a test convex front Ct as the convex hull of R̃
15: for vi,j,k in V do
16: if vi,j,k not in V then
17: Add vi,j,k to V
18: end if
19: end for
20: Add v to Vt
21: Add voxels shadowed by Ct to St
22: if St contains less voxels than Sp then
23: Add v to L̃next
24: end if
25: end while
26: if L̃next 6= ∅ then
27: Set Lnext = L̃next
28: end if
29: return Lnext
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4.4.6 Example: GCFA-ISP

As stated in Section 4.4.5, the incremental shadow prevention approach computes
new alternative convex hulls so that no voxels are shadowed unnecessary. See
Section 4.4.5 for the definitions of shadowed voxels and – regions. If the method
finds a better solution, this solution is returned as Lnext and becomes the input
to the next iteration of the algorithm.

In this section, it will be demonstrated how this happens. We use the same
approach as in Section 4.4.4, i.e. showing outputs at interesting steps to visually
demonstrate what happens during the program. We also use the same object and
working platform, see Figure 4.19a, so that the results can be easily compared
and evaluated.

Layers that do not generate shadowed voxels

Figure 4.19b shows layer 1 to layer 9 from the growing field for both both methods.
These layers are equal for both methods because no voxels are shadowed by the
greedy method up until this point.
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(a) The input object together with the
working platform.
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(b) Layers 1-9 are the same for both
methods.

Figure 4.19: We use the same example object for the GCFA-ISP example as in
the GCFA example in Section 4.4.4. As long as no voxels are shadowed by the
sequence of convex fronts, the ISP improvement algorithm do not interfere with
the greedy output.



4.4. CONVEX FRONT ADVANCING (CFA) 51

Triggering of the ISP method

Figure 4.20 show the sequence of operations that result in the first occurrence of
shadowed voxels of the example. The ISP method will look at the consequence
of adding the current layer to the growing field in terms of potential shadowed
voxels. Since it looks one step ahead, a layer that is proposed by GCFA and con-
tributes to generate shadowed voxels when used to generate the next layer will
trigger the method.

In Figure 4.20a we see layer 1 to layer 9, the convex front of the platform, the
previous front and layer 9, together with the new greedy generated layer 10. In
Figure 4.20b we see what happens in terms of shadowed voxels when adding this
particular 10th layer to the growing field. What we see is that this action directly
causes the two marked voxels to be shadowed.

When this happens, the ISP program will try to remove from layer 10 the
voxels that directly cause the shadowing of these two voxels.
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(a) L10 as proposed by GCFA.
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(b) Consequence of choosing this L10.

Figure 4.20: If L10 is chosen as it is here, two voxels will be shadowed when
determining the next layer by the greedy approach. An attempt should be made
to ”save” these voxels before continuing the program.

Preventing shadowing of voxels

We will now go through how the ISP proceed in order to try to reduce the number
of voxels shadowed by the next layer, i.e. the set of potential shadowed voxels.
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The layer in Figure 4.20a that is objective for improvement consist of the points:

L10 = [[5, 10], [6, 10], [7, 10], [8, 10], [9, 10], [9, 9]]

And the potential shadow region we want to reduce is:

Sp = [[10, 8], [11, 6]]

With aim of reducing the potential shadow region, the ISP algorithm chooses co-
ordinates from L10 and checks which ones produce all or parts of the shadowed
region.

Choosing to start with the first element of L10, we create a new list with all
the elements of L10 and removes the first element. This is what happens in the
algorithm:

q = [[5, 10], [6, 10], [7, 10], [8, 10], [9, 10], [9, 9]]

1. iteration:

p = [5, 10]

q = [[6, 10], [7, 10], [8, 10], [9, 10], [9, 9]]

1. p = [5,10]

To check if p = [5, 10] produces any additional shadowed voxels we com-
pute the convex hull in Equation (4.2).

C(p, platform, reduced next layer, previous front) (4.2)

Since it is the 1. iteration, no voxels have been added to the reduced next
layer yet, so this set is empty. Figure 4.21a shows the convex hull from Eq.
4.2. We see that adding p to the next layer does not increase the amount of
shadowed voxels (it is still zero), so it is added to the reduced next layer.

2. p = [6,10]

Since q contains more points, we continue by setting p = [6, 10] and com-
putes a new convex hull. Figure 4.21b shows the convex hull from the second
iteration with p = [6, 10]. We see that no new voxels have been shadowed
so this point is also added to the reduced next layer.

3. p = [7,10]

See Figure 4.21c. This point do not shadow any voxels. p = [7, 10] is
added to the next layer.
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4. p = [8,10]

See Figure 4.21d. This point do not shadow any voxels. p = [8, 10] is
added to the next layer.

5. p = [9,10]

In Figure 4.21e we see that if we were to add p = [9, 10] to the next layer
we would cause three voxels to be shadowed. This is more than what we
started with, which was two voxels, so this is definitely not an improvement
in terms of reducing the shadowed voxel-count. As a result, this voxel is not
added to the reduced next layer.

6. p = [9,9]

The last point contained in q is [9, 9]. When added to the next layer it
produces one shadowed voxel, see Figure 4.21f. This is an improvement
in comparison to the greedy next layer which had two shadowed voxels, so
p = [9, 9] is added to the reduced next layer.



54 CHAPTER 4. ROBOTIC AM SYSTEM

0 2 4 6 8 10 12 14 16
x

0

2

4

6

8

10

12

14

16
z

(a) p = [5, 10] is tested
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(b) p = [6, 10] is tested
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(c) p = [7, 10] is tested
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(d) p = [7, 10] is tested
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(e) p5 = [9, 10] is tested. We see
that this particular voxel causes the
shadowing of three voxels. Because
this is more than what is shadowed
by the greedy choice, we do not add
p5 to the reduced next layer.
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(f) p6 = [9, 9] is tested. Adding
this voxel will cause only one voxel
to be shadowed, therefore the algo-
rithm allows p6 to be added to the
reduced next layer.

Figure 4.21: Improving the layer proposed by the greedy scheme using ISP.
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The resulting improved layer

The resulting next layer generated with incremental shadow prevention contains
one less voxel than the pure greedy one and shadows one voxel instead of two.
Figure 6.6b
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(a) Layer 10 proposed by greedy
method.
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(b) Layer 10 proposed by greedy
method with incremental shadow
prevention-

Figure 4.22: comparing the generation of the 10th layer by the greedy approach
and by the greedy approach with improvement.

The resulting growing field

After the reduction process of layer 10, the greedy generation of the next layer,
layer 11, starts. If this layer do not cause the shadowing of any new voxels, the
greedy choice is accepted and the 12th can be generated. Else, it must also be
examined by the ISP scheme. The resulting growing field generated by the GCFA-
ISP method can be seen in Figure 4.23. We see that the amount of shadowed voxels
now is 3, which is a reduction of 6 shadowed voxels compared to using the GCFA
method.
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(a) The growing field together with the
omitted voxels.
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(b) The growing field visualized alone.

Figure 4.23: The resulting growing field G of the GCFA-ISP example.
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Comparing GCFA and GCFA-ISP for this example

We see from Figure 4.24 that the solution has been improved in terms of shadowed
voxel-count. In Section 5.2 a comparison of the two solutions will be performed.
We will now have a look at how this solution is generated.

0 2 4 6 8 10 12 14 16
x

0

2

4

6

8

10

12

14

16

z

(a) Growing field G generated using
GCFA.
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(b) Growing field G generated using
GCFA-ISP.

Figure 4.24: Comparing the resulting growing fields.

4.5 Hardware

In this section we will look at the hardware system used in the paper by Dai et
al. (2018). This hardware was also mentioned in the literature review of robotic
AM methods in Section 3.2.3.

The paper document physical experiments on six different input models. Each
input model is some kind of free-form object consisting of various combinations
of critical regions such as holes, islands and overhangs. All test objects of the ex-
periment have been manufactured using the same hardware. The system consist
of a 6 DOF robot manipulator as defined in Section 2.2 together with a circular
platform which is attached to the wrist of the robot arm. Since the robot arm
is holding the platform, the deposition tool must be attached elsewhere. The re-
search team choose to attach it to an overhead system in a fixed position, i.e. its
postion cannot change during fabrication.
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In Figure 4.25 we see schematic drawings of the hardware. In Figure 4.25a
we see the robot manipulator together with all 6 axes of rotation. The complete
hardware setup can be seen in Figure 4.25b. In both parts of Figure 4.25 we see
the manufacturing platform which the object will be built at attached to the end
of the robot arm. Most developers of AM systems choose to attach the deposition
tool to the movable part og the system, whether the system being a gantry or a
robot, so the proposed system do stand out in research because of this configura-
tion. In Chapter 6 we will look at some benefits of using a system like this.
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(a) The rotational axes
(z1 − z6) of this 6 DOF
robot manipulator

(b) The robotic AM system proposed in [3]. A 6 DOF
manipulator with the manufacturing platform attached
at the wrist.

Figure 4.25: Schematic drawings of the hardware used in [3].
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Chapter 5

Implementation and results

In this chapter, details of the implementation of the algorithms from Chapter
4 is presented followed by the result from repeated simulations on different test
objects.

5.1 Implementation

Algorithm 1 from Section 4.4.3 and Algorithm 2 from Section 4.4.5 is implemented
in full by the author as a part of the work on this thesis. The programs were made
with the goal of developing a thorough understanding of the methods and to ob-
tain simulation results, which are presented in Section 5.2. The algorithms have
been implemented in the Python programming language, using version 3.6. The
third-party open-source libraries used will be presented below. Python built-in
modules have also been used. The Pycharm Integrated Development Environment
(IDE) has been chosen as the framework of implementation.

See Appendix C for more information on where to find the implementation
and details of the modules of the programs.

5.1.1 Dependencies

The implemented program uses some external libraries which are all open-source,
meaning that the source code is made freely available for redistribution and mod-
ification. In this section, all the dependencies of the program will be reviewed.



60 CHAPTER 5. IMPLEMENTATION AND RESULTS

SciPy

SciPy is open-source software for mathematics, science, and engineering for use
with Python. From SciPy, the implementation uses scipy.spatial that implements
spatial algorithms and data structures in Python, for calculating the convex hull
and for checking whether a voxel is inside the convex hull.

• scipy.spatial.ConvexHull

The module implements the computation of the convex hull in n dimensions
using an external Qhull library [52]. The Qhull library uses the Quickhull algo-
rithm for computing the convex hull [50].

Code 5.1 show how the module is used in the program. It takes an array of
the points in which the convex hull should be computed from as parameter and
returns the convex hull of the given points as a list of the vertices.

def convex_front(region):

points = np.asarray(region)

hull = ConvexHull(points)

front = []

for index in hull.vertices:

front.append(region[index])

return front , hull

Code 5.1: Usage of SciPy-function for computing the convex hull of a set of
points.

• scipy.spatial.Delaunay

Computes the Delaunay tesselation in N dimensions. Code 5.2 is borrowed
from StackOverflow, an online community for developers [53], and shows how the
Delaunay method is used to evaluate if a voxel is inside the convex hull or not in
the program.

Matplotlib

Matplotlib is a library that implements plotting methods for python. It has been
used to generate all the plots of this work.
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def in_hull(p, hull):

from scipy.spatial import Delaunay

if not isinstance(hull , Delaunay):

hull = Delaunay(hull)

return hull.find_simplex(p) >= 0

Code 5.2: Usage of SciPy-function for computing the convex hull of a set of
points.

5.1.2 Pre-processing of object

The input to the GCFA and GCFA-ISP program is a set of all the voxels that
the object consist of. So before we can start computing, the continuous body we
want to realize by AM must be represented in discrete voxel-coordinates.

The most common way to solve this task is to create a digital model using
some existing CAD software and transform it into a point cloud, i.e. a set of body-
coordinates. Since the background of the author of the thesis is not graphics or
anything graphics-related, getting acquainted with a new discipline would require
some time. Therefore, the task have been simplified to creating a discrete body
direct using plain text-files and binary numbers. This method can be applied in
creating 2D objects as well as 3D objects, so it was determined to be sufficient
for the scope of this thesis.

In Figure 5.1a we see the shape representation of a 2D object. This object
can be translated into a binary representation, see Figure 5.1b. The object is
represented by 1-digits and the printing platform by hyphen-signs(-), stored in a
plain text-file, i.e. a file with .txt extension. The program, see Code 5.3, reads
the binary object using built-in python functions by looping through the charac-
ters and stores the coordinates of every point that contains a ”-” or a ”1” into
platform- and object lists.

In 3D, the process of making an object using binary digits is more complicated
and time-consuming. The task is solved by creating cross-section layers to bed
stacked on top of each other. Figure 5.2 shows a pyramid divided into binary
layers together with its platform. For objects that can be sampled using large
steps without loosing too much information, this method is sufficient and not
very time-consuming to perform.
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(a) Shape representation (b) Binary representation

Figure 5.1: Two different ways of representing a 2D object.

def load_file_2D(filename):

f = open(filename)

for row in f:

for char in row:

if char == "1":

model.append(coordinate)

if char == "-":

platform.append(coordinate)

f.close()

return model , platform

Code 5.3: Loading object and platform from text-file into python lists.
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(a) Shape representation

(b) Binary representation

Figure 5.2: Two different ways of representing a 3D object. For simplicity, the
object is decomposed into n = 4 two dimensional sub-objects.
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5.1.3 Convex front advancing

Algorithm 1 and Algorithm 2 have been implemented in its entirety by the author
of this thesis. See Appendix C for details on where to find the code. This section
will give specific information on the implementations.

Figure 5.3 show the a schematic overview of the interface, i.e. the inputs and
outputs, of the implemented program convex front advancing(). The input to
the program is:

• method – the method the program should use, can be "greedy" or "isp"

• nd – the dimension of the object, can be 2 or 3

• filename – the name of the .txt-file that contains the binary representation
of the object, e.g. "object1"

• filepath – the path to the folder containing the object-file

The block in Figure 5.3 can be viewed as a ”black box” computing the growing
field, and outputs the growing field together with a list of any shadowed voxels.
The details of the implementation of the ”black box” for both methods will re-
vealed below.

filename

filepath

nd

Convex front advancing

shadowed_voxels

growing_field

method

Figure 5.3: Interface of the implemented CFA program.

GCFA

If method="greedy" the greedy convex front advancing-program is run. A information-
flow overview of what happens inside the above mentioned ”black box” in Figure
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5.3 in this case can be found in Figure 5.4.

We see that the object specified by filename and filepath is loaded into
the variables object and platform as explained in Section 5.1.2. The block
”Greedy scheme” in this figure computes the layers according what is specified in
Algorithm 1. For each layer that is generated in the block, the layer is added to
the growing field list, using python built in functions. The same layer is also
fed back into the block for the next greedy-iteration of generating the next layer.

GCFA-ISP

If method="isp" the method in Figure 5.5 is run. If we compare the method of
Figure 5.4 to the method in Figure 5.5 we see that an improvement-block has
been added. The improvement-block implements the incremental shadow pre-
vention method specified in Algorithm 2. It takes the next layer list generated
by the greedy-block and outputs reduced next layer which has been imroved if
improved if possible.
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5.2 Results

The program for which the implementation details was presented in Section 5.1.3,
Greedy Convex Front Advancing (GCFA) and GCFA with Incremental Shadow
Prevention (GCFA-ISP), have been be tested on six different input objects. In this
section, the chosen test objects will be introduced, followed by a presentation of
all simulation results obtained by running the programs. The section is concluded
with a summary of all the results. The results will be further discussed in Chapter
6, Section 6.2.

5.2.1 Test objects

In Figure 5.6 we see an overview of the test objects. The objects contain different
combinations of critical regions, making each of them interesting for testing.

(a) Object 1
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(e) Object 5 (f) Object 6

Figure 5.6: Objects used for testing the algorithms from Chapter 4
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The test objects have been chosen because traditional AM systems, reviewed
in Section 2.1, would not be able to manufacture them without adding support
structures or dividing them into pieces for manufacturing.

5.2.2 Presenting the results

We run the GCFA and GCFA-ISP programs on the test object with respect to
three different platform sizes. The platforms have been divided into three size
groups:

• Small : a platform that is just as large as the object itself.

• Medium : a platform that is slightly larger than the object

• Large : a platform that is much larger than the object

Each layer of the resulting growing field will be represented by colors. The
colors used will, as in the demonstrations above, be the ones represented in Figure
4.6. For each resulting growing field, the number of manufacturing layers and the
number of shadowed voxels is counted.

Object 1

The first test object is the same object as the one used in the example calculations
in Sections 4.4.4 and 4.4.6. The shape-, binary- and point cloud representation of
the object is shown in Figure 5.7.

(a) Shape

000001111110000
000011111111000
000111111111100
000111100111100
000111000011100
000111000011100
000111000000000
000111000000000
000111000000000
000111000000000
000111000000000

(b) Binary
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(c) Point cloud

Figure 5.7: Test object 1 represented in three ways.

The first result we will look at can be found in Figure 5.8. Here, the GCFA
and GCFA-ISP methods have been used to generate growing field with respect to
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a small working platform. The GCFA method generates a growing field that con-
tain 14 layers and shadow 0 voxels. The growing field of the GCFA-ISP method
also contain 14 layers and shadow 0 voxels. In fact, the output of the GCFA-ISP
method is in this case equel to the output from the GCFA method. This is to be
expected because since the GCFA method never cause any voxels to be shadowed,
the ISP improvement scheme never gets called in the method.
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(b) GCFA-ISP

Figure 5.8: Object 1 - growing field G with respect to small working platform.

The next result we will look at can be found in Figure 5.9, and is generated
with respect to a medium working platform. Here, the GCFA method generate
a growing field that contains 14 layers and shadows 9 voxels. The growing field
generated by the GCFA-ISP method contain 14 layers but generate only 3 shad-
owed voxels.

The third and final result generated with this object can be found in Figure
5.10. Here a large platform have been used. We see that the amount of shadowed
voxels with both methods have increased significantly compared to the results in
both Figure 5.9 and Figure 5.8. The growing field generated by the GCFA method
with respect to the large working platform contains 12 layers and shadows 16 vox-
els. Again, the GCFA-ISP method improves the result and contains 15 layers and
shadows 10 voxels.
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Figure 5.9: Object 1 - growing field G with respect to medium working platform.
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(b) GCFA-ISP

Figure 5.10: Object 1 - growing field G with respect to large working platform.
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Object 2

Figure 5.11 show the second test object.
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(b) Point cloud

Figure 5.11: Test object 2 represented in two ways.

The first results we see, Figure 5.12, is the output from running the programs
with object 2 situated on a small working platform as input. Here, the growing
field generated with the GCFA method shadows contain 12 layers and shadow 0
voxels. Since the shadowed voxel count is zero, the growing field generated by the
GCFA-ISP method is equal to the one generated with the GCFA method.

The next result we see is in Figure 5.13, where a medium platform is used.
Both growing field generated here is equal to the growing field generated with
respect to the small platform.

The third and final result of this section can be found in Figure 5.14. Here a
large platform have been used. For the first time, voxels of this object have been
shadowed. The GCFA method generate 12 layers and shadow 3 voxels, while the
GCFA-ISP method generate growing field with 13 layers and shadow 0 voxels.
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(b) GCFA-ISP

Figure 5.12: Object 2 - growing field G with respect to small working platform.
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Figure 5.13: Object 2 - growing field G with respect to medium working plat-
form.
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Figure 5.14: Object 2 - growing field G with respect to large working platform.
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Object 3

Figure 5.15 show the third test object.
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(b) Point cloud

Figure 5.15: Test object 3 represented in two ways.

The first results we see, Figure 5.16, is the output from running the programs
on object 3 with a small working platform. No voxels are shadowed in this case
and the growing field contain 10 manufactruing layers.

The next results we see in Figure 5.17 where a medium platform is used. We
obtain the same result in this case, no voxels shadowed and 10 layers.

The third and final result of this section can be found in Figure 5.18, where
a large platform have been used. We see that using the GCFA method, 3 voxels
on each side of the object i shadowed, i.e. a total of 6 shadowed voxels. The
growing field have also in this case got 10 layers. Using the GCFA-ISP the result
is improved and we get 0 shadowed voxels and 11 layers.
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(b) GCFA-ISP

Figure 5.16: Object 3 - growing field G with respect to small working platform.
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(b) GCFA-ISP

Figure 5.17: Object 3 - growing field G with respect to medium working plat-
form.
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(b) Greedy with shadow prevention

Figure 5.18: Object 3 - growing field G with respect to large working platform.
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Object 4

Figure 5.19 show the fourth test object. Simulations have been carried out in
order to generate test outputs for both GCFA and GCFA-ISP methods.
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Figure 5.19: Test object 4 represented in two ways.

The first results we see, Figure 5.20, is the output from running the programs
with object 4 situated on a small working platform as input. The next results
we see is Figure 5.21 where a medium platform is used as input together with
the object. The third and final result of this section can be found in Figure 5.22.
Here a large platform have been used.

All resulting growing fields of this test object give perfect result, i.e. no shad-
owed voxels, and all layers are the same.
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(b) GCFA-ISP

Figure 5.20: Object 4 - growing field G with respect to small working platform.
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Figure 5.21: Object 4 - growing field G with respect to medium working plat-
form.
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Figure 5.22: Object 4 - growing field G with respect to large working platform.
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Object 5

Figure 5.23 show the fifth test object. Simulations have been carried out in order
to generate test outputs for both GCFA and GCFA-ISP methods.
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Figure 5.23: Test object 5 represented in two ways.

The first results we see, Figure 5.24, is the output from running the programs
with object 5 on a small working platform. The GCFA program generates 11
layers and shadows 9 voxels. The GCFA-ISP program fails to improve the greedy
result and generates a growing field containing 21 layers and that leaves 15 voxels
shadowed.

The next results we see is Figure 5.25 where a medium platform is used as
input together with the object. The results on this platform is identical to the
results with respect to the small platform.

The third and final result of this section can be found in Figure 5.26 where
a large platform have been used when generating the growing field. Same as the
small and medium platform, the GCFA program generates a growing field of 11
layers and 9 shadowed voxels. Also this time the GCFA-ISP method fails to im-
prove the result and ends up with a growing field of 19 layers that shadows 17
voxels.

It is clear to see that this method is not suited for this type of objects, the
reason for this will discussed in Chapter 6.
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Figure 5.24: Object 5 - growing field G with respect to small working platform.
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Figure 5.25: Object 5 - growing field G with respect to medium working plat-
form.
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Figure 5.26: Object 5 - growing field G with respect to large working platform.
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Object 6

Figure 5.27 show the sixth test object. This object is the first 3D object for the
programs to be tested on.
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Figure 5.27: Test object 6 represented in two ways.

We start with running the GCFA program on the test object together with a
medium working platform. We will soon see that the visualization of the result
cannot be made as compact as with the previous 2D object, so we limit the section
to visualize only the results that differ from each other and will only name the
ones that are equal.

GCFA - Small working platform

Since the result of GCFA with medium working platform below gives a result with
0 shadowed voxels, the small platform will give the same result.

GCFA-ISP - Small working platform

Since the result of GCFA with small platform gives a result with 0 shadowed
voxels, the result from running GCFA-ISP will give the same result as with GCFA.
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GCFA - Medium working platform

Figure 5.28 show the medium working platform together with the growing field
generated by running the GCFA method on object 6 with this platform. Both
results above generated by using a small working platform is identical to the re-
sult in this figure and is therefore not visualized when mentioned above. The
generated growing field is symmetric around the axes we see in Figure 5.29.
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Figure 5.28: The result from running the GCFA program on object 6 together
with a medium working platform.
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Figure 5.29: Axes of symmetry of growing fields. Object seen from above
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In order to show the layers of the solution in the best way possible and to be
able to evaluate the solution, we choose to visualize selected cross sections of the
growing field, see Figure 5.30 and Figure 5.31.

Figure 5.30 show cross sections at fixed y-values. Since the solution is sym-
metric around the axes in Figure ??, so only cross sections for ”half” the object
is shown, i.e. y = 2 to y = 7. The other ”half” of the objects will be identical.
An interesting to note is that the plots for values y = 6 and y = 7 is identical to
the growing field of object 3 for small and medium working platform, see Figure
5.16 and Figure 5.17. Figure 5.31 show cross sections at fixed z-values.

This growing field shadows 0 voxels and contains 12 manufacturing layers.
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Figure 5.30: Results of GCFA w.r.t. working platform of medium size. Each
sub-figure show a cross section of the growing field at constant y-values.
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Figure 5.31: Results of GCFA w.r.t. working platform of medium size. Each
sub-figure show a cross section of the growing field at constant z-values.
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GCFA - Large working platform

The next result we will have a look at is found in Figure 5.32 where a large plat-
form is used as input together with the object and the GCFA program have been
run in order to generate the growing field.

Figure 5.32 show the large working platform together with the resulting grow-
ing field with respect to the current platform. This solution is also symmetric and
the axes of symmetry can be found in Figure 5.33.
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Figure 5.32: The result from running the GCFA program on object 6 together
with a large working platform.
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Figure 5.33: Axes of symmetry of growing fields. Object seen from above
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Same as for the medium platform results, the growing field is visualized as
cross sections at fixed y- and z-values, see Figure 5.34 and Figure 5.35.
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Figure 5.34: Results of GCFA w.r.t. working platform of large size. Each
sub-figure show a cross section of the growing field at constant y-values.



94 CHAPTER 5. IMPLEMENTATION AND RESULTS

10 12 14 16 18 20 22 24 26
x

10

12

14

16

18

20

22

24

26

y

(a) z = 2

10 12 14 16 18 20 22 24 26
x

10

12

14

16

18

20

22

24

26

y

(b) z = 3

10 12 14 16 18 20 22 24 26
x

10

12

14

16

18

20

22

24

26

y

(c) z = 4

10 12 14 16 18 20 22 24 26
x

10

12

14

16

18

20

22

24

26

y

(d) z = 5

10 12 14 16 18 20 22 24 26
x

10

12

14

16

18

20

22

24

26

y

(e) z = 6

10 12 14 16 18 20 22 24 26
x

10

12

14

16

18

20

22

24

26

y

(f) z = 7

10 12 14 16 18 20 22 24 26
x

10

12

14

16

18

20

22

24

26

y

(g) z = 8

10 12 14 16 18 20 22 24 26
x

10

12

14

16

18

20

22

24

26

y

(h) z = 9

10 12 14 16 18 20 22 24 26
x

10

12

14

16

18

20

22

24

26

y

(i) z = 10

Figure 5.35: Results of GCFA w.r.t. working platform of large size. Each
sub-figure show a cross section of the growing field at constant z-values.
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GCFA-ISP - Large working platform

Figure 5.36b show the large working platform together with the resulting growing
field with respect to the current platform.
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Figure 5.36: The result from running the GCFA-ISP program on object 6 to-
gether with a large working platform.

Same as for the medium platform results, the growing field is visualized as
cross sections at fixed y- and z-values, see Figure 5.37 and Figure 5.38.
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Figure 5.37: Results of GCFA-ISP w.r.t working platform of large size.
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Figure 5.38: Results of GCFA w.r.t. working platform of large size. Each
sub-figure show a cross section of the growing field at constant z-values.
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5.2.3 Summary of results

In this section, the results presented in Section 5.2.2 is summarized using two
tables. Table 5.1 shows the number of missed voxels generated by each method
when run on the objects with respect to the different platform sizes, while table
5.2 show the number of generated layers. The results will be discussed in Chapter
6.

Table 5.1: Algorithm performance in terms of missed voxels.

Number of missed voxels

Platform S M L

Method GCFA GCFA-ISP GCFA GCFA-ISP GCFA GCFA-ISP

Object
1 0 0 9 3 16 10
2 0 0 0 0 3 0
3 0 0 0 0 6 0
4 0 0 0 0 0 0
5 9 15 9 15 9 17
6 0 0 0 0 168 185

Table 5.2: Algorithm performance in terms of manufacturing layers.

Number of manufacturing layers

Platform S M L

Method GCFA GCFA-ISP GCFA GCFA-ISP GCFA GCFA-ISP

Object
1 14 14 14 14 12 15
2 12 12 12 12 12 13
3 10 10 10 10 10 11
4 11 11 11 11 11 11
5 11 21 11 21 11 19
6 12 12 12 12 12 16
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Chapter 6

Discussion

In this chapter the algorithms, the simulation results and the hardware will be
thoroughly discussed. Section 6.1 summarizes the changes made to the algorithms
from the paper and explains why they were made. Section 6.2 discusses the results
presented in Chapter 5. Section 6.3 compares the results obtained in this thesis to
traditional AM decomposition methods. Section 6.4 discusses the hardware used
in the paper, common robotic AM configurations and proposes a new hardware
based on the two above.

6.1 Changes made to the original algorithms

The original algorithms from [3][54] for decomposing objects into curved man-
ufacturing layers is found in Appendix B. As mentioned in Chapter 4, some
changes had to be made to the original algorithms in order to obtain realizable-
and satisfying results. The specific changes will be reviewed and discussed in this
section.

6.1.1 Defining AM-stable neighbors (ASN)

In [3], the set of AM stable neighbors is defined as in Definition 6 below. Figure
6.1a show an illustration of this set in 2D. For comparison, the illustration showing
the set of ASNs proposed in Chapter 4 of this thesis, Definition 3, can be found
in Figure 6.1b.
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Definition 6. Two voxels, vi,j,k and vr,s,t, are defined as AM-stable-
neighbours (ASN) if ||(i, j, k)− (r, s, t)||1 ∈ {1, 2}

In the algorithms, the set of ASNs represent voxels eligible for being accumu-
lated into the next layer, Lnext, because they can be manufactured in a support-
free manner. The difference between Definition 6 and Definition 3 is demonstrated
in Figure 6.1. We see that some points in Figure 6.1a is not present in Figure
6.1b. The change made to Algorithm 3 is that these four points (in 3D, six points)
have been taken out of the set because they enable for the adding of voxels that
violate the constraint for support-free for manufacturing, Constraint 1 in Chapter
4.
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Figure 6.1: Results using two different choices of norm-values when defining the
set of ASNs.

6.1.2 ISP voxel accumulation threshold

The ISP improvement scheme incrementally calculates new convex fronts in order
to find specific voxels that cause new voxels to be shadowed by looking one step
ahead.

In the code-snippet below, Code 6.1, from the implementation of incremental-
shadow preventiom(...), test shadowed is a list containing voxels shadowed

by test front (if any). potential shadowed is the list of voxels shadowed by
the convex front calculated by the greedy scheme that called the ISP-method and



6.2. SIMULATION RESULTS 101

that was used to generate next layer which ISP aim to improve.

Throughout the run of incremental shadow prevention(..), potential s-
hadowed stays the same, while the elements of test shadowed change. In order
to determine if a voxel should be added to the improved (reduced) next layer,
L̃next, we can compare the length of test shadowed, len(test shadowed), to a
numeric value. This numeric value can be seen as a threshold of whether to add
a voxel or not. Line 11 of Algorithm 4 in the Appendix states:

11: Add v into L̃ if St = SC

In Algorithm 2, which is the altered version of Algorithm 4, we instead write:

22: If St contains less voxels than Sp then

23: Add v to L̃next

The differences between these two instructions is that the line from Algorithm
4 is weaker than the instruction from Algorithm 2. For Algorithm 2 to approve of
a voxel being added to L̃next, the voxel must cause the shadowing of less voxels
than what is currently being shadowed by Lnext proposed by the greedy scheme,
which is len(potential shadowed). The line from Algorithm 4 however, allows
for the accumulation of voxels that cause the shadowing of the same amount of
voxels as Lnext.

So line 11 in Algorithm 4 have been replaced by line 22 and 23 in Algorithm
2. Code 6.1 show the implementation of this part of the program.

test_shadowed = find_shadowed(model , test_front , test_processed)

if len(test_shadowed) < len(potential_shadowed):

reduced_next_layer.append(voxel)

Code 6.1: Checking whether to keep a voxel in the improvement scheme.

6.2 Simulation results

In this section, the results presented in Section 5.2 will be discussed. For reference,
Table 6.1 show an overview of where the simulation figures of each object, platform
and method can be found in the thesis.
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Table 6.1: An overview of where to find which simulation result in the thesis.

Simulation result figures

Platform S M L

Method GCFA GCFA-ISP GCFA GCFA-ISP GCFA GCFA-ISP

Object
1 5.8a 5.8b 5.9a 5.9b 5.10a 5.10b
2 5.12a 5.12b 5.13a 5.13b 5.14a 5.14b
3 5.16a 5.16b 5.17a 5.17b 5.18a 5.18b
4 5.20a 5.20b 5.21a 5.21b 5.22a 5.22b
5 5.24a 5.24b 5.25a 5.25b 5.26a 5.26b
6 – – 5.28b – 5.32b 5.36b

5.30 5.34 5.37
5.31 5.35 5.38

6.2.1 Note: 2D vs. 3D objects

The methods from Chapter 4 are developed for dividing 3D objects into manufac-
turing layers, so we start the discussion by commenting on why the results from
this thesis are for the most part limited to 2D object, with only one exception, i.e.
object 6. The basis for using mostly 2D objects to test the algorithms is that a 3D
body is, in reality, a set of 2D objects stacked either on top of each other or next
to each other, a concept demonstrated in Section 5.1.2 and used for visualization
in Section 5.2.2. Due to this, the results from the 2D testing are still valid in 3D
and is used for demonstrating the concept and to evaluate the algorithms against
each other and on different types of objects.

The same implementation is used for both 2D and 3D input objects. So after
using 2D objects to develop an understanding of the algorithms and to identify
strengths and weaknesses in the programs, large-scale experimentation can be
made on 3D objects to verify the results derived from the 2D experiments. In order
to efficiently perform tests on 3D objects, an automated method for importing
objects from CAD software or similar methods must be developed. More on this
topic in the section proposing further work, i.e. Section 7.2.

6.2.2 Looking at the result tables

In order to discuss the results of the performed simulations presented in Chapter
5, we restate the tables summarizing the quantitative measurements of the results
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from Section 5.2.3 in Table 6.2 and Table 6.3 in this section. A desired result
can be measured as having a low amount of missed voxels and a low amount of
manufacturing layers.

We start by discussing the findings of Table 6.2, i.e. the number of missed
voxels. Missed voxels are the sum of shadowed voxels and voxels omitted without
being shadowed. The shadowing of voxels is caused by the size of the current
convex front Cc. Voxels that never enter the set of ASNs can never be considered
as support-free for manufacturing and is omitted due to this.

Looking at Table 6.2, we see that all growing fields are affected by the increase
in platform size. For every object, the worst result, i.e. the result with the largest
amount of missed voxels, is obtained by using a large platform. For every object
except object 5, the resulting growing field with respect to the small platform,
have zero missed voxels. Why the growing field generation is influenced by the
platform size will be discussed Section 6.2.3.

We also see that, in general, the ISP-algorithm does result in a fewer number
of missed voxels. The GCFA-ISP program manages to improve the result for all
objects except object 5. Why we obtain poor results for this particular object is
also discussed in Section 6.2.3.

Table 6.2: Comparison of algorithm performance in terms of missed voxels

Missed voxels

Platform S M L

Method GCFA ISP-GCFA GCFA ISP-GCFA GCFA ISP-GCFA

Object
1 0 0 9 3 16 10
2 0 0 0 0 3 0
3 0 0 0 0 6 0
4 0 0 0 0 0 0
5 9 15 9 15 9 17
6 0 0 0 0 168 185

Now we will have a look at what the layer count can tell us about a solution.
Due to adhesion between layers and the finishing look of the realized object, it is
desirable that the method generates as few manufacturing layers as possible. If
two methods generate growing fields that have the same amount of missed voxels,
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the growing field with the least amount of manufacturing layers would be the best
result.

In Table 6.3, we see that for object 1-3 the layer count only changes when
testing with the largest platform. In object 4 the layer count is the same for all
methods, while for object 5 the ISP method generates almost double the layers of
the GCFA methods for all platforms.

Table 6.3: Comparison of algorithm performance in terms of manufacturing
layers

Number of manufacturing layers

Platform S M L

Method GCFA GCFA-ISP GCFA GCFA-ISP GCFA GCFA-ISP

Object
1 14 14 14 14 12 15
2 12 12 12 12 12 13
3 10 10 10 10 10 11
4 11 11 11 11 11 11
5 11 21 11 21 11 19
6 12 12 12 12 12 16

6.2.3 Interpreting the results

From Section 6.2.2 we have experienced that the quality of the results is affected
by:

• Object configuration:

It is clear to see that the evaluation of each solution is affected by the
properties of each object. E.g. object 5 have poor results for all platform
sizes and both methods, while object 4, which is quite similar to object 5
gives good result for every test. Every object is composed of units that
form a combination of critical regions. The methods generate good results
on some combinations of critical regions and poor results for other combi-
nations. Experimenting can give valuable information on what objects the
methods are suited for.
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• Platform size:

The platform size affects how the object is divided into manufacturing lay-
ers and how many voxels are missed. This happens because of the way the
accessible working surface is defined. The definition of the accessible surface
was stated back in Section 4.4 as the current convex front, i.e. the convex
hull of the previously processed voxels and the working platform. Every
point that lies outside of the current convex front is a candidate for being
added to the next layer, so since the calculation of the front depends on the
platform, the platform will affect which voxels are accumulated. A smaller
platform will in most cases result in a smaller front, which in turn leads to
a larger amount of next layer candidates among the voxels of the object.

6.2.4 Evaluation of the results

Table 6.4 show a schematic overview of the evaluation of each growing field. Three
evaluation groups is used:

• Good: No voxels shadowed and few manufacturing layers

• Ok: Acceptable amount of shadowed voxels and few manufacturing layers

• Poor: Large amount of shadowed voxels and/or many manufacturing layers

Table 6.4: Evaluation of test results

Result

Platform S M L

Method GCFA GCFA-ISP GCFA GCFA-ISP GCFA GCFA-ISP

Object
1 good good poor ok poor poor
2 good good good good poor good
3 good good good good poor good
4 good good good good good good
5 poor poor poor poor poor poor
6 good good good good poor poor

For the small working platform, all objects except object 5 give ”good” results
using both the GCFA and the GCFA-ISP method. For the medium working
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platform object 2-4 give the best results (”good” for both methods), object 1 gives
”ok” result for the GCFA-ISP method while the remaining result is evaluated as
”poor”. For the large working platform, the only ”good” result is for object 2-3
with GCFA-ISP and for object 4 with both methods. The rest are evaluated as
”poor” for this platform.

6.2.5 How to improve the results

Since the GCFA method uses a greedy approach the result is expected to not be
optimal as mentioned when reviewing the approach in Section 4.4.3, so no further
improvements are suggested here other than using the smallest platform which is
practical to use when realizing the object.

Improvements to the GCFA-ISP method is, however, possible to obtain better
results. The voxel accumulation threshold of the ISP-improvement, discussed in
Section 6.1.2 can be tuned, i.e. changed to any numeric value, for the program to
give good results for a specific object with respect to the desired platform.

An other alternative for improving the GCFA-ISP result is to investigate dif-
ferent orderings of the list Q containing all elements of the proposed greedy layer
Lnext subject for improvement by reduction. The reason for the poor results of
object 5 and object 6 when using the GCFA-ISP method is the ordering of Q.
The authors of [3] which proposed the method, state that different sequences of Q
result in different ”safe” subsets, and that it is desirable to obtain connected large
regions that can be easily covered by tool-paths. The paper algorithm-command
for deciding the ordering of Q is:

7: Determine a heuristic sequence Q of voxels in Lnext by a flooding algo-
rithm;

The results in this thesis are generated by this command for choosing Q:

8: Copy the values of Lnext into Q;

This choice for Q is made because of the simplicity of the implementation, and as
found in Section 6.2.4, this choice gives good results for many of the tests.

6.3 Curved layers vs. planar layers

We learned in Section 2.1.4 about the fixed build direction being a limitation of
the commonly used gantry system in AM. As a consequence of the build direction
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having to be fixed, objects are usually divided into planar layers perpendicular
to the chosen build direction before manufacturing. These steps were previously
reviewed in Section 2.1.5.

It is interesting to compare the results obtained by allowing layers to be curved
instead of strictly planar. This section will, therefore, compare the worst result
from Section 5.2 obtained by the new robotic AM approach investigated in this
thesis to results obtained by slicing the same test objects into uniform, i.e. equal
size, planar layers. Table 6.5 highlights the results from Section 5.2 with the
highest amount of missed voxels and are the results we wish to compare to the
uniform slicing approach.

Table 6.5: Identification of the worst results obtained using one of the new
methods for each object.

Missed voxels

Platform S M L

Method GCFA ISP-GCFA GCFA ISP-GCFA GCFA ISP-GCFA

Object
1 0 0 9 3 16 10
2 0 0 0 0 3 0
3 0 0 0 0 6 0
4 0 0 0 0 0 0
5 9 15 9 15 9 17
6 0 0 0 0 168 185

We leave out the 3D object, object 6 from this comparison because it is suf-
ficient to compare the 2D object to demonstrate what we want to show in this
section. The chosen results are visualized together with newly generated results
from the test-object being uniformly sliced, see Figure 6.2-6.6. The voxel counts
are summarized in Table 6.6 for easy comparison.

It is easy to see that, for all test objects, the worst result using a curved-layer
method still produces fewer missed voxels than using uniform slicing.
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Figure 6.2: Object 1 – The worst result with new method vs. uniform slicing
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Figure 6.3: Object 2 – The worst result with new method vs. uniform slicing
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Figure 6.4: Object 3 – The worst result with new method vs. uniform slicing



6.3. CURVED LAYERS VS. PLANAR LAYERS 109

0 2 4 6 8 10 12 14 16
x

0

2

4

6

8

10

12

14

16

z

(a) GCFA with small platform

0 2 4 6 8 10 12 14 16
x

0

2

4

6

8

10

12

14

16

z
(b) Uniform slicing

Figure 6.5: Object 4 – The worst result with new method vs. uniform slicing
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Figure 6.6: Object 5 – The worst result with new method vs. uniform slicing

Table 6.6: Comparing number of missed voxels of the worst result obtained using
the new method and uniform slicing.

Missed voxels

Method CFA Uniform

Object
1 16 29 Fig. 6.2
2 3 18 Fig. 6.3
3 6 32 Fig. 6.4
4 0 14 Fig. 6.5
5 17 29 Fig. 6.6
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6.4 Hardware

Many types of 6 DOF systems exist. In this Section three different configura-
tions will be compared and discussed. First, the benefits and weaknesses of the
hardware used in the experiments of Dai et al. (2018), presented here in Section
4.5, will be discussed. This is followed by an evaluation of the inverted system,
where the platform is fixed instead of the deposition tool. To conclude, a new
configuration, based on the two successive systems, is proposed.

6.4.1 Fixed nozzle

Figure 6.7 show the system from Section 4.5. The authors of Dai et al. (2018)
argue that this configuration benefits the realized object because the filament
adhesion is helped by gravity, which due to the fixed deposition tool is always
aligned with the build direction.

G

z1

z2

z3

z4
z5

z6

x

x

x

Figure 6.7: Hardware where the platform is attached to the wrist of the robot
arm and the manufacturing tool is attached to an overhead beam.

Another important property to notice is that the platform can be chosen small
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in this case. Since the platform size often affect how the individual layers are gen-
erated, this is a strength to this configuration.

A weakness of this system is that it cannot be used to manufacture a general
object. If the object is too heavy, the robot arm may not have enough power to
lift it or to move it with sufficient accuracy. In addition to the weight-constraint,
the object must also be small enough to fit inside the frames holding the nozzle,
similar to using the gantry configuration.

6.4.2 Fixed platform

For most robotic AM systems proposed in research, the configuration in Figure
6.8 is the most commonly proposed. It is popular because it enables the manu-
facturing of large scale objects.

A drawback in using this configuration when realizing objects using the method
proposed in Dai et al. (2018), presented in Chapter 4, is that the working plat-
form used in calculating the accessible surface from Definition 4 in Section 4.4, in
reality, is much larger than the object to be realized. This is because the object,
in general, is located on the ground, and for the convex front to in reality be the
conservative accessible surface, the platform must be set as the ground.

x

x
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z1

z2

z3 z4
z5

z6

x

Figure 6.8: Hardware where the platform is on the floor and the manufacturing
tool is attached to the wrist of the robot arm.
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6.4.3 Fixed, elevated platform

Based on the drawbacks of the hardware discussed in Section 6.4.1 and Section
6.4.2, this thesis propose a new and improved hardware for the support-free man-
ufacturing of general models. By utilizing the small platform from the system
in 6.4.1 and the ability of manufacturing large scale objects from the system in
Section 6.4.2 we get the new and improved system in Figure 6.9.

In this system, the platform is elevated from the ground so that it can be
defined as small when computing the convex front in the algorithms. The robot
arm is kept from the system in Figure 6.8 so that the object size is not constrained
by the size of the frame holding the deposition tool. The elevation system lifting
the platform can be constructed so that it can hold the weight of the object better
than the arm.
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x

Figure 6.9: Hardware where the platform is attached to an elevation-device and
the manufacturing tool is attached to the wrist of the robot arm.

6.4.4 Summary

Table 6.7 summarizes the above mentioned benefits of each hardware.
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Table 6.7: Overview of which hardware obtains what properties.

Hardware
Hardware property Fig. 6.7 Fig. 6.8 Fig. 6.9

Large scale manufacturing × X X
Enables for use of small working platform X X ×
Is helped by gravity X × ×

To best benefit from the new system proposed in Dai et al. (2018), the work-
ing platform should be as small as possible. For large scale manufacturing, the
deposition-tool beam and the wrist-attached platform is a huge disadvantage, so
system 2 or 3 should be chosen in this case.
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Chapter 7

Conclusion and future work

7.1 Conclusion

In this thesis, two methods for decomposing arbitrary objects into manufactur-
ing layers, proposed in Dai et al. (2018) [3], have been implemented and tested.
Different comparisons were made of the results and new hardware was proposed
based on the test results and the comparisons.

The methods implemented were referred to as GCFA and GCFA-ISP and
both output what was referred to as a growing field, a list containing a sequence
of manufacturing layers for AM. The implementations were made based on two
algorithms from the supplementary documents of the paper [54]. Changes were
made to both algorithms in order to produce satisfying simulation results.

The methods took a voxel-representation of an object as input and accumu-
lated the voxels into specific manufacturing layers which together made up the
growing field. For this task, the GCFA method used a greedy approach. The
GCFA-ISP used a greedy approach to propose a layer and when this layer pro-
duced shadowed voxels, applied an incremental one-step look-ahead approach to
try to improve the layer by making it shadow fewer voxels.

The methods were implemented using the Python programming language.
Before testing, suitable test objects were created in order to efficiently reveal
strengths and weaknesses of the methods. Each test object was tested together
with three different platform sizes. The results, i.e. the growing fields, were vi-
sualized as layer plots where each layer was given a unique color. Comparisons
of each method on the same (platform, object)-pair were performed visually and
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numerically. In the end, the worst result generated by either the GCFA or the
GCFA-ISP method for each object was compared to the same object decomposed
by a common AM fabrication slicing method.

The results showed that in most cases the GCFA-ISP method did generate
a better result compared to the GCFA method. In the cases it did not improve
the result it was either because the choice of Q, the ordering of the voxels in a
layer when checked for causing shadowed voxels, or the object had a particularly
difficult configuration that caused the method to fail.

The results also showed that the platform size impacts the generation of the
layers. It was shown that because a large platform increases the size of the conser-
vative accessible surface, more voxels will be situated inside the region and thus
more voxels will end up shadowed.

For all objects, it was verified that fewer voxels were missed when the object
was decomposed into curved layers than into planar layers. Uniform, planar layer
decomposition methods are dependent on the use of support-structures in order
for an object to be directly manufactured.

To conclude, the methods investigated in this thesis, by decomposing an object
into curved layers, do utilize the abilities for a robot to specify both position
and orientation of the manufacturing tool, to realize object of arbitrary size and
shape as long as the object can be situated on an isolated, or elevated platform
for manufacturing.

7.2 Future work

In this section, topics for futher work is proposed. We start by revisiting the
pipeline of the multi-axis support-free manufacturing robotic AM system [3] from
Section 4.2:

1. Obtain digital object

2. Object sampling

3. Divide the object into manufacturing layers

4. Calculate tool paths to cover each manufacturing layer

5. Translate tool paths into machine code

6. Realize object
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We will now have a look at the steps individually and propose future work on
each step. Some methods have been developed by the author in order to solve
the tasks of step 1 and step 2, but work on these areas has not been emphasized.
Therefore, methods for generating and sampling digital models are proposed for
further work. Step 1,5 and 6 have been out of scope for this thesis and is also
suggested for further work.

Obtain digital model

A wide variety of methods and already existing software may be used to solve this
task. Software such as FreeCAD mentioned in Chapter 2 and similar programs
may be used for this task. The reason why this has not been investigated further
in this thesis is because of the background and interests of the authors, and that
it was not necessary to have an automated system for the generation of objects
to perform the tasks of the scope of the thesis.

It is, however, a necessary step in order to develop a complete framework for
the robotic AM system of concern and should, for this reason, be investigated
further.

Sampling of object

The sampling of the object can be viewed as the connector between a CAD soft-
ware and the AM system investigated in this thesis. In many well established AM
systems, the input to the object processing algorithms such as slicers and path
generators is, as reviewed in Section 2.1.5, a tessellated object, i.e. triangular
approximated version of the CAD model. In this system, however, the input is a
list of the coordinates of each point of the sampled object.

Therefore methods for transforming a CAD model into points must be re-
viewed and tested, or developed, for this application.

Layer generation

The paper propose 4 methods for the generation of layers. This thesis has focused
on implementing two of them (GCFA, GCFA-ISP). The other methods should
be investigated and implemented for evaluation and comparison purposes. Other
methods, influenced by the methods in the paper, may also be developed.

Choices of Q in the GCFA-ISP method should be investigated further and
more 3D objects should be tested.
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Tool-path calculation

The paper investigated in this thesis does propose a method for calculating tool-
paths to cover curved layers. Complete algorithms for this task is however not
presented together with the paper.

Further work on this area can be to either study the method proposed in the
paper using Fermat spirals and geodesic metrics or to look at other methods for
connecting the points of each layer in the growing fields.

Translate tool-paths

After the tool paths have been calculated, they must be sent to run on some
hardware.

The system investigated have been developed for the hardware from Section
4.5. An illustration of this hardware can be found in Figure 4.25. In order to
use this system to manufacture objects of large scale, application for an inverted
system, see Figure 2.10, is desirable. An investigation must be made to find out
if the output of the system is not suited for this system, or if changes must be
made to run it on this hardware.

It is the author’s together with supervisors’ conclusion that this is a possible
task. If the output of the tool-path program is an ordered list of coordinates,
investigations must be made to find out if this path can be realized by both
systems.

7.2.1 Physical experiments

To investigate and evaluate the result of the system in total, experiments must be
performed and are left for further work as no program for generating tool-paths
has been implemented during the work with this thesis.
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Appendix A

Mathematical formulas

Definition 7. The n-norm is defined as

||x||n =
n
√

Σk
i=1|xi|n p ≥ 1

Definition 8. The convex hull of a set of points S in n dimensions is
the intersection of all convex sets containing S. For N points p1, ..., pN ,
the convex hull C is given by the expression

C =


N∑
j=1

λjpj : λj ≥ 0∀j and

N∑
j=1

λj = 1



The convex hull of a set of points is the smallest convex set that contains the
points [50]. In three dimensions, the convex hull is a convex polyhedron of a final
amount of points [51]. A polyhedron consist of n polygonal faces interconnected
by n+ 1 vertices. A convex polyhedron is made from a convex set of points.
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Definition 9. (Convex set) A set S is convex if for all x and y in S, the
line segment connecting x and y is included in S.)
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Appendix B

Algorithms

The following algorithms can also be found as Algorithm 1 and Algorithm 2 in
the supplementary document [54] of [3].
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Algorithm 3 GreedyGrowingCFA

Input: Voxel representation of a solid model, H̄ = {vi,j,k}
Output: A growing field G(·) with value defined on every voxel of H̄
1: Adding all voxels adjacent to the platform T to the first layer L1, as a set of

voxels;
2: Set L1 as the current working layer Lc and Cprev = ∅;
3: Set the layer index τ = 1;
4: while Lc 6= ∅ do
5: Add all voxels of Lc into the already processed set, V;
6: Compute the new convex-front by the convex hull of Cprev, Lc and T as
Cc = C(Cprev ∪ Lc ∪ T );

7: Set Lnext = ∅ and τ = τ + 1;
8: for each vi,j,k ∈ Lc do
9: for each vr,s,t ∈ N (vi,j,k) do

10: if vr,s,t NOT inside Cc then
11: if vr,s,t 6∈ V AND vr,s,t 6∈ Lnext then
12: Add vr,s,t into Lnext;
13: end if
14: end if
15: end for
16: end for
17: for each vr,s,t ∈ Lnext do
18: Assign the field-value as G(c(vr,s,t)) = τ
19: end for
20: Set Lc = Lnext and Cprev = Cc
21: end while=0
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Algorithm 4 IncrementalShadowPrevention

Input: The voxel set of an input model H̄, the set of processed voxels V, the next
layer Lnext and the current set of shadow region SC

Output: An reduced set of Lnext
1: Set Sp = ∅, and L̃ = ∅;
2: Compute Cp = C(Cc ∪ T ∪ Lnext);
3: ∀v ∈ (H̄\V), add v into Sp if it is inside Cp;
4: if Sp = Sc then
5: Return Lnext
6: end if
7: Determine a heuristic sequence Q of voxels in Lnext by a flooding algorithm;
8: while Q 6= ∅ do
9: Remove a voxel from v from the head of Q;

10: Compute the set of shadowed voxels St according to Ct = C(Cc∪T ∪L̃∪v);
11: Add v into L̃ if St = Sc;
12: end while
13: if L̃ 6= ∅ then
14: Set Lnext = L̃
15: else Set Sc = Sp;
16: end if
17: return Lnext
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Appendix C

Code

The implemented algorithms can be found in attached documents of this thesis.
The name of the project is ”Robotic AM system”. These are the implemented
modules of the program:

• fileprocessing.py

• utilities.py

• convex front advancing.py

• plot2d.py

• plot3d.py

• main.py

The object can be found in a separate folder-hierarchy inside the project folder.:

• Objects

– 3D

– 2D
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