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Neutron powder diffraction was used in operando to determine the macroscopic strain and pie-
zoelectric coefficient as a function of applied electric field in a technically relevant actuator 
material. We were able to individually investigate the two coexisting phases in the material and 
reveal the origin of maximized strain at phase boundaries. Insight into the strain mechanisms 
with unprecedented detail gives evidence that, on average, the classic inverse piezoelectric effect 
does not apply for polycrystalline materials. 

 
 

1. INTRODUCTION 

Piezoelectric ceramics exhibit the remarkable ability to 
couple elastic strain and polarization under the influence of 
an applied electric field. Among the various types of de-
vices, actuators rely on high electric fields to generate high 
strains and forces. Prominent examples are multilayer stack 
actuators used e.g. in ink-jet printers [1] and injectors in 
modern combustion engines [2] to increase efficiency, as 
active vibration damping in trains, planes or cars to guaran-
tee comfortable travelling [3] and they play an important 
role for nano-positioning in microscopes, monochromators 
or detectors [4]. For significant increases in efficiency and 
clock speed even a concept for nano-actuator-based post-
CMOS digital switches has been proposed [5], which 
demonstrates the wide range of applications for this class of 
materials. Meanwhile actuators are produced in millions of 
pieces every year and the number is growing rapidly.  

Most of these devices are based on doped lead zirconate 
titanate (PZT) ceramics with compositions near the so 
called morphotropic phase boundary (MPB) [6], which sep-
arates the tetragonal from the rhombohedral stability region 
and where the relevant functional properties approach their 
maximum. The crystal structure at the MPB is a matter of 
controversial debate for many years, sparked by indications 
of a monoclinic phase [7]. Theories range from actual mon-
oclinic symmetry [7] over real structure effects in the sta-
bility region of nanodomains [6] to coherently diffracting 
nanotwin superlattices [8]. It has been shown that the com-
plex micro- and nanodomain structures at the MPB [9] re-
sult in local structures that cannot be described with a sim-
ple average structure model [10]. Although calculations 
predict polarization rotation via a monoclinic phase during 

the application of an electric field [11,12], the actual mech-
anisms are still unknown and monoclinic symmetry might 
be a metastable intermediate step with unknown kinet-
ics [13]. 

When the composition approaches the MPB, the piezo-
electric properties reach a maximum and the unit cell dis-
tortions of the neighboring phases decrease [14]. This de-
creases the activation energy for a field induced phase 
transformation, which can then be activated by electric 
fields in the kV/mm range. Therefore, the most interesting 
compositions for applications exhibit a phase coexistence 
of highly correlated phases [15–17], which complicates 
structural analyses. However, we recently developed a 
comprehensive method to analyze all strain mechanisms 
with a Strain, Texture and Rietveld Analysis for Pie-

zoceramics (STRAP) from powder diffraction. The well-
known strain mechanisms in piezoceramics are the intrinsic 
converse piezoelectric effect and extrinsic domain switch-
ing [18]. Furthermore, we demonstrated the importance of 
a field induced phase transformation as additional strain 
mechanism  [16,17,19–23]. When a large field induced 
strain is observed, the field induced phase transformation is 
reversible and stable over many cycles [15–17,20,23]. 

We already demonstrated that STRAP is capable of cal-
culating the overall macroscopic response to an applied 
electric field based on a single structure model of coexisting 
phases [15,21]. Since the model yields all structural infor-
mation for every phase, we show in this paper that this of-
fers the unique possibility to investigate the individual con-
tributions of each phase to the overall macroscopic re-
sponse. STRAP allows for the first time correlation of the 
macroscopic behavior of large samples with the crystal 
structure during application of the field (“in operando”). 

Here, we present the reconstruction of the macroscopic 
strain hysteresis with STRAP with a structure model based 
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on the atomic scale. The fact that STRAP delivers a full set 
of structural parameters gives unprecedented insight into 
the strain mechanisms relevant during a bipolar cycle of a 
commercial actuator material. 

2. EXPERIMENTAL METHODOLOGY 

Sintered ceramics of the technologically applied actua-
tor material PIC 151 (Pb0.99�Zr0.45Ti0.47(Ni0.33Sb0.67�0.08�O3, 
PI Ceramics, Lederhose, Germany) [24] were cut and pol-
ished into rectangular bars of 3.5 x 3.5 x 25 mm. Platinum 
electrodes of approximately 50 nm were sputtered on two 
opposing long sides of the samples. Neutron diffraction 
data was collected at the Wombat beamline of the Austral-
ian Nuclear Science and Technology Organization 
(ANSTO) in Sydney, Australia at two different wave-
lengths for each step during the hysteresis. A shorter wave-
length of λ = 1.63 Å was used for a large Q-range and a 
longer wavelength of λ = 2.41 Å for high angular resolu-
tion. The electric field was applied via a TREK high voltage 
amplifier in steps of 0.1 kV/mm from 0.5 to 1.5 kV/mm and 
in steps of 1.0 kV/mm from 2.0 to 0.0 kV/mm as described 
elsewhere [25]. Rietveld refinement was performed using 
the software package MAUD (Materials Analysis Using 
Diffraction) [26] with a tetragonal P4mm and a rombohe-
dral R3m phase. The exact details of the experiment and re-
finement of the STRAP method can be found else-
where [15]. Direct macroscopic measurements, which were 
used to compare with STRAP-derived values, were taken 
with an aixACCT TF analyzer (TF1000, aixACCT, Ger-
many). In continuous mode, frequencies from 10 mHz to 1 
Hz were accessible. In static mode a range of field points 
were set for a defined period of time, giving strain loops 
with frequencies of 10 mHz, 555 µHz and 16 µHz. 

3. RESULTS AND DISCUSSION 

The STRAP method used here quantifies three known 
strain mechanisms [15]. The phase fractions, which charac-
terize the field induced phase transformation, are extracted 
from a Rietveld refinement. The domain switching strain is 

modelled with a texture model and the lattice strain with a 
strain model. Since Rietveld refinement is based on a single 
structure model, only a single set of lattice parameters is 
used for each phase. The orientation dependent change of 
the lattice parameters is accounted for with the strain model 
Weighted Strain Orientation Distribution Function, 
(WSODF) [27].  

(Figure 1) depicts the strain mechanisms for the tetrag-
onal and the rhombohedral phase over a full bipolar cycle. 
Note that each point represents the results of a full STRAP 
refinement. Similarly to our previous results [15], the te-
tragonal phase exhibits a high domain switching strain SD,T, 
whereas the rhombohedral phase exhibits a high lattice 
strain SL,R. Thus the two phases respond differently to an 
applied electric field. For both phases the coercive field EC 
can be clearly observed where the strain decreases to a min-
imum value. The diffraction based analysis gives absolute 
values directly, without resorting to macroscopic measure-
ments. Therefore, even without knowing the previous his-
tory of a sample, absolute strain values can be extracted. 
Additionally, the method can characterize all strain mecha-
nisms for both contributing phases individually. For 
PIC151 both phases have the same coercive field of 0.7 
kV/mm at this particular frequency.  

For the tetragonal phase the domain switching strain 
SD,T has a significantly sharper response at the coercive field 
EC than the lattice strain SL,T. However, while the lattice 
strain SL,T is reduced to zero at EC, the domain switching 
strain retains a residual value of 0.06 % on the negative side 
and 0.07 % on the positive side of the hysteresis loop. For 
the rhombohedral phase the responses are similar for both 
domain switching and lattice strain. Both strain mecha-
nisms show no significant strain values at EC, which results 
in patterns that appear as from an unpoled material. 
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Figure 2: Field dependent evaluation of the phase fractions. 

Figure 2 shows the field dependent evolution of the 
phase fractions. After poling, the tetragonal phase fraction 
is significantly reduced. With increasing field, the tetrago-
nal phase fractions first increase slightly but do not reach 
the values for the unpoled state. Then they decrease contin-
uously. This is in good agreement with previous observa-
tions using X-rays [17,20] and neutrons [28]. The com-
bined values of the strain mechanisms can be weighted with 
the phase fractions F of the tetragonal and the rhombohe-
dral phase: 

(a)          Tetragonal (b) Rhombohedral 
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Figure 1: Strain loops calculated from Rietveld refinement with 
texture analysis for (a) the tetragonal phase and (b) the rhombohe-
dral phase. The total strain (ST, SR) is a phase weighted sum of the 
lattice strain (SL,T, SL,R) and the domain switching strain (SD,T, 
SD,R) of each phase. 
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� = �����,� + �	,�
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 (1) 

This combined strain S, calculated from neutron diffrac-

tion, is plotted in Figure 3(a) together with the macroscop-
ically measured bipolar strain loop. Since the calculations 
from diffraction result in absolute values for S, the macro-
scopically measured strain loop was shifted in S so that the 
remanent values match each other. Both strain loops show 
a similar behavior. The strain decreases at EC for both meth-
ods to around 0.05 %. However, there are significant differ-
ences for EC and the maximum strain Smax at maximum elec-
tric field Emax. This is due to the difference in measurement 
frequencies. While the slowest possible frequency for the 
aixACCT TF analyzer in continuous mode is 10 mHz with 
a period length of 100 s, the neutron diffraction experiment 
lasted more than 17 h. This results in an effective bipolar 
frequency of 16 µHz, which is about three orders of magni-
tude slower than the macroscopic measurement. Zhou and 
Kamlah [29] investigated these slow kinetic effects on the 
strain response. The observed creep was measured directly 
and 600 s after field application. This translates to a rather 
high frequency in the mHz to Hz range and a low frequency 
in the µHz range. The differences in Smax at Emax due to 
creep were quantified to 0.05 %, while EC shifted by around 
0.3 kV/mm. This correlates exactly with the shifts observed 
in Figure 3(a). A specially developed slow static macro-
scopic measurement at 16 µHz has remarkable agreement 
with the calculated strain loop (Figure 3(a), green curve). 

When plotting the coercive fields as a function of fre-
quency, the well-known logarithmic behavior can be ob-
served (Figure 3(b)) [30–32]. For frequencies � ≥ 10 mHz 
the macroscopic measurements were performed continu-
ously, while for frequencies 0.555 ≤ � ≤ 10 mHz they 
were performed step wise. Both measurement techniques 
overlap at 10 mHz and coincide perfectly. An exponential 
fit confirms the approximation of �� ∝ ��  [32], with β = -
0.022 (Figure 3(b), green). Comparing these results with the 
neutron measurements reveals a significant deviation from 

the logarithmic behavior, indicating additional kinetic ef-
fects at very low frequencies. 

More detailed studies [33] showed that the coercive 
field can be expressed as 

�� =
��

−���� ∙ ���
   

(2) 

where Ea is the activation field, f  the frequency and τ0 
the local switching time. Zhukov et al. already determined 
the coefficients for PIC151 to Ea = 26.8 kV/mm and τ0 = 
3.5·10-12 s with polarization switching experiments [33]. 
When plotting the frequency logarithmic against 1/EC, a lin-
ear dependence can be observed [30]. Assuming a constant 
local switching time, fits reveal an activation field strength 
Ea = 28.2 kV/mm for the macroscopic measurements and 
Ea = 26.2 kV/mm for the neutron measurements. This indi-
cates that for extremely low frequencies the activation field 
is significantly reduced. When only the macroscopic meas-
urements are considered Ea = 36.8 kV/mm and τ0 = 4.6·10-

16 s. For the complete data set Ea = 25.3 kV/mm and τ0 = 
6.6·10-11 s. 
(a)       (b) 
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(c)       (d) 
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(e)      (f) 
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Figure 4: Field dependent evolution of the tetragonal (a) aT and 
(b) cT, rhombohedral (c) aH and (d) cH lattice parameters in com-
parison with the values in the unpoled state and field dependent 
change in lattice parameters for (e) the tetragonal and (f) the 
rhombohedral phase. 

The electromechanical coupling is expressed by the pi-
ezoelectric coefficient d33. As Hinterstein et al. showed in 

(a)  (b)  
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Figure 3: (a) Bipolar strain loop macroscopically measured at 10 
mHz (red), 16 µHz (green) and calculated from diffraction (blue) 
at an effective frequency of 16 µHz. (b) Frequency dependence of 
the coercive field Ec in the frequency range from 10-5 to 100 Hz, 
measured macroscopically (red dots) and calculated from diffrac-
tion (blue dot). Frequency dependence of EC fitted with different 
models (dashed lines)  [33]. 
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previous work [17], d33 can be calculated from the change 
of the lattice parameters Δc and phase fractions obtained 
from diffraction data (Figure 2 and Figure 4(e) and (f)). 

The STRAP method is based on Rietveld analysis with 
the program MAUD [26]. In Rietveld analysis a structure 
model with only a single set of lattice parameters and 
atomic positions is used. Therefore, the refined lattice pa-
rameters are representative for an average over the whole 
bulk material. Orientation dependent differences of the lat-
tice parameters within the material are taken into account 
with the WSODF model [27], incorporated in MAUD. This 
model accounts for the lattice strain. 

Figure 4(a) and (b) depict the field dependent evolution 
of the tetragonal and Figure 4(c) and (d) of the rhombohe-
dral lattice parameters. It becomes obvious that for the te-
tragonal phase the remanent values are the same as for an 
unpoled sample, whereas the rhombohedral values show a 
significant difference. Here, only at the coercive field the 
lattice parameters reach the same values as for an unpoled 
state. This indicates significant stresses that are induced in 
the rhombohedral phase during poling. 

Due to the hexagonal setup of the rhombohedral phase 
the two sets of lattice parameters are not very well compa-
rable. Therefore, Figure 4(e) and (f) depict the relative 
change of the lattice parameters in comparison to the rem-
anent value. This comparison shows the extraordinary in-
crease of cH at the coercive field. 

The change of the lattice parameter Δc can be calculated 
relative to the remanent state 

∆" =
"# − "�

"�  
(3) 

where c0 describes the lattice parameter in the remanent 
state and cE with applied electric field. Then the piezoelec-
tric coefficient results as 

$%%
¤ =

��

�
∙ ∆"� +

��

�
∙ ∆"�  

(4) 

In Figure 5 this calculated $%%
¤  is compared to the mac-

roscopically measured d33. Even though the calculation of 
the $%%

¤  from diffraction data is based on the simple assump-
tion that all c-axes are aligned along the electric field vector 
E, the agreement between the measured and calculated pi-
ezoelectric coefficient is remarkably good. The advantage 
of calculating the $%%

¤  from diffraction is that both phases 
are accessible individually. Figure 5(b) depicts the calcu-
lated $%%

¤  for the tetragonal and the rhombohedral phase. 
While the tetragonal $%%

¤ exhibits the same trend as the over-
all d33 with slightly lower maximum values of around 500 
pm/V, the rhombohedral $%%

¤  exhibits extraordinary high 
values around 2000 pm/V at EC. This indicates that the high 
d33 values at phase boundaries result from the coexistence 
of crystallographic phases. 
(a) Phase weighted (b) Individual phases 
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Figure 5: Calculated $%%
¤  (a) as a phase weighted sum for both 

phases together with the macroscopically measured d33, (b) for 
the tetragonal and for the rhombohedral phase. 

Since the refinements not only directly yield the strain 
mechanisms, but also basic attributes such as the lattice pa-
rameters (Figure 4), the unit cell volume V and the unit cell 
distortion η of both phases can be investigated individually 
to understand the significant differences in electromechan-
ical coupling of the two phases. Since PIC151 is predomi-
nantly tetragonal, the tetragonal phase also has a stronger 
unit cell distortion [19]. 

The field dependent phase fractions (Figure 2) and unit 
cell volumes, calculated from the lattice parameters (Figure 
4) can be used to calculate the overall unit cell volume, de-
picted in Figure 6(b). The value for the unpoled state is sig-
nificantly smaller and is almost reached again at the coer-
cive field. This evolution is a result of the stresses con-
cluded from Figure 4(c) and (d) and still follows the trend 
expected from a two-step 90° domain switching. Due to er-
ror propagation from the unit cell parameters and phase 
fractions, the errors for the overall unit cell volume are 
about one order of magnitude higher than the changes with 
field. Therefore, they are not shown in Figure 6(b). 

Figure 6(a) compares the relative changes in unit cell 
volume for the individual phases and the overall unit cell 
volume. Again, the error bars are not shown for the same 
reasons as mentioned for Figure 6(b). The trends show that 
the tetragonal and the rhombohedral phase have exact op-
posite behaviors. However, due to the large tetragonal 
phase fraction, the tetragonal unit cell volume dominates 
the overall unit cell volume. 
(a)       (b) 
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Figure 6: (a) Field dependent relative change in unit cell volume 
for the individual phases and the phase weighted overall volume 
and (b) field dependent evolution of the combined unit cell vol-
ume. 

Figure 7(a) compares the tetragonal and the rhombohe-
dral unit cell distortion as a function of the electric field. 
When analyzing the unit cell distortion, both phases show a 
pronounced response to the applied electric field (Figure 
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7(a)). For the tetragonal phase the unit cell distortions in the 
unpoled and the remanent state are identical. For the rhom-
bohedral phase the unit cell distortion decreases signifi-
cantly upon poling and stays constant over most part of the 
hysteresis loop with values between 0.45 % and 0.50 %. At 
EC, ηR increases sharply to almost 0.70 % on both sides of 
the hysteresis loop, which is in the range of the unpoled 
value. This coincides with the strong increase of $%%

¤  at EC. 
Figure 7(c) displays the difference ϕ of the characteristic 
crystal axes [001] and [111] for both phases: 

'��( = 1 −
100�

001�
 

(5) 

and 

'((( = 1 −
111�

111�
 

(6) 

The general appearance of ϕ is similar to the one of η, 
especially for the rhombohedral phase. According to Equa-
tion (6) ϕ111 describes the expansion of the rhombohedral 
polar axis [111] when a tetragonal grain transforms to a 
rhombohedral one. For the rhombohedral phase there is a 
strong increase at EC, which explains the extraordinary high 
$%%

¤ . This indicates that the extraordinarily high $%%
¤  is a re-

sult of the field induced phase transformation. 
For the tetragonal phase, ηT  also exhibits an unexpected 

behavior. The classical theory of the inverse piezoelectric 
effect postulates an increase of [001]T and a decrease of 
[100]T with applied electric field, leading to an increase of 
ηT. The observations, however, show the exact opposite. 
Starting from the remanent state, ηT first increases with 
electric field until EC. From there ηT constantly decreases 
until the maximum field. 

The initial increase of ηT coincides with a macroscopic 
compression as observed in Figure 3(a) at EC. The sharp 
minima at EC in Figure 3(a) correspond to the onset of 180° 
domain switching. Daniels et al. recently showed with time 
resolved high energy X-ray diffraction that 180° domain 
switching actually occurs via two distinct and sequential 
90° domain reorientation steps [34]. When S decreases, 
starting from the remanent strain and a constant volume is 
assumed, the sample will expand in the plane perpendicular 
to E. When a domain is first aligned along the positive field 
direction and switches by 90°, it will be aligned perpendic-
ular to E and this results in a shrinkage along E. At the same 
time ηT increases. This indicates that towards EC the inverse 
piezoelectric effect predominates the unit cell distortion for 
low electric fields. Additionally, during the two-step 90° 
polarization reversal, cT  can reach higher values due to re-
duced intergranular constraints. Together this results in a 
general increase of ηT towards EC. 

The continuous decrease of ηT for higher fields can be 
explained due to the large tetragonal unit cell distortion of 
around 1.4 %. For grains with [001] aligned perpendicular 
to E, tetragonal 90° domain switching results in a strain 

comparable to ηT. This would be three times higher than the 
macroscopically observed total strain amplitude and almost 
ten times higher than the unipolar strain. Due to intergran-
ular stress constraints the maximum elongation of a grain is 
limited in a sintered body [18]. With increasing electric 
field more and more grains switch towards E depending on 
their orientation [35]. Therefore, the resulting ηT at high 
electric fields is lower than in the remanent or unpoled state. 
Since ηR is in the range of the maximum macroscopic strain 
amplitude, this behavior is not observed for the rhombohe-
dral phase in this material. 
 (a)  (b)  
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Figure 7: (a) Unit cell distortion for the tetragonal (ηT) and rhom-
bohedral phase (ηR) during bipolar cycling and for comparison 
the unpoled values. (b) Dielectric coefficient during cycling 
measured macroscopically with small signal (ε33) and large signal 
(εls). (c) Difference of polar axes ϕ 001 and ϕ 111 between the te-
tragonal and the rhombohedral phase. (d) Pole figure density at 
∝ = 0° (along E) for the tetragonal 111T and rhombohedral 200R 
reflection. 

The difference of a rhombohedral [100]R and a tetrago-
nal [001]T axis ϕ001 (see Equation (5)) for field induced 
phase transformations to the tetragonal phase shows an in-
verted electrostrictive behavior. Again intergranular stress 
constraints limit the maximum unit cell distortion. Simi-
larly to the case of η, ϕ001 is larger than ϕ111. Again these 
values correspond to an average from the Rietveld refine-
ment. The lattice strain results in an orientation dependent 
deviation from this mean value. Since SL,R is generally 
larger than SL,T for PIC151 the actual differences of the 
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[111] and [001] axes along E is smaller for ϕ001 (see Equa-
tion (5)) and larger for ϕ111 (see Equation (6)) than shown 
in Figure 7(c). 

When comparing the values of Figure 7(a), (c) and (d) 
with the macroscopically measured small signal permittiv-
ity ε33 and large signal permittivity εls in Figure 7(b), obvi-
ous similarities of the curves can be observed. Since ε33 re-
sults from reversible processes such as domain wall vibra-
tions and the inverse piezoelectric effect and εls from both 
reversible as well as irreversible processes such as domain 
wall motions [36], this indicates fundamentally different 
behaviors of the two phases. 

Figure 7(d) displays the pole figure densities in multi-
ples of random distribution (MRD) of the tetragonal 111T 
and rhombohedral 200R reflections in the direction along E. 
In both symmetries these reflections are not split and, there-
fore, cannot be textured in a single phase material. How-
ever, both reflections show significant texturing as a func-
tion of applied electric field and the plots show similar be-
havior as for the unit cell distortions in Figure 7(a). Both 
pole figure densities directly prove the orientation depend-
ent phase transformation. Details about this mechanism 
have been described elsewhere [15]. The phase transfor-
mation occurs simultaneously in both directions and is al-
most fully reversible, which is reflected by the values close 
to unity in the remanent state. 

4. SUMMARY 

The results presented here provide insight into the strain 
mechanisms of actuator materials in unprecedented detail. 
STRAP is able to perfectly reproduce the macroscopic 
strain from a crystallographic model based on the atomic 
scale. Since the most extreme material properties are 
reached in the vicinity of phase boundaries, the structure 
model requires and utilizes two phases. STRAP is currently 
the only way to analyze these coexisting phases individu-
ally. We could resolve the crystallographic behavior of both 
phases during bipolar cycling and show that on average the 
classic model of the inverse piezoelectric effect does not 
apply. The bidirectional phase transformation leads to enor-
mous values of d33 for the minority phase, which explains 
the high properties at the MPB. Therefore, the STRAP 
method is of great interest to the research community in the 
field of functional materials, especially when external stim-
uli are involved. 
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