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## Abstract

In the physical world, the system components or the system states are probabilistically related to each other spatially and temporally. This kind of relation is termed stochastic dependence or dependence, which is described in mathematics by the probability measures of the dependent elements. We regard the dependence as a physical reality as well as a mathematical property and propose to control the dependence for the system performance improvement. We build a theory of dependence control and apply the theory to the wireless communication system. Specifically, we prove that the wireless channel capacity is intrinsically light-tailed due to the passive nature of the wireless channel and the power limitation, the dependence of the stochastic process is transformable due to the existence of both uncontrollable and controllable random parameters, and dependence in the arrival process and service process of a queueing system are measurable and have a dual potency to influence the queueing system performance. Particularly, we summarize the dependence measures of the queueing system, the dual potency of the arrival and service processes, and the dependence transformability of the stochastic process as the three principles of the dependence control theory, i.e., the measurability, duality, and transformability.

## Preface

This thesis is submitted in partial fulfillment of the requirement for the degree of Doctor of Philosophy at Norwegian University of Science and Technology. This thesis is my original work. The main contribution of this thesis lies in building a theory of dependence control.

The stochastic dependence or dependence for short describes the probabilistic interrelationships between the system states in physical systems. The dependence is an inherent property of the physical systems and stochastic processes, particularly, the dependence has a significant impact on the system performance. For example, the dependence in the arrival process and the service process, even with light-tailed marginal distributions, can induce a heavy-tailed distribution of the performance measures of the queueing system. In parallel with modeling the stochastic dependence in the physical system, this thesis proposes to control the dependence through the dependence manipulation techniques in order to obtain a better system performance. In principle, the control of dependence is feasible due to the fact that the system performance measures are usually determined by not only the uncontrollable random parameters but also the controllable random parameters, and a manipulation of the dependence in the stochastic processes of the controllable random parameters has a consequent influence on the system performance. The dependence control theory applies to the general stochastic systems, e.g., the queueing systems, specifically, we consider the case of wireless communication systems, of which the stochastic
properties are studied in particular. The contents of this thesis are explicated as follows.

In Chapter 1, we provide an overview of this work. Specifically, we introduce the thoughts of dependence control, outline the structure of the dependence control theory, and provide the reason for choosing the mathematical techniques for proving the results in the dependence control theory. In addition, the related methodologies, like dependence modeling and dependence coupling, and the related application areas, like simulation and finance, are reviewed.

In Chapter 2, we provide a tail perspective on the wireless channel gain and the wireless channel capacity. We show that the wireless channel gain has finite moments in the stochastic channel models due to the passive nature of the wireless propagation environment. Furthermore, we show that the light-tail behavior is an intrinsic property of the wireless channel capacity considering the power constraints in the wireless communication system. The results provide a foundation for the mathematical analysis with respect to the moments of the wireless channel capacity, i.e., the moments of all orders exist.

In Chapter 3, we investigate how to control the dependence in a queueing system. We consider three fundamental questions raised by dependence control: what to measure the dependence; where to seek the dependence; and how to transform the dependence. By answering these questions, we formulate the underlying rules of dependence influence on the system performance as the three principles of dependence control, i.e., measurability, duality, and transformability, which verify the feasibility of dependence control and make up the building blocks of the dependence control theory. As a demonstration, we provide simulation and numerical results of the application of the dependence control theory to the wireless communication system.

In Chapter 4, we conclude this thesis and discuss the future research
topics. Particularly, it is interesting to extend the dependence control concept to different application scenarios, different operational systems, and different probability structures.
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## Notation

| $\mathbb{R}$ | the real number |
| :--- | :--- |
| $\mathbb{R}_{>0}$ | the positive real number |
| $\mathbb{R}_{\geqslant 0}$ | the non-negative real number |
| $\mathbb{N}$ | the natural number |
| $\mathbb{C}$ | the complex number |
| $\boldsymbol{H}^{*}$ | the conjugate transpose of matrix $\boldsymbol{H}$ |
| $\boldsymbol{I}$ | the identity matrix |
| $\mathbb{P}$ | the probability measure |
| $\mathbb{E}$ | the mean |
| $\widetilde{\mathbb{P}}$ | the new probability measure after change of measure |
| $\widetilde{\mathbb{E}}$ | the mean for the new probability measure |
| $\mathbb{E}[X ; A]$ | $\mathbb{E}[X ; A]=\mathbb{E}\left[X 1_{A}\right]$, where $1_{A}$ is the indicator of $A$ |
| $\widehat{F}$ | moment generating function |
| $N\left(\mu, \sigma^{2}\right)$ | Gaussian random variable |
| $\mathcal{C N}\left(0, \sigma^{2}\right)$ | circularly symmetric complex Gaussian random variable, |
|  | with independent real and imaginary parts $N\left(0, \sigma^{2} / 2\right)$ |
| $\stackrel{d}{=}$ | equal in distribution |
| $\leqslant \mathcal{F}$ | the integral stochastic order with generator $\mathcal{F}$ |
| $\Longrightarrow$ | $A \Longrightarrow B$ means $A$ implies $B$ |
| $\Longleftrightarrow$ | $A \Longleftrightarrow B$ means $A$ is implied by $B$ |
| $\Longleftrightarrow$ | $A \Longleftrightarrow B$ means $A$ is equivalent to $B$ |

## Chapter 1

## Introduction

In real world, the stochastic dependence corresponds to the probabilistic interrelationship of the system states through time and space, and different forms of dependence result in different system performances. In mathematics, the stochastic dependence is a property of the dependent elements, specified by the probability measure, and independence is a special case with a product measure of probability. The dependence scenario, which is probably uncertain or is intractable to get an explicit mathematical expression, raises additional analytical issues that differ from the independence scenario. Considering the diverse characteristics and distinguishing effects of the stochastic dependence, it is intriguing to study how to control the dependence in a system in order to obtain an improved performance.

In this chapter, we introduce the stochastic dependence concept and sketch the dependence control theory. Specifically, we treat the dependence as a physical reality, we show how the idea of dependence control arises from the mathematical description of the dependence phenomena, we explain why the dependence is a tradable resource, and we elaborate on the three principles of dependence control. In addition, the mathematical methods to build the dependence control theory are discussed.

### 1.1 Dependence in Perspective

The dependence exists universally in physics, finance, and engineering. For example, the particles moving in a fluid is described by the Brownian motion [74][126], the stock and bond are correlated in finance [13][113], and the Ethernet traffic is self-similar exhibiting long-range dependence [84]. Particularly, we elaborate on the dependence in the wireless communication system.

Wireless communication has been around for over a hundred years, starting with Marconi's successful demonstration of wireless telegraphy in 1896 and transmission of the first wireless signals across the Atlantic in 1901 [101]. Since $1 G$ in around 1980s [101], the cellular system carries on upgrading every decade, and the 5 G in 2020s is supposed to advance mobile from largely a set of technologies connecting people-to-people and people-to-information to a unified connectivity fabric connecting people to everything, which endows 5G with the potential for thrusting mobile technology into the exclusive realm of general purpose technology [19], like electricity and automobile.

It has become a trend that a new generation of wireless systems is deployed every new decade and the theme of each generation is to increase the capacity and spectral efficiency of wireless channels. The trend is driven by the explosion of wireless traffic that is a rough reflection of people's demand on wireless communication, and the paradox of supply and demand [59] is kept relieving generation by generation through exploiting the physical resources, i.e., power, diversity, and degree of freedom [138]. Considering the trillions of devices to be connected to the wireless network, the high capacity demand, and the stringent latency requirement in the coming 5G and beyond [4], it is imperative to rethink the wireless channel resources. In the affirmative, we propose that the stochastic dependence is a new resource to exploit.

### 1.1.1 Dependence Here and There

We remark that the wireless communication system encompasses a series of physical parameters, deterministic or random, and the dependence in the wireless system is rooted in the dependence of these random parameters, both the spatial dependence and the temporal dependence. We show the dependence phenomena in the wireless channel fading and channel coding.

The wireless signals are electromagnetic radiations and the signal propagation environment is a passive medium with dissipation that is the loss of field energy due to absorption, and dispersion that is the variation of the refractive index in the medium [76][108][67]. The dissipation causes the energy loss of the signals on the path from the transmitter to the receiver [108]. This effect is termed the large-scale fading [118]. The dispersion causes the reflection, diffraction, and scattering of the transmitted signals [108], which result in the multipath interference and the Doppler shift, due to the mobility of the scatters or terminals, of the received signals. This effect is termed the small-scale fading [118]. As a characterization of the propagation channel, the channel gain is defined by the ratio of of the receiver-to-transmitter power, of which the reciprocal is defined as the channel loss. As a result of the energy conservation law, the channel gain is less than one or the channel loss is greater than one.

In a wireless propagation channel, the gain of received signal is correlated with the angle of arrival of the signal, because of the interference of the multiple signals that are dispersed through the air from the transmitter to the receiver. This effect is termed the spatial correlation, which is characterized by the channel gain matrix with dependent elements. The spatial correlation depends on both the scatter characteristics and the antenna parameters [128], particularly, the spatial correlation increases as the antenna distance decreases. The influences of the spatial dependence at the transmitter side are connected with the channel knowledge [72], i.e., the ergodic capacity decreases with the correlation between the trans-
mitter antennas in the case of full or no channel side information, which also holds for the antenna correlation at the receiver side [27], and the ergodic capacity increase with the transmitter antenna correlation in case the covariance matrix is known. In addition, the similar impact of channel knowledge and spatial correlation on the symbol error rate is shown in [16].

On the other hand, the fading elements also bears temporal dependence, due to the temporal correlation of the signal strength or the propagation environment. The temporal dependence influences the variance of the partial sum of wireless channel capacity through time, i.e., a stronger dependence implies a greater variance, which further influences the channel performance, e.g., the latency and buffer size. In the wireless literature, the typical characterization of the temporal dependence is the autocorrelation function [109][95]. However, the autocorrelation concerns just the first-order and second order moments of the stochastic process [93], and the uncorrelation can not imply the stochastic independence. The temporal dependence is further studied in this work.

In addition, the multipath effect causes the intersymbol interference [103], due to the nonlinear frequency response of the wireless channel, e.g., the time delay spread or the limited bandwidth. The intersymbol interference further causes memory in the channel, i.e., an output symbol depends on multiple input symbols. In information theory, the coding techniques introduces the stochastic dependence between the input letters and the dependence is generally necessary to achieve reliable transmission [50].

### 1.1.2 Dependence in Mathematics

We focus on the measure theoretic probability theory [78] and we model the events and random variables through the probability space $(\Omega, \mathscr{F}, \mathbb{P})$. We classify the stochastic dependence into three types, i.e., independence, positive dependence, and negative dependence. Other types of classifica-
tion are shown in [71], e.g., weak dependence and strong dependence.
The random vector $\boldsymbol{X}=\left(X_{1}, \ldots, X_{N}\right)$ has an independence structure, if the probability measure satisfies

$$
\begin{equation*}
\mathbb{P}(\boldsymbol{X} \leqslant \boldsymbol{x})=\prod_{i=1}^{N} \mathbb{P}\left(X_{i} \leqslant x_{i}\right) \tag{1.1}
\end{equation*}
$$

A proper way to define the positive dependence and negative dependence is to compare the probability measures through stochastic orders [122]. Specifically, for random vectors with the same marginals, $\boldsymbol{X}_{\perp}, \boldsymbol{X}_{+}$, and $\boldsymbol{X}_{-}$, with the random vector $\boldsymbol{X}_{\perp}$ has an independence structure, if

$$
\begin{equation*}
\mathbb{P}_{\boldsymbol{X}_{\perp}} \leqslant \mathcal{F} \mathbb{P}_{\boldsymbol{X}_{+}} \tag{1.2}
\end{equation*}
$$

we say $\boldsymbol{X}_{+}$has a positive dependence structure with respect to the stochastic order $\leqslant \mathcal{F}$, while if

$$
\begin{equation*}
\mathbb{P}_{\boldsymbol{X}_{-}} \leqslant \mathcal{F} \mathbb{P}_{\boldsymbol{X}_{\perp}} \tag{1.3}
\end{equation*}
$$

we say $\boldsymbol{X}_{-}$has a negative dependence structure with respect to the stochastic order $\leqslant_{\mathcal{F}}$. In view of the strength of dependence [36], we have the weak (or strong) positive (or negative) dependence. Explicit definitions of positive or negative dependence concepts are elaborated in [98][26][63][81][123]. Intuitively, the independence implies that the occurrence of one random variable doe not influence the occurrences of other random variables, the positive dependence implies that large or small values of random variables tend to occur together, and the negative dependence implies that large values of one variable tend to occur together with small values of others [36].

The negative dependence and the positive dependence are reversely symmetric for the two dimension random vector, but in general, the negative dependence is not a mirror reflection of the positive dependence [14]. Particularly, while the comonotonicity is agreed upon as the extreme pos-
itive dependence for random vectors of arbitrary dimensions, there are diverse notions of extreme negative dependence for random vectors of more than two dimensions [114].

On the other hand, the independence is of significant importance to the probability theory, e.g., the focus of the probabilists of the first half of the twentieth century was mostly on the study of the sums of independent random variables, the corresponding limit distributions, aside from the foundations of probability [92]. In classical (commutative) probability, there is only one definition of independence, in non-commutative probability, there are many concepts of independence and there can be more with a relaxed regulation on the axioms for being independence [99][49]. A unification of the different independence is proposed in the filtered probability [85].

### 1.1.3 Dependence as Physical Resource

We consider the physical world as the physical realm, e.g., the wireless communication channel, and the mathematical model as the mathematical realm, e.g., the probabilistic definition of dependence. We regard the stochastic dependence as a physical reality as well as a mathematical regulation. In parallel with taking advantage of the dependence information in the mathematical analysis, we propose to control the dependence in the physical system to improve the system performance. The dependence control in the physical realm is based on the corresponding analytical results in the mathematical realm. The correspondences between the mathematical realm and the physical realm are elaborated as follows.

- The differentiation of the physical and mathematical realms indicates that we can utilize the dependence as a physical resource as well as a mathematical property. The existence of both the uncontrollable and controllable random parameters in a physical system indicates that it is feasible to con-
trol the dependence in the system by manipulating the dependence in the controllable random parameters, because the system dependence is influenced by both the uncontrollable and controllable random parameters and is transformable from one form to another by inducing a different form of dependence through the controllable random parameters, e.g., transforming from positive dependence to negative dependence by inducing the negative dependence.
- The mathematics provides a way to describe the dependence phenomena and suggests approaches to utilize the dependence resource. Specifically, the stochastic order provides an approach to compare the dependence influences, on the other hand, the mathematical property of the stochastic orders with respect to different dependence forms explains the advantage of one form of dependence over another for system performance improvement in practice. For example, the mathematical property of the increasing convex order of the partial sum of negatively dependent random variables indicates that taking the advantage of negative dependence attains a better performance and preserves other resources in the physical world. In addition, the strength of dependence manipulation in the physical system corresponds to the reflexivity, transitivity, and antisymmetry of the stochastic orders in mathematics.
- The mathematics is a description of the physical world in a sense to show that the physical world behaves like the mathematical description, on the other hand, it is interesting to treat the mathematical description as a reality as well and engineer the physical world to behave in the way of the mathematical description. For example, the topology is a mathematical theory about space, while it is becoming exciting to build the physical systems that possess the topological properties, like using the quasiparticles in the topological materials to encode the quantum bits [20]. Thus, there are two types of reality, the natural reality and the artificial reality
(or the fundamental reality and the emergent reality), which coexist on earth, like the lake and dam, and in return bolster the degree of freedom of engineering.


### 1.2 Essence of Dependence Control

We briefly introduce the theory of dependence control that is concerned with transforming the dependence structures of the stochastic processes in the system through dependence manipulation in order to improve the system performance, e.g., the backlog and delay of a queueing system. We provide a set of results with respect to the theory and application of dependence control. These are the light-tail behavior of the wireless channel capacity, which provides the basis for applying dependence control to the wireless communication system, the tradability of dependence, which is about the utility of dependence resource in the stochastic process, and the three principles of dependence control, which are about the dependence mechanics and dependence manipulation in the queueing system.

### 1.2.1 The Light-Tail Property

Consider the multiple-input-multiple-output channel model that is expressed as [138]

$$
\begin{equation*}
\mathbf{y}(t)=\boldsymbol{H}(t) \mathbf{x}(t)+\mathbf{w}(t), t \in \mathbb{N} \tag{1.4}
\end{equation*}
$$

where $\mathbf{x}(t) \in \mathbb{C}^{N_{T}}, \mathbf{y}(t) \in \mathbb{C}^{N_{R}}, N_{T} \in \mathbb{N}, N_{R} \in \mathbb{N}, \mathbf{w}(t) \sim \mathcal{C N}\left(0, N_{0} \boldsymbol{I}_{N_{R}}\right)$, and $\boldsymbol{H}(t) \in \mathbb{C}^{N_{R} \times N_{T}}$ is the channel gain matrix. For simplification, we omit the time index. The instantaneous channel capacity $c \in \mathbb{R}$ is defined by the mutual information, which is a function $f: \mathbb{R} \times \mathbb{C}^{N_{R} \times N_{R}} \rightarrow \mathbb{R}$ of the product of the transmission power $p$ and the channel matrix $\boldsymbol{H} \boldsymbol{H}^{*}$, i.e.,

$$
\begin{equation*}
f: p \boldsymbol{H} \boldsymbol{H}^{*} \mapsto c \tag{1.5}
\end{equation*}
$$

where we treat the instantaneous power as a random variable. Specifically, if the tail distribution function satisfies [7] $\bar{F}_{X}(x)=O\left(e^{-\theta x}\right), \exists \theta>0$, where $f(x)=O(g(x)) \Longleftrightarrow \limsup _{x \rightarrow \infty} \frac{f(x)}{g(x)}<\infty$, equivalently, $\mathbb{E}\left[e^{\theta X}\right]<$ $\infty, \exists \theta>0$, then the distribution is light-tailed; otherwise, it is heavytailed. The heavy-tailed distribution indicates that extreme values occur with a relatively high probability [45]. Particularly, if the tail is superheavy, it has no finite moments [57], e.g., the distributions with slowly varying tails. The class of slowly varying functions includes constants, logarithms, iterated logarithms, powers of logarithms [33].

We obtain that the sufficient condition for the light-tail wireless channel capacity is the existence of the mean value of the power law of the product of the random power and the maximum eigenvalue of the channel matrix, i.e.,

$$
\begin{equation*}
\bar{F}_{c}(x)=O\left(e^{-\theta x}\right), \exists \theta>0 \Longleftarrow \mathbb{E}\left[\left(p \lambda_{\max }\right)^{\theta}\right]<\infty, \exists \theta>0 \tag{1.6}
\end{equation*}
$$

where $\lambda_{\text {max }}$ is the maximum eigenvalue of $\boldsymbol{H} \boldsymbol{H}^{*}$ and the right hand side is equivalent to $\mathbb{E}\left[\left(p \operatorname{Tr}\left[\boldsymbol{H} \boldsymbol{H}^{*}\right]\right)^{\theta}\right]<\infty, \exists \theta>0$, where $\operatorname{Tr}$ denotes the trace of a square matrix, in terms of the tail behavior, they are equivalently expressed as $\bar{F}_{p \lambda_{\max }}(x)=O\left(x^{-\theta}\right), \exists \theta>0$, and $\bar{F}_{p \operatorname{Tr}\left[\boldsymbol{H} \boldsymbol{H}^{*}\right]}(x)=$ $O\left(x^{-\theta}\right), \exists \theta>0$. Specifically, $p=1$ corresponds to the deterministic power scenario. In addition, for the broadband channel scenario, the channel matrix is the diagonal matrix of each sub-channel matrices, i.e., $\mathcal{H}=\operatorname{diag}\left\{\boldsymbol{H}_{1}, \ldots, \boldsymbol{H}_{N}\right\}$.

We observe that, for the typical stochastic channel models and the power supply systems in practice, the distribution of the capacity, which is a logarithm function of the product of the fading effects and random power, is light-tailed, because the logarithm function transforms a less than super-heavy-tailed distribution to a light-tailed distribution. The detailed explanations are as follows.

- The restriction that the passive channel gain is less than one excludes the existence of fading models with super-heavy tails. It is interesting to note that the typical large-scale fading distribution is heavy-tailed, e.g., the Lognormal distribution, while the typical small-scale fading distribution is light-tailed, e.g., the Rayleigh, Rice, and Nakagami distributions. Specifically, if a random variable is lognormal, then its reciprocal is also lognormal. The tail property indicates that the large-scale fading effects, like path loss and shadowing, are more likely to cause large values of both channel loss and gain, which may be due to the large shadow dynamics in the propagation environment; while the small-scale fading effects, like the multipath interference and Doopler shift, are less likely to cause large values of channel gain or the random values are more likely to be concentrated around the mean. Since both light-tailed and heavy-tailed distributions with finite mean are used to model the channel gain, the parametric distributions that can model both heavy-tailed and light-tailed distributions are of interest, e.g., the Weibull distribution [124][111]. These theoretical insights on the stochastic models match the empirical results [67]. In addition, since the random variables in the stochastic models, whether the light-tailed distribution or the heavy-tailed distribution, are unbounded, the stochastic models of the wireless channels are strictly not passive systems [76][89], because of the violation of the energy conservation law.
- Though the wireless system can be energy unlimited [90], the transmission power is unlikely to have an infinite mean, thus, the tail of the power distribution is lighter than the super-heavy distribution. When there are active relays in the wireless channels, the whole channel gain is the product of each individual channel gain. However, the tail of the product distribution can be asymptotically bounded above and below by the tail of a dominating random variable of the product for both independence and dependence scenarios [145][22][69][144]. In addition, the gain saturation also
exclude the possibility of unlimited gain in active medium [102]. Thus, the whole channel gain is more likely to have a tail behavior lighter than the super-heavy tail. On the other hand, when the power in the capacity formula is set to be deterministic, e.g., the mean value of power, normalization is usually considered for the channel matrix. Specifically, if the channel description is based on the average transmitter power $P_{T}$ [110], then, the channel matrix $\boldsymbol{H}$ is non-normalized; and if the description uses the average receiver power $P_{R}$, then the channel matrix $\overline{\boldsymbol{H}}$ is normalized [47][135]. Mathematically, the relationship is expressed as [47] $P_{T}^{1 / 2} \cdot \boldsymbol{H}=P_{R}^{1 / 2} \cdot \overline{\boldsymbol{H}}$. For example, the normalized channel gain of the Rayleigh fading channel is $[47][138] \bar{H}_{i j} \sim \mathcal{C N}(0,1)$ and $\mathbb{E}\left[\bar{H}_{i j} \bar{H}_{i j}^{*}\right]=1$. The normalization indicates that the mean values of the matrix identities exist, which excludes the existence of the fading models with super-heavy tails.


### 1.2.2 The Dependence Market

We regard the stochastic process as a functional of random parameter processes, which are either uncontrollable or controllable, i.e., the stochastic process as a function of a set of random parameters, each of which is itself a stochastic process. We specify that the cardinality of the parameter set $\left(X_{t}^{1}, X_{t}^{2}, \ldots, X_{t}^{n}\right)$ is time-invariant and the function $f_{t}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is time-variant, i.e.,

$$
\begin{equation*}
X_{t}=f_{t}\left(X_{t}^{1}, X_{t}^{2}, \ldots, X_{t}^{n}\right) \tag{1.7}
\end{equation*}
$$

In other words, we treat the stochastic process as a functional of a multivariate stochastic process and the functional maps the multivariate stochastic process to a univariate stochastic process. This functional specification is extensible to the general stochastic process on the Polish space. For example, in the wireless channel capacity, the uncontrollable parameters represent the property of the environment that can not be interfered, e.g., fading, and the controllable parameters represent the configurable property
of the wireless system, e.g., power. In addition, this functional perspective is useful for studying the dependence impact of an individual arrival process on the aggregation of a set of multiplexed arrival processes.

We study how to transform the dependence in the functional process $\left\{X_{t}\right\}$, by manipulating the dependence in parameter processes $\left\{X_{t}^{i}\right\}$, $1 \leqslant i \leqslant n$. There are two ways to implement this dependence transform, i.e., one by transforming the dependence structure from the positive dependence to the negative dependence, and the other by transforming the marginal distributions. We highlight the following results, which provide insights for manipulating the dependence.

- The dependence is a resource that can be traded off, i.e., when the dependence is utilized, another form of resource can be saved, e.g., more amounts of negative dependence can exchange for less amounts of mean values. The chain relation, $\boldsymbol{X} \leqslant_{s m} \widetilde{\boldsymbol{X}} \Longrightarrow \sum_{j=1}^{t} X_{j} \leqslant_{c x} \sum_{j=1}^{t} \widetilde{X}_{j} \Longrightarrow$ $\mathbb{E} \sum_{j=1}^{t} X_{j}=\mathbb{E} \sum_{j=1}^{t} \tilde{X}_{j}$, means the supermodular order of the dependence structures implies the convex order of the variability of the partial sum with equal mean. To take into account both the mean and the variability, we use the increasing convex order for further elaboration. Specifically, the mean and the variability are exchangeable for each other, i.e., if the variability is relatively small, then a relatively greater mean can be tolerated while satisfying the increasing convex order, vice versa. The mathematical expressions are as follows, if $X \leqslant_{i c x} Y$ and $\mathbb{E} X \leqslant \mathbb{E} Z^{\prime} \leqslant \mathbb{E} Y$, then it is possible that $Z^{\prime} \leqslant_{i c x} Y$, because we have $X \leqslant_{i c x} Y \Longleftrightarrow X \leqslant_{s t} Z \leqslant_{c x} Y$ [127]; and if $X \leqslant_{i c x} Y$, then $X \leqslant_{c x} Z^{\prime} \leqslant_{s t} Y$ such that $Z^{\prime} \leqslant_{i c x} Y$, because we have $X \leqslant_{i c x} Y \Longleftrightarrow X \leqslant_{c x} Z \leqslant_{s t} Y$ [127]. Complementary results hold in the sense of the increasing concave order [127].
- The manipulation of the marginal distributions has a dependence bias, while the manipulation of the dependence structure fixing the marginals has no such dependence bias. Specifically, the dependence bias means that, if a parameter process bears negative dependence, then the manipulation
of each individual marginals with respect to the (increasing) convex order can not lead effectively to the (increasing) convex order of the partial sums, i.e., the (increasing) convex order of the marginals implies the (increasing) convex order of the partial sum holds for positive dependence and not for negative dependence [98]. The dependence bias of the marginals provides an opportunity for dependence control. Specifically, the dependence bias means that the increasing convex order of the partial sum is insensitive to the marginal manipulation of the parameter process with negative dependence, i.e., the increasing convex order still holds for a partial sum with smaller mean values of the marginals. For example, a better queueing system performance, in terms of backlog and delay, can be achieved in the scenario of negative dependence in the processes, even with a smaller mean value of the service process or a greater mean value of the arrival process.


### 1.2.3 The Three Principles

We consider a queueing system in the discrete-time setting, with the arrival process $a(t)$ and the service process $c(t)$, the instantaneous backlog in the system $B(t)$ is expressed as [21]

$$
\begin{equation*}
B(t+1)=[B(t)+X(t)]^{+} \tag{1.8}
\end{equation*}
$$

where $[\cdot]^{+}=\max (\cdot, 0)$ and $X(t)=a(t)-c(t)$ denotes the difference of the instantaneous arrival amount and the service amount. For a lossless system, the cumulative output $A^{*}(t)=A(t)-B(t)$ is the difference between the cumulative input $A(t)=\sum_{s=0}^{t} a(s)$ and backlog $B(t)$, and the delay is defined via the input-output relationship [29],

$$
\begin{equation*}
D(t)=\inf \left\{d \geqslant 0: A(t-d) \leqslant A^{*}(t)\right\} \tag{1.9}
\end{equation*}
$$

which is the virtual delay that a hypothetical arrival has experienced on departure.

We formulate three principles of dependence control, namely measurability, duality, and transformability. Synthetically, the measurability talks about the performance measures for a queueing system, the duality talks about the impact consistency of the dependence of the arrival and service processes on the system performance, and the transformability talks about the dependence property of a stochastic process, e.g., the arrival process or the service process. The three principles are expounded as follows.

1. Measurability. The asymptotic decay rate of the tail of delay or backlog is able to identify and quantify the dependence influence in the stochastic processes of the queueing system.

Letting $Z$ denote the backlog or delay, we prove that the decay rates of their tail distributions converge exactly to two respective constant values, i.e.,

$$
\begin{equation*}
\lim _{z \rightarrow \infty} \frac{1}{z} \log \mathbb{P}(Z>z)=-\gamma^{*} \tag{1.10}
\end{equation*}
$$

where $\gamma^{*}>0$, for light-tailed arrival and service processes with weak forms of dependence. We define the logarithmic asymptotic decay rates of the tails of backlog and delay as the measure identities and show that the measure identities, conditional on their existence, have a monotonic relationship with the dependence of the stochastic processes in the queueing system. With a manipulation, the asymptotic expression is equivalently written as $\lim _{z \rightarrow \infty} \frac{\log \mathbb{P}(Z>z)}{\log e^{-z \gamma^{*}}}=1$, which shows that the measure identities are the logarithmic asymptotics and capture only the dominant term in an asymptotic expression [7].
2. Duality. The arrival process and the service process have a dual potency of transforming the dependence in the queue increment process, which further influences the system performance.

Letting $\boldsymbol{X}=\left(X_{t}: t \in \mathbb{N}\right)$ (also $\widetilde{\boldsymbol{X}}=\left(\widetilde{X}_{t}: t \in \mathbb{N}\right)$ ) be the arrival process or the service process, and fixing one of the two processes and changing
the other, the duality result is expressed as

$$
\begin{equation*}
\boldsymbol{X} \leqslant_{s m} \widetilde{\boldsymbol{X}} \Longrightarrow \mathfrak{S}(t) \leqslant_{c x} \widetilde{\mathfrak{S}}(t) \stackrel{\forall t}{\Longrightarrow} \gamma^{*} \geqslant \widetilde{\gamma}^{*} \tag{1.11}
\end{equation*}
$$

where $\leqslant_{s m}$ and $\leqslant_{c x}$ denote respectively the multivariate supermodular order and univariate convex order [127], $A \stackrel{C}{\Longrightarrow} B$ denotes $A$ implies $B$ conditional on $C$, and $\mathfrak{S}(t)=A(t)-S(t), \widetilde{\mathfrak{S}}(t)=A(t)-\widetilde{S}(t)$ or $\widetilde{\mathfrak{S}}(t)=\widetilde{A}(t)-S(t)$. The dual potency of arrival and service dependence indicates that if the dependence manipulation in the arrival process is not available, we can transfer to the dependence manipulation in the service process, vice versa. The supermodular order entails that the marginals on both sides of the inequality are identical, thus the influences are solely due to the dependence structure. Considering the influences of both dependence structure and marginals, a sufficient condition for the ordering of the measure identities for the arrival process is the increasing convex ordering $\sum_{j=1}^{t} X_{j} \leqslant i c x \sum_{j=1}^{t} \tilde{X}_{j}$ and a sufficient condition for the service process is the increasing concave ordering $\sum_{j=1}^{t} X_{j} \geqslant_{i c v} \sum_{j=1}^{t} \tilde{X}_{j}$. This is coherent with the intuition that a smaller and less variable arrival process or a greater and less variable service process leads to a better system performance in terms of the backlog and delay.
3. Transformability. The manipulation of the free dimensions of a stochastic process is able to transform the dependence of the process.

For a stochastic process as a functional of uncontrollable or controllable random parameters, i.e., $X_{t}=f_{t}\left(X_{t}^{1}, X_{t}^{2}, \ldots, X_{t}^{n}\right)$, we specify that the dimension of the parameter set $\left(X_{t}^{1}, X_{t}^{2}, \ldots, X_{t}^{n}\right)$ is time-invariant and the function $f_{t}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is time-variant and is increasing or decreasing at $X_{t}^{i}$ for all the time. We prove that the dependence in such a stochastic process is transformable from strong dependence to weak dependence in the sense of supermodular order, e.g., from positive dependence to independence or negative dependence, by manipulating the dependence in the controllable
parameters, i.e.,

$$
\begin{align*}
&\left(X_{1}^{i}, X_{2}^{i}, \ldots, X_{t}^{i}\right) \leqslant_{s m}\left(\widetilde{X}_{1}^{i}, \widetilde{X}_{2}^{i}, \ldots, \widetilde{X}_{t}^{i}\right), \exists 1 \leqslant i \leqslant n \\
& \Longrightarrow\left(X_{1}, X_{2}, \ldots, X_{t}\right) \leqslant_{s m}\left(\widetilde{X}_{1}, \widetilde{X}_{2}, \ldots, \widetilde{X}_{t}\right) \tag{1.12}
\end{align*}
$$

where $\tilde{X}_{j}=f_{j}\left(X_{j}^{1}, \ldots, X_{j}^{i-1}, \tilde{X}_{j}^{i}, X_{j}^{i+1}, \ldots, X_{j}^{n}\right), \forall 1 \leqslant j \leqslant t$. Considering the influences of both dependence structure and marginals, we prove the transformability with respect to the (increasing) directional convex order. Specifically, we show that the random parameters in the wireless channel capacity, the sub-channels of a compound wireless channel, and the random multiplexing mechanism of an aggregated arrival process, provide a chance to perform dependence manipulation in practice.

### 1.3 A Note on Methodologies

The construction of the dependence control theory is based on a series of mathematical techniques. We discuss the choice of the techniques and the related work of similar ideas.

### 1.3.1 The Methodology

Analytically, to build the dependence control theory, we adopt a few mathematical tools, which are necessary to describe different aspects of the dependence mechanics and dependence manipulation. Specifically, large deviation is used to find the measure identities, change of measure is used to explain the dual potency of arrival and service dependence, and stochastic order is used to prove the dependence transformability. In addition, the random matrix theory is used to study the tail property of the wireless channel capacity. The structure of the mathematical analysis and the reason for choosing the mathematical techniques are explicated as follows.

- We prove the measurability and duality principles integratively, due to
the close relationship between the performance measures and the ordering of the measure identities. The measure identities are the logarithmic asymptotic decay rates of the performance measure distributions and are supposed to give an exact reflection of the strength of the stochastic dependence in the arrival process and the service process. Specifically, the change of measure is used to derive an upper bound and a lower bound of the identities through calculating the probability in a new probability space. The bounds are then proved to be asymptotically equal. The approach to derive the upper and lower bounds eases the difficulty of finding the exact value directly.
- We prove the dependence transformability by using the stochastic orders to compare the dependence between the original stochastic process and the stochastic process after dependence manipulation, instead of directly studying the impact of dependence manipulation on the measure identities. This approach allows to separate the transformability principle from the other two principles, with analytical flexibility and independent significance. For instance, it indicates that the transformability applies to the general stochastic processes beyond the arrival and service processes, and different stochastic orders indicate different dependence manipulation techniques.
- We build the connections between the tail of wireless channel capacity and the fading and power distributions, by utilizing the tail distributions to characterize the wireless channel property. Specifically, the random matrix is used to represent the multiple-input-multiple-output channel, of which the random scalar is a special case to represent the single-input-single-out channel, and the light-tail property of wireless channel capacity is shown to be determined by the maximum eigenvalue and the trace of the random matrix. This reaffirms the universality of the eigenvalue of the random matrix in the case of wireless channels. To further support the results, the
asymptotic tail behaviors of the sum and product of the random variables are investigated, particularly, the regular variation, slow variation, and exponential variation of the tail distributions are studied.

As an application of the dependence control theory and as a justification to the assumptions in this work, we apply the theory to Markov additive process, which is capable of characterizing a large class of arrival processes, is versatile in capturing the dependence in the service processes, and is able to reflect the non-stationarity in the mobile wireless channels, and focus on the dependence manipulation of the wireless channel capacity. Particularly, martingale is used to derive the non-asymptotic tail bounds of the performance measures, and copula is used to represent the Markov property and the no-Granger causality, and is revived as a dependence manipulation technique. The application results are described as follows.

- For the performance measures of the queueing system, we derive the nonasymptotic and time-dependent tail probabilities of delay and backlog for Markov additive arrival process and Markov additive service process. The decay rates of the non-asymptotic results sufficiently imply the logarithmic asymptotic decay rates, on the other hand, the non-asymptotic results provide an overview of the tail behavior of performance measures in both the finite time regime and the infinite time regime. The analysis extends the single Markov additive process model in [7] to the double Markov additive process model.
- For the random parameters in the wireless channel, we treat the wireless fading as the uncontrollable random parameter, which is the inherent property of environment that can not be interfered, and we treat the power as the controllable random parameter, which remains constant during a coherence period and randomly fluctuates through different coherence periods. Specifically, the purpose of the random power is to induce negative dependence to the corresponding wireless channel capacity, and the new
power allocation scheme based on the dependence control principle avoids the requirement of the channel side information, which is necessary in the traditional power allocation scheme [138].
- For the dependence manipulation of the stochastic process, we develop a copula manipulation technique for Markov process and use simulation to validate this technique. We model the random parameters as a multivariate Markov process. We use no-Granger causality [25] to model the relationship between the uncontrollable and controllable parameters, and provide sufficient and necessary condition of the no-Granger causality for Markov process. The no-Granger causality guarantees that if the random parameters form a Markov process then the uncontrollable parameters and controllable parameters each form a Markov process. This addresses the challenge in dependence control that the specific characteristics of the stochastic process under control must be known.


### 1.3.2 Related Methodologies

The research works on dependence have been focusing on the idea of dependence modeling [36], based on which the dependence influences are measured and compared [98][36][123]. For example, copula is used to model the dependence among multiple risks in actuarial theory [36] and the dependence among multiple arrival processes in stochastic network calculus [38]. The system model provides a domain of the problem and the dependence model provides a way to characterize the form of dependence. The dependence control advocates that the dependence in a certain system can not only be taken advantage of in a passive way due to the uncontrollable parameters but also be manipulated in an active way based on the controllable parameters and transformed from one form to another in order to improve the system performance.

A related concept is the dependence decoupling [34]. The decoupling
reduces the mathematical problems on dependent variables to the problems on independent variables [34], e.g., through inequalities, thus the mathematical techniques for the independent random variable can be used for further analysis. The decoupling focuses on reducing the dependence situation to the independence situation in the mathematical realm, while the dependence control focuses on transforming the dependence structure of the stochastic processes in the physical realm. The dependence control treats the dependence as a physical resource that can be exploited for better performance, the dependence forms are classified beyond the independence, and the utility of different dependence forms are discussed. On the other hand, there are some overlapping between these two methodologies, especially in the sense of mathematical techniques that are used in the mathematical analysis, e.g., the inequalities. Thus, it is reciprocal to take advantage of the mathematical techniques in each methodology.

The dependence is taken advantage of in stochastic simulation [8]. For example, the antithetic variates, control variates, and common random numbers are used for variance reduction. Specifically, the antithetic variates, which are negatively dependent, are used to drive different runs of a simulation experiment [82]; the common random numbers, of which the functions are positively dependent [37], are used to drive the simulation in order to guarantee the similar experimental conditions when comparing different experiment configurations [82]; and both negative and positive dependence are used in the control variates [8]. It is worth noting that the simulation environment is completely controllable, hence the random processes in the simulation can be arbitrarily specified and interfered. On the other hand, the real system is more complex with both controllable and uncontrollable random parameters, and the dependence control in the real system manipulates the dependence structure of the controllable random parameter process in order to control the system performance that is a function of both the controllable and uncontrollable random parameters.

In finance and economics, the stock and bond have been either positively or negatively correlated, e.g., the correlation has turned from positive in the 1970s-1990s to negative in the 2000s-2010s [13][113]. In risk management [91], the correlation is useful for portfolio construction by creating diversified portfolios that can withstand market volatility and smooth out portfolio returns, e.g., the bond can be used to diversify against the stock. Specifically, the portfolio manager can use the negatively correlated assets to diversify the risk of a portfolio or hedge the portfolio to reduce the risk. Technically, the hedging requires a highly negative correlation and the diversification requires a correlation that is not highly positive.

## Chapter 2

## A Tale of Tails

An information theoretic measure of the wireless channel is the channel capacity, which defines the maximum transmission rate with arbitrarily small error probability. Since the wireless channel is time variant, the instantaneous capacity randomly fluctuates through time, in other words, the wireless channel capacity is a stochastic process, which brings about diverse features to the wireless channel and entails more measures to characterize the fundamental property of this stochastic process, e.g., the distributions.

In this chapter, we show that the tail distribution of wireless channel capacity is light-tailed. A simple explanation is that the capacity is a logarithm function of some random variables, so long as these random variables are not heavier than fat tails, the capacity is light-tailed. This property is fundamental as it holds for all typical wireless channel models, e.g., the Rayleigh, Rice, Nakagami, and Lognormal fading channels. Moreover, this property is extended from frequency-flat to frequency-selective fading channels, from instantaneous to cumulative time regimes, from single-hop to multiple-hop scenarios, and from single-input-single-output to multiple-input-multiple-output channels.

### 2.1 Single-Input-Single-Output Channel

### 2.1.1 Channel Capacity

We introduce the basic concepts of wireless channel capacity, including the ergodic capacity, instantaneous capacity, cumulative capacity, and transient capacity.

We consider the single-input-single-output channel with additive white Gaussian noise (AWGN). The complex baseband representation for a flat fading channel is [138]

$$
\begin{equation*}
y(t)=h(t) x(t)+n(t), t \in \mathbb{N}, \tag{2.1}
\end{equation*}
$$

where $x(t)$ is the input, $y(t)$ is the output, $h(t)$ is the fading process, and $n(t) \sim \mathcal{C N}\left(0, N_{0}\right)$ is the noise process. Conditional on a realization of the fading process $h(t)$, the mutual information is expressed as [135]

$$
\begin{equation*}
I(X ; Y \mid h(t))=\sum_{x \in \mathcal{X}, y \in \mathcal{Y}} \mathbb{P}(x, y \mid h(t)) \log _{2} \frac{\mathbb{P}(x, y \mid h(t))}{\mathbb{P}(x \mid h(t)) \mathbb{P}(y \mid h(t))} \tag{2.2}
\end{equation*}
$$

where $X$ and $Y$ are input and output random variables with alphabets $\mathcal{X}$ and $\mathcal{Y}$. The maximum mutual information over input distribution at $t$, denoted as $c(t)$, is defined as instantaneous capacity [30]:

$$
\begin{equation*}
c(t)=\max _{p(x)} I(X ; Y \mid h(t)) \tag{2.3}
\end{equation*}
$$

where the maximum is taken over all possible input distributions $p(x)=$ $\mathbb{P}\{X=x\}, x \in \mathcal{X}$. Specifically, if the channel side information is only known at the receiver, the instantaneous capacity is expressed as [138]

$$
\begin{equation*}
c(t)=W \log _{2}\left(1+\gamma|h(t)|^{2}\right) \tag{2.4}
\end{equation*}
$$

where $|h(t)|$ denotes the envelope of $h(t), \gamma=\frac{P}{N_{0} W}$ denotes the average received SNR per complex degree of freedom, $P$ denotes the average transmission power per complex symbol, $\frac{N_{0}}{2}$ denotes the power spectral density of AWGN, and $W$ denotes the channel bandwidth.

For a stationary process of instantaneous capacity, the average over the probability space is defined as ergodic capacity [135]:

$$
\begin{equation*}
\bar{c}=\mathbb{E}[c(t)] \tag{2.5}
\end{equation*}
$$

The definition implies that the ergodic capacity is a constant and is a concept for infinite code length in infinite time regime, i.e., it defines the maximum transmission rate of the channel with asymptotically small error probability for the code with sufficiently long length such that the received codewords is affected by all fading states [55].

To account for finite time regimes, the sum of instantaneous capacity over a time period $(s, t]$, denoted as $S(s, t)$, is defined as cumulative capacity:

$$
\begin{equation*}
S(s, t)=\sum_{i=s+1}^{t} c(i) \tag{2.6}
\end{equation*}
$$

For $S(0, t)$, we use $S(t)$ as simplification. The time average of the cumulative capacity through $(0, t]$ is defined as transient capacity:

$$
\begin{equation*}
\bar{c}(t)=\frac{S(t)}{t} \tag{2.7}
\end{equation*}
$$

The transient capacity is random, which essentially defines the achievable capacity for a code with finite length such that the received codewords only experience partial fading states [138].

The probabilistic average of the transient capacity in a stationary process is expressed as

$$
\begin{equation*}
\mathbb{E}[\bar{c}(t)]=\bar{c} \tag{2.8}
\end{equation*}
$$

where $\bar{c}$ is the ergodic capacity of the channel. According to the law of large numbers, the transient capacity converges to the ergodic capacity when time goes to infinity, i.e.,

$$
\begin{equation*}
\mathbb{P}\left\{\lim _{t \rightarrow \infty} \bar{c}(t)=\bar{c}\right\}=1 \tag{2.9}
\end{equation*}
$$

for independent and identically distributed instantaneous capacity. However, the dependence in capacity may be unknown, and a more general result for the transient capacity on finite time horizon is expressed by the Chebyshev inequality [106],

$$
\begin{equation*}
\mathbb{P}\{|\bar{c}(t)-\bar{c}| \geqslant x\} \leqslant \frac{\operatorname{Var}[\bar{c}(t)]}{x^{2}} \tag{2.10}
\end{equation*}
$$

which is a basic result of concentration [17]. It indicates that, in view of temporal behavior, statistical properties of the cumulative process should be taken into account besides the instantaneous capacity.

### 2.1.2 Light-Tail Behavior

A distribution is said to be light-tailed, if the tail $\bar{F}(x)=1-F(x)$ is exponentially bounded, i.e.,

$$
\begin{equation*}
\bar{F}(x)=O\left(e^{-\theta x}\right), \exists \theta>0 \tag{2.11}
\end{equation*}
$$

where $f(x)=O(g(x)) \Longleftrightarrow \limsup _{x \rightarrow \infty} \frac{f(x)}{g(x)}<\infty$; equivalently, it means the moment generating function $\widehat{F}[\theta]=\int e^{\theta x} F(d x)$ is finite for some $\theta>0$. Otherwise, the distribution is said to be heavy-tailed [7, 119]. Specifically, if $\bar{F}(x) \sim x^{-\theta}, \theta>0, f(x) \sim g(x) \Longleftrightarrow \lim _{x \rightarrow \infty} \frac{f(x)}{g(x)}=1$, it is defined to be fat-tailed; if $\bar{F}(x)=O\left(x^{-\theta}\right), \exists \theta>0$, it is defined to be fat-tail bounded.

The following theorem gives the condition for the wireless channel capacity distribution to be light-tailed.

Theorem 1. For flat fading, the instantaneous capacity is expressed as the logarithm transform of the instantaneous channel gain, i.e., $c(t)=$ $W \log _{2}\left(1+\gamma h(t)^{2}\right), \forall t$. If the distribution of the fading process is fat-tail bounded, the distribution of the instantaneous capacity is light-tailed.

Proof. For convenience, we omit the time index $t$ and write $c=W \log _{2}(1+$ $\left.\gamma h^{2}\right)$. Correspondingly, the tail of the instantaneous capacity is a function of the tail of the channel gain, i.e.,

$$
\begin{equation*}
\bar{F}_{c}(x)=\bar{F}_{h}\left(\sqrt{\frac{2^{\frac{x}{W}}-1}{\gamma}}\right) \tag{2.12}
\end{equation*}
$$

Let $r=\sqrt{\frac{2 \frac{x}{W}-1}{\gamma}}$, for some $\theta>0, \bar{F}_{c}(x)=O\left(e^{-\theta x}\right)$ entails

$$
\begin{equation*}
\bar{F}_{h}(r)=O\left(r^{-\theta}\right) \tag{2.13}
\end{equation*}
$$

which completes the proof.
The following corollary shows that the capacity distributions of the typical wireless fading channels are light-tailed.

Corollary 1. If a wireless channel is Rayleigh, Rice, Nakagami-m, Weibull, or lognormal fading channel, its instantaneous capacity distribution is lighttailed.

Proof. For Weibull fading channel, the tail of fading is expressed as

$$
\begin{equation*}
\bar{F}_{h}(r)=e^{-b r^{k}} \tag{2.14}
\end{equation*}
$$

where $b>0$ and $k>0$ are constants. Applying Taylor's theorem to expend $e^{b r^{k}}$, it is easily shown that, for some $\theta$ satisfying $k>\theta>0$

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \frac{e^{-b r^{k}}}{r^{-\theta}}=\lim _{r \rightarrow \infty} \frac{r^{\theta}}{1+b r^{k}+\ldots}=0 \tag{2.15}
\end{equation*}
$$

This limit shows that though the Weibull distribution is heavy-tailed for $0<k<1$, it is lighter than the fat tail. Hence from Theorem 1, the instantaneous capacity under Weibull fading is light-tailed.

Rayleigh fading is a special case of Weibull fading with $k=2$. The distribution of its instantaneous capacity is expressed as [62]

$$
\begin{equation*}
F(x)=1-e^{\frac{1-2 \frac{x}{W}}{\gamma}} \tag{2.16}
\end{equation*}
$$

It is trivial to show that the tail is exponentially bounded

$$
\begin{equation*}
\bar{F}(x) \leqslant e^{\frac{1}{\gamma}} e^{-\theta x} \tag{2.17}
\end{equation*}
$$

for $0<\theta \leqslant \frac{1}{W \gamma} 2^{\frac{1}{\log 2}} \log 2$. Hence, the instantaneous capacity under Rayleigh fading is light-tailed.

For Rice fading channel, the tail of the instantaneous capacity is expressed as [117]

$$
\begin{equation*}
\bar{F}(x)=Q_{1}\left(\frac{s}{\sigma_{0}}, \frac{\sqrt{2^{x / W}-1 / \gamma_{s} s}}{\sigma_{0}^{2}}\right) \tag{2.18}
\end{equation*}
$$

where $W$ is the bandwidth, $s$ the amplitude of the LOS (light of sight) component, $\sigma_{0}^{2}$ the variance of the underlying Gaussian process, and $\gamma_{s}$ the average SNR. According to the exponential bound of the Marcum Qfunction [129],

$$
\begin{equation*}
\alpha_{F}=\limsup _{x \rightarrow \infty} \frac{-\log \bar{F}(x)}{x} \geqslant \limsup _{x \rightarrow \infty} \frac{1}{2 x}\left(\frac{\sqrt{2^{x / W}-1 / \gamma_{s} s}}{\sigma_{0}^{2}}-\frac{s}{\sigma_{0}}\right)^{2}=\infty \tag{2.19}
\end{equation*}
$$

which means that the instantaneous capacity of a Rice fading channel is light-tailed [119][48].

For Nakagami- $m$ fading channel [115], since the square of the Nakagami$m$ random variable follows a gamma distribution, which is light-tailed [7],
the distribution of its instantaneous capacity is thus light-tailed.
For lognormal fading channel [116], since the lognormal distribution has all the moments, which means that it has a lighter tail than the fattailed distribution [57], the distribution of its instantaneous capacity is light-tailed.

The rest of this subsection shows that the light-tailed property is extended from flat-fading to frequency-selective fading, from instantaneous to cumulative time regime, and from single-hop to multiple-hop scenarios.

Corollary 2. For frequency-selective fading modeled by L parallel independent channels with the instantaneous capacity $c=\sum_{\ell=1}^{L} W_{\ell} \log _{2}\left(1+\gamma h_{\ell}^{2}\right)$, if the distribution of the instantaneous capacity of each sub-channel $c_{\ell}=$ $W_{\ell} \log _{2}\left(1+\gamma h_{\ell}^{2}\right)$ is light-tailed, so is the instantaneous capacity distribution of the frequency-selective fading channel.

Proof. For this frequency-selective fading channel, its instantaneous capacity is by definition related to the instantaneous capacity of each sub-channel as

$$
\begin{equation*}
c=\sum_{\ell=1}^{L} c_{\ell} \tag{2.20}
\end{equation*}
$$

The tail of the distribution of the instantaneous capacity can then be expressed by [70]

$$
\begin{align*}
\bar{F}_{c}(x) & =1-F_{c_{1}} \circledast \ldots \circledast F_{c_{L}}(x)  \tag{2.21}\\
& \leqslant \bar{F}_{c_{1}} \oplus \ldots \oplus \bar{F}_{c_{L}}(x), \tag{2.22}
\end{align*}
$$

where $f \circledast g(x)=\int_{-\infty}^{\infty} f(x-y) d g(y)$ is the Stieltjes convolution and $f \oplus$ $g(t)=\inf _{0 \leqslant s \leqslant t}\{f(s)+g(t-s)\}$ is the univariate min-plus convolution [12] or infimal convolution [123]. The first step results from sum of independent random variables, and the second step results from that the distribution of sum of independent random variables is upper bounded by the distribution
of such a sum without dependence consideration [70]. As is illustrated in the proof of the next theorem, the latter is light-tailed.

Corollary 3. Consider a wireless channel, if the distribution of its instantaneous capacity at any time is light-tailed, the distribution of the cumulative capacity is light-tailed, and the distribution of the cumulative capacity of a concatenation of such wireless channels is light-tailed.

Proof. Without considering any dependence constraint, the tail of the cumulative capacity, $S(t)=c(1)+\cdots+c(t)$, is bounded by [70]

$$
\begin{equation*}
\bar{F}_{S(t)}(x) \leqslant \bar{F}_{c(1)} \oplus \ldots \oplus \bar{F}_{c(t)}(x) \tag{2.23}
\end{equation*}
$$

which is exactly the infimal convolution of the Fréchet upper bound [123]. If the instantaneous capacity is light tailed, i.e.,

$$
\begin{equation*}
\bar{F}_{c}(x) \leqslant a e^{-b x} \tag{2.24}
\end{equation*}
$$

applying a distribution bound for the sum of exponentially bounded random variables [70], the tail of the cumulative capacity is exponentially bounded, i.e.,

$$
\begin{equation*}
\bar{F}_{S(t)}(x) \leqslant \prod_{k=1}^{t}\left(a_{k} b_{k} w\right)^{\frac{1}{b_{k} w}} \cdot e^{\frac{-x}{w}} \tag{2.25}
\end{equation*}
$$

where $w=\sum_{k=1}^{t} \frac{1}{b_{k}}$.
For a concatenation of wireless channels, each with a cumulative capacity $S_{i}(s, t)$, the cumulative capacity process is essentially the service process of the channel, and the cumulative capacity of the concatenation channel is expressed as [70, 46]

$$
\begin{equation*}
S(s, t)=S_{1} \otimes \ldots \otimes S_{N}(s, t) \tag{2.26}
\end{equation*}
$$

where $f \otimes g(x)=\inf _{0 \leqslant y \leqslant x}\{f(y)+g(y, x)\}$ is the bivariate min-plus convo-
lution [21]. Then, the tail is expressed as

$$
\begin{align*}
\bar{F}_{S(t)}(x) & =\mathbb{P}\left\{S_{1} \otimes \ldots \otimes S_{N}(t) \geqslant x\right\}  \tag{2.27}\\
& =\mathbb{P}\left\{\inf _{\mathbf{u} \in \mathcal{U}(x)} \sum_{i=1}^{N} S_{i}\left(u_{i-1}, u_{i}\right) \geqslant x\right\}  \tag{2.28}\\
& \leqslant \inf _{\mathbf{u} \in \mathcal{U}(x)} \mathbb{P}\left\{\sum_{i=1}^{N} S_{i}\left(u_{i-1}, u_{i}\right) \geqslant x\right\}  \tag{2.29}\\
& \leqslant \inf _{\mathbf{u} \in \mathcal{U}(x)} \mathbb{E}\left[e^{\theta \sum_{i=1}^{N} S_{i}\left(u_{i-1}, u_{i}\right)}\right] \cdot e^{-\theta x} \tag{2.30}
\end{align*}
$$

where $\mathcal{U}(x)=\left\{\mathbf{u}=\left(u_{0}, u_{1}, \ldots, u_{N}\right): u_{0}=0, u_{N}=t, 0 \leqslant u_{1} \leqslant \ldots \leqslant\right.$ $\left.u_{N-1} \leqslant t\right\}$, for some $\theta>0$.

### 2.1.3 Dependence Refinement

In general, the capacity is dependent over time, which results from the temporal dependence in the environment or in the controllable parameters of the system. Specifically for the cumulative capacity, the influence of stochastic dependence is characterized by the Fréchet bounds [123]

$$
\begin{equation*}
\check{F}_{S(t)}(x) \leqslant F_{S(t)}(x) \leqslant \widehat{F}_{S(t)}(x) \tag{2.31}
\end{equation*}
$$

where

$$
\begin{align*}
& \check{F}_{S(t)}(x)=\left[\sup _{\mathbf{u} \in \mathcal{U}(x)} \sum_{i=1}^{t} F_{c(i)}\left(u_{i}\right)-(t-1)\right]^{+}  \tag{2.32}\\
& \widehat{F}_{S(t)}(x)=\left[\inf _{\mathbf{u} \in \mathcal{U}(x)} \sum_{i=1}^{t} F_{c(i)}\left(u_{i}\right)\right]_{1} \tag{2.33}
\end{align*}
$$

with $\mathcal{U}(x)=\left\{\mathbf{u}=\left(u_{1}, \ldots, u_{t}\right): \sum_{i=1}^{t} u_{i}=x\right\},[\cdot]_{1}=\min (\cdot, 1)$, and $[\cdot]^{+}=$ $\max (\cdot, 0)$.

The Fréchet bounds hold generally, making use of specific dependence
information among $c(1), c(2), \ldots$, the bounds can be improved. To this end, three representative capacity processes are investigated in this subsection, which are comonotonic process, additive process, and Markov additive process.

### 2.1.3.1 Comonotonic Process

The upper Fréchet bound expresses the extremal positive dependence indicating the largest sum with respect to convex order, and the dependence structure is represented by the comonotonic copula [37, 41, 44], i.e.,

$$
\begin{equation*}
F\left(x_{1}, \ldots, x_{t}\right)=\min _{1 \leqslant i \leqslant t} F_{c(i)}\left(x_{i}\right) \tag{2.34}
\end{equation*}
$$

equivalently [37], for a uniform random variable $U \sim U(0,1)$,

$$
\begin{equation*}
(c(1), \ldots, c(t)) \stackrel{d}{=}\left(F_{c(1)}^{-1}(U), \ldots, F_{c(t)}^{-1}(U)\right) \tag{2.35}
\end{equation*}
$$

which implicates that comonotonic random variables are increasing functions of a common random variable [41].

If the increment of the cumulative capacity has comonotonicity, the cumulative capacity is defined as a comonotonic process in this work (which is different from a similar concept regarding the comonotonicity between different processes [73]). The distribution results of cumulative capacity and transient capacity are as follows.

Theorem 2. For a strictly stationary capacity process, the distributions of the cumulative capacity and transient capacity with comonotonicity are expressed as

$$
\begin{align*}
F_{S(t)}(x) & =F_{c}\left(\frac{x}{t}\right),  \tag{2.36}\\
F_{\bar{c}(t)}(x) & =F_{c}(x) . \tag{2.37}
\end{align*}
$$

Proof. Since all the marginal distribution functions are identical $F_{c(i)} \sim F_{c}$, comonotonicity of $c(i)$ is equivalent to saying that $c(1)=c(2)=\ldots=$ $c(t)$ holds almost surely [37]. In other words, the sample function of the capacity process is stationary and depends only on the initial value of the capacity in each realization.

### 2.1.3.2 Additive Process

The independence structure of an additive process is expressed by a product copula [43][44]

$$
\begin{equation*}
F\left(x_{1}, \ldots, x_{t}\right)=\prod_{i=1}^{t} F_{c(i)}\left(x_{i}\right) \tag{2.38}
\end{equation*}
$$

and the distribution of the cumulative capacity is expressed via Stieltjes convolution as

$$
\begin{equation*}
F_{S(t)}(x)=F_{c(1)} \circledast \ldots \circledast F_{c(t)}(x) \tag{2.39}
\end{equation*}
$$

The cumulative capacity with independent increment is modeled as an additive process [65]. The distribution bounds of cumulative capacity and transient capacity are as follows.

Theorem 3. For an independent and identically distributed capacity process, the distribution of the cumulative capacity with independence is expressed as, for some $\theta>0$,

$$
\begin{equation*}
1-e^{t \kappa(\theta)-\theta x} \leqslant F_{S(t)}(x) \leqslant e^{t \kappa(-\theta)+\theta x} \tag{2.40}
\end{equation*}
$$

where $\kappa(\theta)=\log \mathbb{E}\left[e^{\theta c(i)}\right]$ is the cumulant generating function of the instantaneous capacity, and the distribution of the transient capacity is expressed as

$$
\begin{equation*}
1-e^{-y_{l}} \leqslant \mathbb{P}\left\{\bar{c}(t) \leqslant c^{*}\right\} \leqslant e^{-y_{u}} \tag{2.41}
\end{equation*}
$$

where $c^{*}=\frac{t \kappa\left(\theta^{*}\right)+y^{*}}{\theta^{*} t}$, with $y^{*}=y_{u}$ and $\theta^{*}<0$ for the upper bound, and
$y^{*}=y_{l}$ and $\theta^{*}>0$ for the lower bound.
Proof. Since all the marginal distribution functions are identical $F_{c(i)} \sim F_{c}$, a likelihood ratio process of the cumulative capacity is formulated and expressed as [6]

$$
\begin{equation*}
L(t)=e^{\theta S(t)-t \kappa(\theta)} \tag{2.42}
\end{equation*}
$$

where $L(t)$ is a mean-one martingale and $\kappa(\theta)$ is the cumulant generating function, i.e.,

$$
\begin{equation*}
\kappa(\theta)=\log \mathbb{E}\left[e^{\theta c(i)}\right]=\log \int e^{\theta x} F(d x) \tag{2.43}
\end{equation*}
$$

where $\theta \in \Theta=\{\theta \in \mathbb{R}: \kappa(\theta)<\infty\}$.
According to Markov inequality, for any $\mu>0$,

$$
\begin{equation*}
\mathbb{P}\{L(t) \geqslant \mu\} \leqslant \frac{1}{\mu} \mathbb{E}[L(t)]=\frac{1}{\mu} \tag{2.44}
\end{equation*}
$$

Letting $\mu=e^{-t \kappa(\theta)+\theta x}$, with a manipulation of $\mathbb{P}\{L(t) \geqslant \mu\}$, for $\theta \leqslant 0$, the distribution function of $S(t)$ is bounded by

$$
\begin{equation*}
\mathbb{P}\{S(t) \leqslant x\} \leqslant e^{t \kappa(\theta)-\theta x} \tag{2.45}
\end{equation*}
$$

while for $\theta>0$, the tail distribution function of $S(t)$ is bounded by

$$
\begin{equation*}
\mathbb{P}\{S(t) \geqslant x\} \leqslant e^{t \kappa(\theta)-\theta x} \tag{2.46}
\end{equation*}
$$

which shows that the distribution has a light tail. Letting $-y^{*}=t \kappa(\theta)-$ $\theta x \leqslant 0$, the distribution of the transient capacity $\bar{c}(t)=\frac{S(t)}{t}$ is bounded by

$$
\begin{equation*}
1-e^{-y_{l}} \leqslant \mathbb{P}\left\{\bar{c}(t) \leqslant c^{*}\right\} \leqslant e^{-y_{u}} \tag{2.47}
\end{equation*}
$$

where $c^{*}=\frac{t \kappa(\theta)+y^{*}}{\theta t}, y^{*}=y_{u}$ for the upper bound with $\theta<0$, and $y^{*}=y_{l}$ for the lower bound with $\theta>0$.

Remark 1. The upper and lower bound of $F_{S(t)}(x)$ do not hold simulta-
neously, the upper bound is useful for $x<\bar{S}(t)$, the lower bound is useful for $x>\bar{S}(t)$, and both bounds are worthless for $x=\bar{S}(t)$ [51]. Considering $\bar{F}_{S(t)}(x)=1-F_{S(t)}(t)$, which means that the upper and lower bound can not decrease or increase simultaneously, this property holds in general. An indication of this property is that, for a fixed violation probability, the obtained bounds on $S(t)$ or $\bar{c}(t)$ based on the upper and lower distribution bounds are lower and upper bounds of $S(t)$ or $\bar{c}(t)$ with respect to their mean. It is illustrated in Fig. 2.1.

### 2.1.3.3 Markov Additive Process

The Markov property is solely a dependence property that can be modeled exclusively in terms of copulas [32, 104]. As a consequence, starting with a Markov process, a multitude of other Markov processes can be constructed by just modifying the marginal distributions [32, 80, 104]. It is worth noting that the Markov property indicates both positive and negative dependence, which is determined by the underlying copula. For a Markov chain, the selection of the copula and the marginal distribution is coupled [32], the transition matrix can be expressed in terms of the copula and marginal distribution and vice versa. Particularly for an idempotent copula, the process is conditionally independently and identically distributed given the initial state [80].

Specifically, if the dependence in capacity follows a Markov process and the instantaneous capacity has a corresponding distribution with respect to a state transition, then the cumulative capacity is a Markov additive process, which is a bivariate process with strong Markov property and the increment process is conditionally independent given a realization of the underlying Markov process. A formal definition of Markov additive process is in Appendix B.2.

Theorem 4. For a Markov additive process $\left(S(t), J_{t}\right)$ with state space $E$,


Figure 2.1: Transient capacity of additive and Markov additive Rayleigh channel. According to the strong law of large numbers for the additive process and extended to the Markov additive process, the transient capacity converges to the mean as time goes to infinity, i.e., the convergence of sample paths. The large deviation results are upper bound and lower bound with respect to the mean. Results are normalized, with violation probability $\epsilon=10^{-3}, W=20 \mathrm{kHz}, S N R=e^{0.5}$ for the additive process, $\mathbf{S N R}=\left[e^{0.5} 0.9 e^{0.5} ; 0.8 e^{0.5} 0.7 e^{0.5}\right]$ and $\mathbf{P}=\left[\begin{array}{cc}0.3 & 0.7 ; 0.1 \\ 0.9\end{array}\right]$ for the Markov additive process with initial distribution $\boldsymbol{\pi}=[0.50 .5]$, and 1000 sample paths.
conditional on initial state $J_{0}$, the distribution of the cumulative capacity is expressed as, for some $\theta>0$,

$$
\begin{equation*}
1-\frac{h^{(\theta)}\left(J_{0}\right) e^{t \kappa(\theta)-\theta x}}{\min _{j \in E}\left(h^{(\theta)}\left(J_{j}\right)\right)} \leqslant F_{S(t)}(x) \leqslant \frac{h^{(-\theta)}\left(J_{0}\right) e^{t \kappa(-\theta)+\theta x}}{\min _{j \in E}\left(h^{(-\theta)}\left(J_{j}\right)\right)} \tag{2.48}
\end{equation*}
$$

where $\kappa(\theta)$ and $\mathbf{h}^{(\theta)}$ are respectively the logarithm of the Perron-Frobenius eigenvalue and the corresponding right eigenvector of the kernel for the Markov additive process $\left(S(t), J_{t}\right)$, i.e., $\widehat{\boldsymbol{F}}[\theta]$, and the distribution of the transient capacity is expressed as

$$
\begin{equation*}
1-\frac{h^{(\theta)}\left(J_{0}\right) e^{-y_{l}}}{\min _{j \in E}\left(h^{(\theta)}\left(J_{j}\right)\right)} \leqslant \mathbb{P}\left\{\bar{c}(t) \leqslant c^{*}\right\} \leqslant \frac{h^{(-\theta)}\left(J_{0}\right) e^{-y_{u}}}{\min _{j \in E}\left(h^{(-\theta)}\left(J_{j}\right)\right)} \tag{2.49}
\end{equation*}
$$

where $c^{*}=\frac{t \kappa\left(\theta^{*}\right)+y^{*}}{\theta^{*} t}$, with $y^{*}=y_{u}$ and $\theta^{*}<0$ for the upper bound, and $y^{*}=y_{l}$ and $\theta^{*}>0$ for the lower bound.

Proof. Like the independent case, a likelihood ratio process is formulated with an exponential change of measure [6],

$$
\begin{equation*}
L(t)=\frac{h^{(\theta)}\left(J_{t}\right)}{h^{(\theta)}\left(J_{0}\right)} e^{\theta S(t)-t \kappa(\theta)}, \tag{2.50}
\end{equation*}
$$

which is a mean-one martingale. $\kappa(\theta)$ and $\mathbf{h}^{(\theta)}$ are respectively the logarithm of the Perron-Frobenius eigenvalue and the corresponding right eigenvector of the kernel for the Markov additive process $\left(S(t), J_{t}\right)$, i.e., $\widehat{\mathbf{F}}[\theta]$. In order to provide exponential upper bound for the distribution of the cumulative capacity, define [51]

$$
\begin{equation*}
\underline{L}(t)=\frac{\min _{j \in E}\left(h^{(\theta)}\left(J_{j}\right)\right)}{h^{(\theta)}\left(J_{0}\right)} e^{\theta S(t)-t \kappa(\theta)} \tag{2.51}
\end{equation*}
$$

where $\underline{L}(t) \leqslant L(t)$, i.e., $\mathbb{E}[\underline{L}(t)] \leqslant 1$. Apply Markov inequality to $\underline{L}(t)$ and
get, for any $\mu>0$,

$$
\begin{equation*}
\mathbb{P}\{\underline{L}(t) \geqslant \mu\} \leqslant \frac{1}{\mu} \mathbb{E}[\underline{L}(t)] \leqslant \frac{1}{\mu} \tag{2.52}
\end{equation*}
$$

Choosing $\mu=e^{-t \kappa(\theta)+\theta x} \cdot \frac{\min _{j \in E}\left(h^{(\theta)}\left(J_{j}\right)\right)}{h^{(\theta)}\left(J_{0}\right)}$, based on the tail distribution function $\mathbb{P}\{\underline{L}(t) \geqslant \mu\}$, we get the distribution function of $\mathbb{P}\{S(t) \leqslant x\}$, for $\theta \leqslant 0$,

$$
\begin{equation*}
\mathbb{P}\{S(t) \leqslant x\} \leqslant \frac{h^{(\theta)}\left(J_{0}\right)}{\min _{j \in E}\left(h^{(\theta)}\left(J_{j}\right)\right)} e^{t \kappa(\theta)-\theta x} \tag{2.53}
\end{equation*}
$$

while for $\theta>0$,

$$
\begin{equation*}
\mathbb{P}\{S(t) \geqslant x\} \leqslant \frac{h^{(\theta)}\left(J_{0}\right)}{\min _{j \in E}\left(h^{(\theta)}\left(J_{j}\right)\right)} e^{t \kappa(\theta)-\theta x} \tag{2.54}
\end{equation*}
$$

which indicates that the distribution has a light tail. Letting $-y^{*}=t \kappa(\theta)-$ $\theta x \leqslant 0$, the distribution of the transient capacity $\bar{c}(t)=\frac{S(t)}{t}$ is bounded by

$$
\begin{equation*}
1-\frac{h^{(\theta)}\left(J_{0}\right) e^{-y_{l}}}{\min _{j \in E}\left(h^{(\theta)}\left(J_{j}\right)\right)} \leqslant \mathbb{P}\left\{\bar{c}(t) \leqslant c^{*}\right\} \leqslant \frac{h^{(\theta)}\left(J_{0}\right) e^{-y_{u}}}{\min _{j \in E}\left(h^{(\theta)}\left(J_{j}\right)\right)} \tag{2.55}
\end{equation*}
$$

where $c^{*}=\frac{t \kappa(\theta)+y^{*}}{\theta t}, y^{*}=y_{u}$ for the upper bound with $\theta<0$, and $y^{*}=y_{l}$ for the lower bound with $\theta>0$.

Remark 2. The Markov additive process can be seen as a non-stationary additive process defined on a Markov process. If the Markov process has only one state, then it reduces to a stationary additive process [28]. In addition, the strong law of large numbers applies to the Markov additive process [100], and the mean of transient capacity exists [7], i.e.,

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{\mathbb{E}_{J_{0} \in E}[S(t)]}{t}=\kappa^{\prime}(0) \tag{2.56}
\end{equation*}
$$

It is demonstrated in Fig. 2.1.

### 2.2 Multiple-Input-Multiple-Output Channel

Let $(\Omega, \mathscr{F}, \mathbb{P})$ be a probability space, $m \in \mathbb{N}, n \in \mathbb{N}$, and $\boldsymbol{X}: \Omega \rightarrow \mathbb{C}^{m \times n}$ be measurable with respect to $\mathscr{F}$ and the Borel $\sigma$-algebra on $\mathbb{C}^{m \times n}$. Denote $\mathfrak{X}=\left\{\boldsymbol{X} \in \mathbb{C}^{n \times n}: \boldsymbol{X}=\boldsymbol{X}^{*}\right\}$, where $*$ represents the conjugate transpose. Denote the cone [1] $\mathfrak{X}_{\geqslant 0}=\{\boldsymbol{X} \in \mathfrak{X}: \boldsymbol{X} \geqslant 0\}$, which introduces a partial order in $\mathfrak{X}$, i.e., $\boldsymbol{X} \geqslant 0$ is equivalent to that all the eigenvalues of $\boldsymbol{X}$ are nonnegative [1]. Similarly, $\mathfrak{X}_{>0}=\{\boldsymbol{X} \in \mathfrak{X}: \boldsymbol{X}>0\}$.

### 2.2.1 Deterministic Power Fluctuation

Consider the flat fading MIMO channel $\boldsymbol{H} \in \mathbb{C}^{N_{R} \times N_{T}}, N_{T} \in \mathbb{N}, N_{R} \in$ $\mathbb{N}, \boldsymbol{H} \boldsymbol{H}^{*} \in \mathfrak{X}_{\geqslant 0}$. The capacity, in bits per second, under total average transmit power constraint, is expressed as [110]

$$
\begin{equation*}
c=W \max _{\operatorname{Tr}\left[\boldsymbol{R}_{\boldsymbol{s} \boldsymbol{s}}\right]=N_{T}} \log _{2} \operatorname{det}\left(\boldsymbol{I}_{N_{R}}+\frac{\rho}{N_{T}} \boldsymbol{H} \boldsymbol{R}_{\boldsymbol{s} \boldsymbol{s}} \boldsymbol{H}^{*}\right) \tag{2.57}
\end{equation*}
$$

where $W$ is the bandwidth, $\rho=\frac{P}{N_{0} W}, P$ is the total average transmit power, $N_{0}$ is the noise power spectral density, $\boldsymbol{R}_{\boldsymbol{s} \boldsymbol{s}}=\mathbb{E}\left[s s^{*}\right]$ is the covariance matrix for the transmitted signal $s \in \mathbb{C}^{N_{T} \times 1}$.

The frequency-selective fading channel formulation requires a block diagonal extension of the flat fading channel model. The capacity, in bits per second, under total average transmit power constraint, is expressed as [110]

$$
\begin{equation*}
c=\frac{W}{N} \max _{\operatorname{Tr}[\boldsymbol{R} \boldsymbol{\mathcal { S }}]=N_{T} N} \log _{2} \operatorname{det}\left(\boldsymbol{I}_{N_{R} N}+\frac{\rho}{N_{T}} \boldsymbol{\mathcal { H }} \boldsymbol{R}_{\boldsymbol{\mathcal { S }}} \mathcal{H}^{*}\right) \tag{2.58}
\end{equation*}
$$

where $W$ is the bandwidth, $\rho=\frac{P}{N_{0} W}, P$ is the total average transmit power, $N_{0}$ is the noise power spectral density, $N$ is the number of subchannels, $\mathcal{H} \in \mathbb{C}^{N_{T} N \times N_{R} N}$ is the block diagonal matrix with $\boldsymbol{H}_{i}$ as the block diagonal elements, and $\boldsymbol{R}_{\mathcal{S S}}=\mathbb{E}\left[\mathcal{S S}^{*}\right]$ is the covariance matrix for
the transmitted signal $\mathcal{S}=\left[s_{1}^{T}, \ldots, s_{N}^{T}\right]^{T} \in \mathbb{C}^{N_{T} N \times 1}$, where $[\cdot]^{T}$ denotes the transpose of a matrix.

Remark 3. The identity matrix I in the capacity formula implies that the capacity is non-negative, i.e., $c: \Omega \rightarrow \mathbb{R} \geqslant 0$.

Remark 4. The typical stochastic models of the channel gain are the Rayleigh, Rice, and Nakagami distributions [55]. The shadowing model is the Lognormal distribution [118][55], which is able to superimpose the path loss.

Remark 5. If $\log Y \sim N\left(\mu, \sigma^{2}\right)$, then $a+b \log Y \sim N\left(a+b \mu, b^{2} \sigma^{2}\right)$, where $a, b \in \mathbb{R}$, thus, if $Y$ is lognormal, then $a Y^{b}$ is also lognormal in general. This result explains the product form of the combined effect of the multiple path interference, shadowing, and path loss [109].

Remark 6. Since the normal distribution with zero mean is symmetric, we have the equal lognormal distributions $Y^{-1} \stackrel{d}{=} Y$, because of $-\log Y \stackrel{d}{=}$ $\log Y \sim N\left(0, \sigma^{2}\right)$. This result implies that the quotient $X / Y$ of an arbitrary random variable $X$ with a lognormal random variable $\log Y \sim N\left(0, \sigma^{2}\right)$, where $X$ and $Y$ are independent, equals in distribution the product $X Y$ of the two random variable, i.e., $X / Y \stackrel{d}{=} X Y$. This relation does not hold for the general normal distribution.

Remark 7. For a almost surely positive random variable, $X$, the right tail behavior of $1 / X, \mathbb{P}(1 / X>x)=O\left(e^{-\theta x}\right), \exists \theta>0$, and $\mathbb{P}(1 / X>$ $x)=O\left(x^{-\theta}\right), \exists \theta>0$, corresponds to left tail behavior of $X$ [56][9], $\mathbb{P}(X<1 / x)=O\left(e^{-\theta x}\right), \exists \theta>0$, and $\mathbb{P}(X<1 / x)=O\left(x^{-\theta}\right), \exists \theta>0$, i.e., $\limsup _{y \rightarrow 0} \frac{\mathbb{P}(X<y)}{e^{-\theta / y}}<\infty, \exists \theta>0$, and $\limsup _{y \rightarrow 0} \frac{\mathbb{P}(X<y)}{y^{\theta}}<\infty, \exists \theta>0$. Letting $Y=1 / X$, we obtain the complementary results. Considering the reciprocal relation between the channel loss $\phi=P_{T} / P_{R}$ and channel gain $\psi=P_{R} / P_{T}$, both the right tail and the left tail matter for the stochastic channel models.

Remark 8. The difference between the two dimensional and the three dimensional channel models lies in that there are different autocorrelation functions of the fading process and the same marginals of the fading envelopes [11][107]. In addition, it is shown that a horizontal separation of antennas has a superiority over the vertical separation, though the latter is able to increase the diversity gain [107][139]. The capacity of multi-user MIMO is more complex, i.e., the channel involves both multiple access channel and broadcasting channel, thus, the capacity expression has a diverse formulation [110].

We present some equivalence results of the function of random variables.

Lemma 1. Consider a flat MIMO channel $\boldsymbol{H} \in \mathbb{C}^{N_{R} \times N_{T}}$. The capacity is upper bounded by $c^{\prime}=a \log _{2}\left(1+b \lambda_{\max }\right)$, where $a, b \in \mathbb{R}_{>0}$ and $\lambda_{\max }$ is the maximum eigenvalue of $\boldsymbol{H} \boldsymbol{H}^{*}$.

1. For the tail property, we have the equivalent results

$$
\begin{align*}
\bar{F}_{c^{\prime}}(x)=O\left(e^{-\theta x}\right), & \exists \theta>0 \\
\Longleftrightarrow & \bar{F}_{\lambda_{\max }}(x)=O\left(x^{-\theta}\right), \exists \theta>0 \\
& \Longleftrightarrow \bar{F}_{\operatorname{Tr}\left[\boldsymbol{H} \boldsymbol{H}^{*}\right]}(x)=O\left(x^{-\theta}\right), \exists \theta>0 \tag{2.59}
\end{align*}
$$

2. For the power law function of the maximum eigenvalue, we have the equivalent expressions

$$
\begin{align*}
& \mathbb{E}\left[\left(1+\Delta \lambda_{\max }\right)^{\theta}\right]<\infty, 0<\Delta<\infty, \exists \theta>0 \\
& \Longleftrightarrow \mathbb{E}\left[\left(1+\lambda_{\max }\right)^{\theta}\right]<\infty, \exists \theta>0 \\
& \Longleftrightarrow \mathbb{E}\left[\left(\lambda_{\max }\right)^{\theta}\right]<\infty, \exists \theta>0 \tag{2.60}
\end{align*}
$$

Specifically, $\theta=1$ corresponds to $\mathbb{E}\left[\lambda_{\max }\right]<\infty$. In addition, we have
$\mathbb{E}\left[\left(\lambda_{\max }\right)^{\theta_{1}}\right]=\infty \Longrightarrow \mathbb{E}\left[\left(\lambda_{\max }\right)^{\theta_{2}}\right]=\infty, \forall 0<\theta_{1}<\theta_{2}$.
3. In addition, we have another pair of equivalent expressions for the exponential function of the eigenvalue, i.e.,

$$
\begin{equation*}
\mathbb{E}\left[e^{\theta \operatorname{Tr}\left[\boldsymbol{H} \boldsymbol{H}^{*}\right]}\right]<\infty, \exists \theta>0 \Longleftrightarrow \mathbb{E}\left[e^{\theta \lambda_{\max }}\right]<\infty, \exists \theta>0 . \tag{2.61}
\end{equation*}
$$

Proof. 1. Considering the eigendecomposition of the channel matrix in the capacity formula [110], the capacity is upper bounded by $c^{\prime}=a \log _{2}(1+$ $b \lambda_{\text {max }}$ ), we have $\bar{F}_{c^{\prime}}(x)=O\left(e^{-\theta x}\right) \Longleftrightarrow \bar{F}_{\lambda_{\text {max }}}(x)=O\left(x^{-\theta}\right) \Longleftrightarrow$ $\bar{F}_{\operatorname{Tr}\left[\boldsymbol{H} \boldsymbol{H}^{*}\right]}(x)=O\left(x^{-\theta}\right)$. The first relationship follows the transform of random variables, i.e., $\bar{F}_{c^{\prime}}(x)=O\left(e^{-\theta c}\right) \Longleftrightarrow \bar{F}_{\lambda_{\max }}(x)=O\left((1+b x)^{-\theta}\right)$, and $(1+b x)^{-\theta} \sim(b x)^{-\theta}$ and $\bar{F}_{\lambda_{\max }}(x)=O\left(x^{-\theta}\right) \Longleftrightarrow \bar{F}_{\lambda_{\max }}(x)=$ $O\left((b x)^{-\theta}\right)$. The second relationship follows that $\lambda_{\max } \leqslant \operatorname{Tr}\left[\boldsymbol{H} \boldsymbol{H}^{*}\right] \Longrightarrow$ $\bar{F}_{\lambda_{\max }}(x) \leqslant \bar{F}_{\operatorname{Tr}\left[\boldsymbol{H} \boldsymbol{H}^{*}\right]}(x)$, thus, $\bar{F}_{\operatorname{Tr}\left[\boldsymbol{H} \boldsymbol{H}^{*}\right]}(x)=O\left(x^{-\theta}\right) \Longrightarrow \bar{F}_{\lambda_{\max }}(x)=$ $O\left(x^{-\theta}\right)$; and $r(\boldsymbol{H}) \lambda_{\max } \geqslant \operatorname{Tr}\left[\boldsymbol{H} \boldsymbol{H}^{*}\right] \Longrightarrow \bar{F}_{r(\boldsymbol{H}) \lambda_{\max }}(x) \geqslant \bar{F}_{\operatorname{Tr}\left[\boldsymbol{H} \boldsymbol{H}^{*}\right]}(x)$, thus, $\bar{F}_{\lambda_{\max }}(x)=O\left(x^{-\theta}\right) \Longrightarrow \bar{F}_{\operatorname{Tr}\left[\boldsymbol{H}^{*}\right]}(x)=O\left(x^{-\theta}\right)$.
2. First, we have the inequality, $\mathbb{E}\left[\left(1+\Delta \lambda_{\max }\right)^{\theta}\right] \leqslant(1+\Delta)^{\theta} \mathbb{E}\left[\left(1+\lambda_{\max }\right)^{\theta}\right]$, which implies that $\mathbb{E}\left[\left(1+\lambda_{\max }\right)^{\theta}\right]<\infty, \exists \theta>0 \Longrightarrow \mathbb{E}\left[\left(1+\Delta \lambda_{\max }\right)^{\theta}\right]<$ $\infty, \exists \theta>0$, because $(1+\Delta)^{\theta}<\infty$. Second, for $0<\Delta<1$, letting $\Delta \geqslant \frac{1}{m}$, $m \in \mathbb{N}$, we have $m^{\theta} \mathbb{E}\left[\left(1+\Delta \lambda_{\max }\right)^{\theta}\right] \geqslant \mathbb{E}\left[\left(1+\lambda_{\max }\right)^{\theta}\right]$, which implies that $\mathbb{E}\left[\left(1+\Delta \lambda_{\max }\right)^{\theta}\right]<\infty, \exists \theta>0 \Longrightarrow \mathbb{E}\left[\left(1+\lambda_{\max }\right)^{\theta}\right]<\infty, \exists \theta>0$, because $m^{\theta}<\infty$; for $\Delta \geqslant 1$, it is trivial.

Since $\left(\lambda_{\max }\right)^{\theta} \leqslant\left(1+\lambda_{\max }\right)^{\theta}$, we have $\mathbb{E}\left[\left(1+\lambda_{\max }\right)^{\theta}\right]<\infty, \exists \theta>$ $0 \Longrightarrow \mathbb{E}\left[\left(\lambda_{\max }\right)^{\theta}\right]<\infty, \exists \theta>0$. According to Hölder's inequality, $\mathbb{E}\left[X^{r}\right] \leqslant\left(\mathbb{E}\left[X^{s}\right]\right)^{r / s}, 0<r<s, X \in \mathbb{R}_{\geqslant 0}$, which implies that $\mathbb{E}\left[X^{s}\right]<\infty \Longrightarrow \mathbb{E}\left[X^{r}\right]<\infty$. Specifically, we have $\mathbb{E}\left[\left(\lambda_{\max }\right)^{\theta}\right]<\infty, \exists \theta>$ $1 \Longrightarrow \mathbb{E}\left[\left(\lambda_{\max }\right)^{\theta}\right]<\infty, \forall 0<\theta \leqslant 1$. Suppose $\mathbb{E}\left[\left(\lambda_{\max }\right)^{\theta}\right]<\infty, \exists 0<$ $\theta \leqslant 1$, we have $\bar{F}_{\lambda_{\max }}(x)=o\left(x^{-\theta}\right)$ and $\int_{0}^{\infty} \bar{F}_{\lambda_{\max }}(x) x^{\theta-1} d x<\infty$, since
$x^{-\theta} \sim(1+x)^{-\theta}$ and $x^{\theta-1} \geqslant(1+x)^{\theta-1}$, we further have $\bar{F}_{\lambda_{\max }}(x)=$ $o\left((1+x)^{-\theta}\right)$ and $\int_{0}^{\infty} \bar{F}_{\lambda_{\max }}(x)(1+x)^{\theta-1} d x<\infty$, which corresponds to $\mathbb{E}\left[\left(1+\lambda_{\max }\right)^{\theta}\right]<\infty$. Thus, $\mathbb{E}\left[\left(1+\lambda_{\max }\right)^{\theta}\right]<\infty, \exists 0<\theta \leqslant 1 \Longleftarrow$ $\mathbb{E}\left[\left(\lambda_{\max }\right)^{\theta}\right]<\infty, \exists 0<\theta \leqslant 1$. In all, we obtain $\mathbb{E}\left[\left(1+\lambda_{\max }\right)^{\theta}\right]<\infty, \exists \theta>$ $0 \Longleftrightarrow \mathbb{E}\left[\left(\lambda_{\max }\right)^{\theta}\right]<\infty, \exists \theta>0$.

If $\mathbb{E}\left[\lambda_{\max }\right]=\infty$, by Jensen's inequality, $\mathbb{E}\left[\left(\lambda_{\max }\right)^{\theta}\right] \geqslant\left(\mathbb{E}\left[\lambda_{\max }\right]\right)^{\theta}=$ $\infty, \forall \theta \geqslant 1$, which implies that $\mathbb{E}\left[\left(1+\lambda_{\max }\right)^{\theta}\right]=\infty, \forall \theta \geqslant 1$, because $\mathbb{E}\left[\left(\lambda_{\max }\right)^{\theta}\right] \leqslant \mathbb{E}\left[\left(1+\lambda_{\max }\right)^{\theta}\right]$.
3. Considering that the matrix $\boldsymbol{H} \boldsymbol{H}^{*} \in \mathfrak{X} \geqslant 0$, we have $\lambda_{\max } \leqslant \operatorname{Tr}\left[\boldsymbol{H} \boldsymbol{H}^{*}\right]$ and $\operatorname{Tr}\left[\boldsymbol{H} \boldsymbol{H}^{*}\right] \leqslant r(\boldsymbol{H}) \lambda_{\max }$. Then, the proof follows.

Remark 9. The parameters $\theta$ in the two equations, $\bar{F}_{c}(x)=O\left(e^{-\theta x}\right)$ and $\bar{F}_{\lambda_{\max }}(x)=O\left(x^{-\theta}\right)$, are not necessarily equal.

Remark 10. The above equivalent results indicate that, for $X \in \mathbb{R}_{\geqslant 0}$, $\mathbb{E}\left[X^{\theta}\right]<\infty, \exists \theta>0 \Longleftrightarrow \bar{F}_{X}(x)=O\left(x^{-\theta}\right), \exists \theta>0$. However, it is interesting to notice that, for a common $\theta>0$ and $X \in \mathbb{R}_{\geqslant 0}$, we only have $\mathbb{E}\left[X^{\theta}\right]<\infty \Longrightarrow \bar{F}_{X}(x)=O\left(x^{-\theta}\right)$, and the reverse does not hold in general. Because it is shown in [125] that $\mathbb{E}\left[X^{\theta}\right]<\infty$, where $\theta>0$ and $X$ is a nonnegative random variable, if and only if $\bar{F}_{X}(x)=o\left(x^{-\theta}\right)$ and $\int_{0}^{\infty} \bar{F}_{X}(x) x^{\theta-1} d x<\infty$.

Remark 11. The mean identity $\mathbb{E}\left[X^{\theta}\right]$, for $X: \Omega \rightarrow \mathbb{R}_{\geqslant 0}$ and $\theta>0$, is a special case of Mellin-Stieltjes transform [146] of the distribution function $F_{X}(x)$.

Remark 12. Suppose $X$ is a regularly varying non-negative random variable with index $\alpha>0$. Then [42], $\mathbb{E}\left[X^{\beta}\right]<\infty$, for $\beta<\alpha$; and $\mathbb{E}\left[X^{\beta}\right]=\infty$, for $\beta>\alpha$.

### 2.2.1.1 Arbitrary Channel Side Information

We present the sufficient condition for the light-tailed capacity of the flat channel.

Theorem 5. Consider a flat MIMO channel $\boldsymbol{H} \in \mathbb{C}^{N_{R} \times N_{T}}$. If the mean identity exists, i.e.,

$$
\begin{equation*}
\mathbb{E}\left[\left(\lambda_{\max }\right)^{\theta}\right]<\infty, \exists \theta>0 \tag{2.62}
\end{equation*}
$$

where $\lambda_{\max }$ is the maximum eigenvalue of $\boldsymbol{H} \boldsymbol{H}^{*}$, the distribution of the capacity of the MIMO channel (with or without full channel side information) is light-tailed.

Proof. First, consider the scenario with channel side information only at the receiver. We denote $\rho:=\frac{P}{N_{0} W}$. On the one hand, we have an upper bound of the capacity

$$
\begin{align*}
c & =W \sum_{i=1}^{r(\boldsymbol{H})} \log _{2}\left(1+\frac{\rho}{N_{T}} \lambda_{i}\right)  \tag{2.63}\\
& \leqslant W r(\boldsymbol{H}) \log _{2}\left(1+\frac{\rho}{N_{T}} \lambda_{\max }\right) \tag{2.64}
\end{align*}
$$

where $r(\boldsymbol{H})$ is the rank of matrix $\boldsymbol{H}, \lambda_{i}$ is the eigenvalue of the matrix $\boldsymbol{H} \boldsymbol{H}^{*}$, and the equality follows the eigenvalue expression of the capacity.

Second, consider the scenario with full channel side information. The capacity is upper bounded by

$$
\begin{align*}
c & =W \max _{\sum_{i=1}^{r(\boldsymbol{H})} \gamma_{i}=N_{T}} \sum_{i=1}^{r(\boldsymbol{H})} \log _{2}\left(1+\frac{\rho \gamma_{i}}{N_{T}} \lambda_{i}\right)  \tag{2.65}\\
& \leqslant W r(\boldsymbol{H}) \log _{2}\left(1+\frac{\rho}{N_{T}} \gamma_{\max } \lambda_{i}\right)  \tag{2.66}\\
& \leqslant W r(\boldsymbol{H}) \log _{2}\left(1+\rho \lambda_{\max }\right) . \tag{2.67}
\end{align*}
$$

It is easy to show that $\mathbb{E}\left[e^{\theta c}\right]<\infty, \exists \theta>0$, entails $\mathbb{E}\left[\left(1+\rho \lambda_{\max }\right)^{\theta}\right]<$ $\infty, \exists \theta>0$. The rest of the proof follows Lemma 1.2.

We present the sufficient condition for the light-tailed capacity of the frequency-selective channel.

Theorem 6. Consider a frequency-selective MIMO channel with the subchannels $\boldsymbol{H}_{i} \in \mathbb{C}^{N_{R} \times N_{T}}, i \in\{1, \ldots, N\}$, and block diagonal matrix $\mathcal{H}=$ $\operatorname{diag}\left(\boldsymbol{H}_{1}, \ldots, \boldsymbol{H}_{N}\right)$. For the scenarios where the channel side information is known or unknown at the transmitter, if the mean identity exists for each sub-channel, i.e.,

$$
\begin{equation*}
\mathbb{E}\left[\left(\lambda_{\max }^{i}\right)^{\theta}\right]<\infty, \exists \theta>0, \forall i \in\{1, \ldots, N\} \tag{2.68}
\end{equation*}
$$

where $\lambda_{\max }^{i}$ is the maximum eigenvalue of $\boldsymbol{H}_{i} \boldsymbol{H}_{i}^{*}$, or the equivalent condition is satisfied, i.e.,

$$
\begin{equation*}
\mathbb{E}\left[\left(\lambda_{\max }\right)^{\theta}\right]<\infty, \exists \theta>0 \tag{2.69}
\end{equation*}
$$

where $\lambda_{\max }$ is the maximum eigenvalue of $\mathcal{H}^{*}$, the distribution of the capacity is light-tailed.

Proof. If the channel side information is unknown to the transmitter, then [110]

$$
\begin{equation*}
c=\frac{W}{N} \sum_{i=1}^{N} \log _{2} \operatorname{det}\left(\boldsymbol{I}_{N_{R}}+\frac{\rho}{N_{T}} \boldsymbol{H}_{i} \boldsymbol{H}_{i}^{*}\right) \tag{2.70}
\end{equation*}
$$

Since the light-tailed property is preserved under the sum operation, if the capacity distribution of each sub-channel is light-tailed, so is the total capacity distribution.

If the channel side information is known to the transmitter, then [110]

$$
\begin{align*}
c & =\frac{W}{N} \max _{\sum_{i=1}^{r(\mathcal{H})} \gamma_{i}=N_{T} N} \sum_{i=1}^{r(\mathcal{H})} \log _{2}\left(1+\frac{\rho \gamma_{i}}{N_{T}} \lambda_{i}\left(\mathcal{H}^{*}\right)\right)  \tag{2.71}\\
& \leqslant \frac{W}{N} \sum_{i=1}^{r(\mathcal{H})} \log _{2}\left(1+\frac{\rho \gamma_{\max }}{N_{T}} \lambda_{i}\left(\mathcal{H}^{*}\right)\right)  \tag{2.72}\\
& \leqslant \frac{W}{N} r(\boldsymbol{\mathcal { H }}) \log _{2}\left(1+\rho N \lambda_{\max }\left(\mathcal{H}^{*}\right)\right) . \tag{2.73}
\end{align*}
$$

Particularly, we have $\lambda_{\max }=\max \left(\lambda_{\max }^{1}, \ldots, \lambda_{\max }^{N}\right)$, which implies the equivalent expression of the condition.

Remark 13. The equivalent expression of the sufficient condition means that it is equivalent to consider the block diagonal matrix of the frequencyselective channel as a whole or to consider the matrix of each sub-channel individually.

Remark 14. If the trace identity exists, i.e., $\mathbb{E}\left[\operatorname{Tr}\left[e^{\theta \mathcal{H} \mathcal{H}^{*}}\right]\right]<\infty, \exists \theta>0$, then the maximum eigenvalue distribution and the capacity distribution are light-tailed. Because the maximum eigenvalue distribution is exponentially bounded [137]

$$
\begin{equation*}
\mathbb{P}\left(\lambda_{\max }(\boldsymbol{X}) \geqslant x\right) \leqslant e^{-\theta x} \cdot \mathbb{E}\left[\operatorname{Tr}\left[e^{\theta \boldsymbol{X}}\right]\right], \forall \theta>0 \tag{2.74}
\end{equation*}
$$

where $\boldsymbol{X}=\mathcal{H}^{*} \in \mathfrak{X}$. Since the matrix $\mathcal{H}^{*} \mathcal{H}^{*}$ is block diagonal [61], $e^{\theta \boldsymbol{\mathcal { H }} \mathcal{H}^{*}}=\operatorname{diag}\left(e^{\theta \boldsymbol{H}_{1} \boldsymbol{H}_{1}^{*}}, \ldots, e^{\theta \boldsymbol{H}_{N} \boldsymbol{H}_{N}^{*}}\right)$, and

$$
\begin{equation*}
\mathbb{E}\left[\operatorname{Tr}\left[e^{\theta \boldsymbol{\mathcal { H }} \mathcal{H}^{*}}\right]\right]=\sum_{i=1}^{N} \mathbb{E}\left[\operatorname{Tr}\left[e^{\theta \boldsymbol{H}_{i} \boldsymbol{H}_{i}^{*}}\right]\right] \tag{2.75}
\end{equation*}
$$

Thus, $\mathbb{E}\left[\operatorname{Tr}\left[e^{\theta \mathcal{H} \mathcal{H}^{*}}\right]\right]<\infty, \exists \theta>0$ entails $\mathbb{E}\left[\operatorname{Tr}\left[e^{\theta \boldsymbol{H}_{i} \boldsymbol{H}_{i}^{*}}\right]\right]<\infty, \exists \theta>0$, $\forall i \in\{1, \ldots, N\}$, which is non-negative.

### 2.2.1.2 Without Channel Side Information at Transmitter

We present the sufficient and necessary condition for the flat channel capacity distribution to be light-tailed, when the channel side information is not known at the transmitter.

Theorem 7. Consider that the channel side information is only known at the receiver. The capacity distribution of the flat channel is light tailed, if and only if the distribution of the determinant term is fat-tail bounded, i.e.,

$$
\begin{equation*}
\mathbb{E}\left[\left(\operatorname{det}\left(\boldsymbol{I}_{N_{R}}+\boldsymbol{\Lambda}\right)\right)^{\theta}\right]<\infty, \exists \theta>0 \tag{2.76}
\end{equation*}
$$

where $\boldsymbol{H} \boldsymbol{H}^{*}=\boldsymbol{Q} \boldsymbol{\Lambda} \boldsymbol{Q}^{*}, \boldsymbol{Q Q}^{*}=\boldsymbol{Q}^{*} \boldsymbol{Q}=\boldsymbol{I}_{N_{R}}$, and $\boldsymbol{\Lambda}=\operatorname{diag}\left\{\lambda_{1}, \ldots, \lambda_{N_{R}}\right\}$, $\lambda_{i} \geqslant 0$. Equivalently, the condition is expressed as

$$
\begin{equation*}
\mathbb{E}\left[\left(\lambda_{\max }\right)^{\theta}\right]<\infty, \exists \theta>0 \tag{2.77}
\end{equation*}
$$

where $\lambda_{\max }=\max _{1 \leqslant i \leqslant r(\boldsymbol{H})} \lambda_{i}, 0<\lambda_{i} \in \boldsymbol{\Lambda}$ and $r(\boldsymbol{H})$ is the rank of $\boldsymbol{H}$.

Proof. For the flat channel without channel side information at the transmitter, the capacity is expressed as [110]

$$
\begin{align*}
c & =W \log _{2} \operatorname{det}\left(\boldsymbol{I}_{N_{R}}+\frac{\rho}{N_{T}} \boldsymbol{H} \boldsymbol{H}^{*}\right)  \tag{2.78}\\
& =W \log _{2} \operatorname{det}\left(\boldsymbol{I}_{N_{R}}+\frac{\rho}{N_{T}} \boldsymbol{\Lambda}\right)  \tag{2.79}\\
& =W \sum_{i=1}^{r(\boldsymbol{H})} \log _{2}\left(1+\frac{\rho}{N_{T}} \lambda_{i}\right), \tag{2.80}
\end{align*}
$$

where $\boldsymbol{H} \boldsymbol{H}^{*}=\boldsymbol{Q} \boldsymbol{\Lambda} \boldsymbol{Q}^{*}$ and $\boldsymbol{Q} \boldsymbol{Q}^{*}=\boldsymbol{I}$, the second equality follows that $\operatorname{det}\left(\boldsymbol{I}_{m}+\boldsymbol{A B}\right)=\operatorname{det}\left(\boldsymbol{I}_{n}+\boldsymbol{B} \boldsymbol{A}\right)$ for $\boldsymbol{A} \in \mathbb{C}^{m \times n}$ and $\boldsymbol{B} \in \mathbb{C}^{n \times m}$, and the third equality is an equivalent expression.

The proof follows the light-tailed distribution definition, i.e.,

$$
\mathbb{E}\left[e^{\theta W \log _{2} \operatorname{det}\left(\boldsymbol{I}_{N_{R}}+\frac{\rho}{N_{T}} \boldsymbol{\Lambda}\right)}\right]<\infty, \exists \theta>0
$$

Specifically, considering finite rank matrix, we have that, for $\Delta \geqslant 1$, $\Delta^{r(\boldsymbol{H}) \theta} \mathbb{E}\left[\prod_{i=1}^{r(\boldsymbol{H})}\left(1+\lambda_{i}\right)^{\theta}\right] \geqslant \mathbb{E}\left[\prod_{i=1}^{r(\boldsymbol{H})}\left(1+\Delta \lambda_{i}\right)^{\theta}\right] \geqslant \mathbb{E}\left[\prod_{i=1}^{r(\boldsymbol{H})}\left(1+\lambda_{i}\right)^{\theta}\right] ;$ and for $0<\Delta \leqslant 1, \Delta^{r(\boldsymbol{H}) \theta} \mathbb{E}\left[\prod_{i=1}^{r(\boldsymbol{H})}\left(1+\lambda_{i}\right)^{\theta}\right] \leqslant \mathbb{E}\left[\prod_{i=1}^{r(\boldsymbol{H})}\left(1+\Delta \lambda_{i}\right)^{\theta}\right] \leqslant$ $\mathbb{E}\left[\prod_{i=1}^{r(\boldsymbol{H})}\left(1+\lambda_{i}\right)^{\theta}\right]$. Thus, we have the following equivalent expressions

$$
\begin{align*}
\mathbb{E}\left[\prod_{i=1}^{r(\boldsymbol{H})}\left(1+\Delta \lambda_{i}\right)^{\theta}\right]<\infty, & 0<\Delta<\infty, \exists \theta>0 \\
& \Longleftrightarrow \mathbb{E}\left[\prod_{i=1}^{r(\boldsymbol{H})}\left(1+\lambda_{i}\right)^{\theta}\right]<\infty, \exists \theta>0 \tag{2.81}
\end{align*}
$$

Considering the two inequalities, $\prod_{i=1}^{r(\boldsymbol{H})}\left(1+\lambda_{i}\right)^{\theta} \leqslant\left(1+\lambda_{\max }\right)^{\theta r(\boldsymbol{H})}$ and $\prod_{i=1}^{r(\boldsymbol{H})}\left(1+\lambda_{i}\right)^{\theta} \geqslant\left(1+\lambda_{\max }\right)^{\theta}$, where $\lambda_{\max }=\max _{1 \leqslant i \leqslant r(\boldsymbol{H})} \lambda_{i}$, the sufficient and necessary condition is equivalently written as $\mathbb{E}\left[\prod_{i=1}^{r(\boldsymbol{H})}\left(1+\lambda_{i}\right)^{\theta}\right]<$ $\infty, \exists \theta>0 \Longleftrightarrow \mathbb{E}\left[\left(1+\lambda_{\max }\right)^{\theta}\right]<\infty, \exists \theta>0 \Longleftrightarrow \mathbb{E}\left[\left(\lambda_{\max }\right)^{\theta}\right]<$ $\infty, \exists \theta>0$. This completes the proof.

Remark 15. Considering the Fredholm determinant [54], for $|z|$ small enough, $\log \operatorname{det}(\boldsymbol{I}+z \boldsymbol{\Lambda})=\operatorname{Tr} \log (\boldsymbol{I}+z \boldsymbol{\Lambda})=\sum_{k=1}^{\infty} \frac{(-1)^{k+1}}{k} z^{k} \operatorname{Tr}\left[\boldsymbol{\Lambda}^{k}\right]$, the condition is alternatively expressed as

$$
\begin{equation*}
\mathbb{E}\left[e^{\theta \sum_{k=1}^{\infty} \frac{(-1)^{k+1}}{k}\left(\frac{\rho}{N_{T}}\right)^{k} \operatorname{Tr}\left[\boldsymbol{\Lambda}^{k}\right]}\right]<\infty, \exists \theta>0 \tag{2.82}
\end{equation*}
$$

where $\boldsymbol{\Lambda}=\boldsymbol{H} \boldsymbol{H}^{*}$ or $\boldsymbol{H} \boldsymbol{H}^{*}=\boldsymbol{Q} \boldsymbol{\Lambda} \boldsymbol{Q}^{*}$. Specifically, for $\boldsymbol{H} \boldsymbol{H}^{*}=\boldsymbol{Q} \boldsymbol{\Lambda} \boldsymbol{Q}^{*}$, we have $\operatorname{Tr}\left[\boldsymbol{\Lambda}^{k}\right]=\sum_{i=1}^{r(\boldsymbol{\Lambda})}\left(\lambda_{i}(\boldsymbol{\Lambda})\right)^{k}$.

For arbitrary z, according to the Plemelj-Smithies formulas [54], we have $\operatorname{det}(\boldsymbol{I}+z \boldsymbol{\Lambda})=1+\sum_{k=1}^{r(\boldsymbol{\Lambda})} \frac{d_{k}(\boldsymbol{\Lambda})}{k!} z^{k}$, thus the condition is expressed as

$$
\begin{equation*}
\mathbb{E}\left[\left(1+\sum_{k=1}^{r(\boldsymbol{\Lambda})} \frac{d_{k}(\boldsymbol{\Lambda})}{k!}\left(\frac{\rho}{N_{T}}\right)^{k}\right)^{\theta}\right]<\infty, \theta>0 \tag{2.83}
\end{equation*}
$$

where

$$
d_{k}(\boldsymbol{\Lambda})=\left|\begin{array}{ccccccc}
\operatorname{Tr} \boldsymbol{\Lambda} & k-1 & 0 & 0 & \ldots & 0 & 0 \\
\operatorname{Tr} \boldsymbol{\Lambda}^{2} & \operatorname{Tr} \boldsymbol{\Lambda} & k-2 & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\operatorname{Tr} \boldsymbol{\Lambda}^{k-1} & \operatorname{Tr} \boldsymbol{\Lambda}^{k-2} & \operatorname{Tr} \boldsymbol{\Lambda}^{k-3} & \vdots & \ldots & \operatorname{Tr} \boldsymbol{\Lambda} & 1 \\
\operatorname{Tr} \boldsymbol{\Lambda}^{k} & \operatorname{Tr} \boldsymbol{\Lambda}^{k-1} & \operatorname{Tr} \boldsymbol{\Lambda}^{k-2} & \vdots & \ldots & \operatorname{Tr} \boldsymbol{\Lambda}^{2} & \operatorname{Tr} \boldsymbol{\Lambda}
\end{array}\right|
$$

We present a sufficient condition for the light-tailed property of the frequency-selective channel capacity.

Theorem 8. Consider that the channel side information is only known at the receiver. The capacity distribution of the frequency-selective channel is light tailed, if

$$
\begin{equation*}
\mathbb{E}\left[\left(\lambda_{\max }\right)^{\theta}\right]<\infty, \exists \theta>0 \tag{2.84}
\end{equation*}
$$

where $\lambda_{\max }=\max _{1 \leqslant j \leqslant N} \lambda_{\max }^{j}, \lambda_{\max }^{j}=\max _{1 \leqslant i \leqslant r\left(\boldsymbol{H}_{j}\right)} \lambda_{i}^{j}, \boldsymbol{H}_{j}$ is the channel model of each sub-channel and $\lambda_{i}^{j}$ is the corresponding eigenvalue of $\boldsymbol{H}_{j} \boldsymbol{H}_{j}^{*}$.

Proof. The proof of the frequency-selective channel scenario follows that the light-tailed distribution of the capacity of each sub-channel implies the light-tailed distribution of the overall channel capacity.

### 2.2.2 Random Power Fluctuation

We consider the channel scenario, where the channel side information is known at the receiver and is unknown at the transmitter, and the transmission power randomly fluctuates over the coherence periods and remains constant in each coherence period. Considering the analog to the deterministic power fluctuation, the obtained results are correspondingly the sufficient conditions for the channel scenario with arbitrary channel side information.

For the flat fading MIMO channel $\boldsymbol{H} \in \mathbb{C}^{N_{R} \times N_{T}}, N_{T} \in \mathbb{N}, N_{R} \in \mathbb{N}$, when the transmit power is allocated evenly across the transmit antennas during each coherence period, the capacity, in bits per second, is expressed as [110]

$$
\begin{equation*}
c_{p, \boldsymbol{H}}=W \log _{2} \operatorname{det}\left(\boldsymbol{I}_{N_{R}}+\frac{1}{N_{T} N_{0} W} p \boldsymbol{H} \boldsymbol{H}^{*}\right) \tag{2.85}
\end{equation*}
$$

where $W$ is the bandwidth, $N_{0}$ is the noise power spectral density, and $p$ is the transmit power that is constant during each coherence period and randomly fluctuates over periods. Equivalently, the capacity is expressed as

$$
\begin{align*}
c_{p, \boldsymbol{H}} & =W \sum_{i=1}^{r(\boldsymbol{H})} \log _{2}\left(1+\frac{1}{N_{T} N_{0} W} p \lambda_{i}\right)  \tag{2.86}\\
& \leqslant W r(\boldsymbol{H}) \log _{2}\left(1+\frac{1}{N_{T} N_{0} W} p \lambda_{\max }\right) \tag{2.87}
\end{align*}
$$

where $\lambda_{i}$ is the eigenvalue of the matrix $\boldsymbol{H} \boldsymbol{H}^{*}$ and $r(\boldsymbol{H})$ is the rank of $\boldsymbol{H}$.
We present some preliminary results considering the random power.

Lemma 2. Consider a flat MIMO channel $\boldsymbol{H} \in \mathbb{C}^{N_{R} \times N_{T}}$. The capacity is upper bounded by $c^{\prime}=a \log _{2}\left(1+b p \lambda_{\max }\right)$, where $a, b \in \mathbb{R}_{>0}, p: \Omega \rightarrow \mathbb{R}$ is the random power, and $\lambda_{\max }$ is the maximum eigenvalue of $\boldsymbol{H} \boldsymbol{H}^{*}$.

1. For the tail property, we have the equivalent results

$$
\begin{align*}
& \bar{F}_{c^{\prime}}(x)=O\left(e^{-\theta x}\right), \exists \theta>0 \\
& \Longleftrightarrow \\
& \bar{F}_{p \lambda_{\max }}(x)=O\left(x^{-\theta}\right), \exists \theta>0  \tag{2.88}\\
& \Longleftrightarrow \bar{F}_{p \operatorname{Tr}\left[\boldsymbol{H} \boldsymbol{H}^{*}\right]}(x)=O\left(x^{-\theta}\right), \exists \theta>0 .
\end{align*}
$$

2. Alternatively, the tail property is expressed as $\mathbb{E}\left[e^{\theta c^{\prime}}\right]<\infty, \exists \theta>0$, and we have the equivalent expressions

$$
\begin{align*}
\mathbb{E}\left[\left(1+b p \lambda_{\max }\right)^{\theta}\right] & <\infty, \exists \theta>0 \\
& \Longleftrightarrow \mathbb{E}\left[\left(1+p \lambda_{\max }\right)^{\theta}\right]<\infty, \exists \theta>0 \\
& \Longleftrightarrow \mathbb{E}\left[\left(p \lambda_{\max }\right)^{\theta}\right]<\infty, \exists \theta>0 \tag{2.89}
\end{align*}
$$

If $p$ and $\lambda_{\max }$ are independent, then $\mathbb{E}\left[\left(p \lambda_{\max }\right)^{\theta}\right]=\mathbb{E}\left[p^{\theta}\right] \mathbb{E}\left[\left(\lambda_{\max }\right)^{\theta}\right]$, and the condition relaxes to $\mathbb{E}[p]<\infty$ and $\mathbb{E}\left[\lambda_{\max }\right]<\infty$.

Proof. The proof is analog to the proof of the deterministic power scenario.

We present the sufficient and necessary condition for the light-tailed property of the capacity.

Theorem 9. The capacity distribution of the flat channel is light tailed, if and only if the distribution of the determinant term is fat-tail bounded, i.e.,

$$
\begin{equation*}
\mathbb{E}\left[\left(\operatorname{det}\left(\boldsymbol{I}_{N_{R}}+p \boldsymbol{\Lambda}\right)\right)^{\theta}\right]<\infty, \exists \theta>0 \tag{2.90}
\end{equation*}
$$

where $\boldsymbol{H} \boldsymbol{H}^{*}=\boldsymbol{Q} \boldsymbol{\Lambda} \boldsymbol{Q}^{*}, \boldsymbol{Q} \boldsymbol{Q}^{*}=\boldsymbol{Q}^{*} \boldsymbol{Q}=\boldsymbol{I}_{N_{R}}$, and $\boldsymbol{\Lambda}=\operatorname{diag}\left\{\lambda_{1}, \ldots, \lambda_{N_{R}}\right\}$, $\lambda_{i} \geqslant 0$. Equivalently, the condition is expressed as

$$
\begin{equation*}
\mathbb{E}\left[\left(p \lambda_{\max }\right)^{\theta}\right]<\infty, \exists \theta>0 \tag{2.91}
\end{equation*}
$$

where $\lambda_{\max }=\max _{1 \leqslant i \leqslant r(\boldsymbol{H})} \lambda_{i}, 0<\lambda_{i} \in \boldsymbol{\Lambda}$ and $r(\boldsymbol{H})$ is the rank of $\boldsymbol{H}$.
Proof. The proof is analog to the proof of the deterministic power scenario.

We present a set of sufficient conditions for the light-tailed capacity and their relationships.

Theorem 10. Consider a flat MIMO channel $\boldsymbol{H}: \Omega \rightarrow \mathbb{C}^{N_{R} \times N_{T}}$ with random power fluctuation $p: \Omega \rightarrow \mathbb{R}$. We have the sufficient condition chain for the light-tailed property of the capacity.


$$
\begin{align*}
& \text { (0) }:=\mathbb{E}\left[\left(1+p \lambda_{\max }\right)^{\theta}\right]<\infty, \exists \theta>0  \tag{2.92}\\
& \text { (1) }:=\mathbb{E}\left[\left(1+p \operatorname{Tr}\left[\boldsymbol{H} \boldsymbol{H}^{*}\right]\right)^{\theta}\right]<\infty, \exists \theta>0  \tag{2.93}\\
& \text { (2) }:=\mathbb{E}\left[\left(\operatorname{Tr}\left[\boldsymbol{I}+p \boldsymbol{H} \boldsymbol{H}^{*}\right]\right)^{\theta}\right]<\infty, \exists \theta>0  \tag{2.94}\\
& \text { (3) }:=\mathbb{E}\left[\left(\operatorname{Tr}\left[e^{\left.p \boldsymbol{H} \boldsymbol{H}^{*}\right]}\right)^{\theta}\right]<\infty, \exists \theta>0\right.  \tag{2.95}\\
& \text { (4) }:=\mathbb{E}\left[e^{\theta p \lambda_{\max }}\right]<\infty, \exists \theta>0  \tag{2.96}\\
& \text { (5) }:=\mathbb{E}\left[\operatorname{Tr}\left[e^{\theta p \boldsymbol{H} \boldsymbol{H}^{*}}\right]\right]<\infty, \exists \theta>0  \tag{2.97}\\
& \text { (6) }:=\mathbb{E}\left[\left(p \lambda_{\max }\right)^{\theta}\right]<\infty, \exists \theta>0  \tag{2.98}\\
& \text { (7) }:=\mathbb{E}\left[e^{\theta p \operatorname{Tr}\left[\boldsymbol{H} \boldsymbol{H}^{*}\right]}\right]<\infty, \exists \theta>0 \tag{2.99}
\end{align*}
$$

Note we have the equivalent conditions (0) $\Longleftrightarrow$ (6) and (4) (7). Particularly, letting $p=1$, we obtain the corresponding sufficient conditions for the deterministic power fluctuation scenario of arbitrary channel side information.

Proof. We present the proof of the deterministic power scenario, and the extension to the random power scenario is to replace the matrix $\boldsymbol{H} \boldsymbol{H}^{*}$ with the scalar multiplication $p \boldsymbol{H} \boldsymbol{H}^{*}$ of the random variable $p$ and the random matrix $\boldsymbol{H} \boldsymbol{H}^{*}$.

We have a sufficient condition, i.e., $\mathbb{E}\left[\left(1+\lambda_{\max }\right)^{\theta}\right]<\infty, \exists \theta>0$, which is equivalent to $\mathbb{E}\left[\left(1+\operatorname{Tr}\left[\boldsymbol{H} \boldsymbol{H}^{*}\right]\right)^{\theta}\right]<\infty, \exists \theta>0$, which is further equivalent to $\mathbb{E}\left[\left(1+\sum_{i=1}^{r(\boldsymbol{H})} \lambda_{i}\right)^{\theta}\right]<\infty, \exists \theta>0$. Furthermore, the condition relaxes to be $\mathbb{E}\left[\left(\operatorname{Tr}\left[\boldsymbol{I}+\boldsymbol{H} \boldsymbol{H}^{*}\right]\right)^{\theta}\right]<\infty, \exists \theta>0$.

Considering the transfer rule [137], the function inequality $(1+x)^{\vartheta} \leqslant$ $e^{\vartheta x}, \vartheta>0$, implies the partial order $e^{\vartheta \boldsymbol{H} \boldsymbol{H}^{*}}-\left(\boldsymbol{I}+\boldsymbol{H} \boldsymbol{H}^{*}\right)^{\vartheta} \geqslant 0$, thus $\operatorname{Tr}\left[e^{\vartheta \boldsymbol{H} \boldsymbol{H}^{*}}-\left(\boldsymbol{I}+\boldsymbol{H} \boldsymbol{H}^{*}\right)^{\vartheta}\right] \geqslant 0$, i.e., $\operatorname{Tr}\left[\left(\boldsymbol{I}+\boldsymbol{H} \boldsymbol{H}^{*}\right)^{\vartheta}\right] \leqslant \operatorname{Tr}\left[e^{\vartheta \boldsymbol{H} \boldsymbol{H}^{*}}\right]$, which implies a further relaxed condition $\mathbb{E}\left[\left(\operatorname{Tr}\left[e^{\boldsymbol{H} \boldsymbol{H}^{*}}\right]\right)^{\theta}\right]<\infty, \exists \theta>0$.

In addition, according to the inequality, $\left(1+\rho \lambda_{\max }\right)^{\vartheta} \leqslant e^{\vartheta \rho \lambda_{\max }} \leqslant$ $\operatorname{Tr}\left[e^{\vartheta \rho \boldsymbol{H} \boldsymbol{H}^{*}}\right]$, where $\vartheta>0$ and the last inequality follows that the spectral mapping theorem [137], thus we have the relaxed condition $\mathbb{E}\left[\operatorname{Tr}\left[e^{\theta \boldsymbol{H} \boldsymbol{H}^{*}}\right]\right]<$ $\infty, \exists \theta>0$. Similarly, $\left(1+\operatorname{Tr}\left[\boldsymbol{H} \boldsymbol{H}^{*}\right]\right)^{\vartheta} \leqslant e^{\vartheta \operatorname{Tr}\left[\boldsymbol{H} \boldsymbol{H}^{*}\right]}, \vartheta>0$, thus we have the relaxed condition $\mathbb{E}\left[e^{\theta \operatorname{Tr}\left[\boldsymbol{H} \boldsymbol{H}^{*}\right]}\right]<\infty, \exists \theta>0$, which is equivalent to $\mathbb{E}\left[e^{\theta \lambda_{\max }}\right]<\infty, \exists \theta>0$.

Remark 16. Particularly, we have $\left(\operatorname{Tr}\left[e^{\boldsymbol{X}}\right]\right)^{\vartheta} * \operatorname{Tr}\left[e^{\vartheta \boldsymbol{X}}\right], \exists \vartheta>0$, $(\operatorname{Tr}[\boldsymbol{X}])^{\vartheta} * \operatorname{Tr}\left[\boldsymbol{X}^{\vartheta}\right], \exists \vartheta>0, e^{\vartheta \operatorname{Tr}[\boldsymbol{X}]} \leqslant \operatorname{Tr}\left[e^{\vartheta \boldsymbol{X}}\right], \exists \vartheta>0$, where $\boldsymbol{X} \in$ $\mathfrak{X} \geqslant 0$. For example, $\boldsymbol{X}=\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right]$ and $\vartheta=2$.

Remark 17. The channel model $\boldsymbol{H} \boldsymbol{H}^{*}$ is the product formulation of the large-scale fading and small-scale fading effects.

Theorem 11. Consider the frequency-selective MIMO channel with random power fluctuation. If each sub-channel satisfies any one of the sufficient conditions in Theorem 10, then the distribution of the overall channel capacity is light-tailed.

Proof. The proof follows that the light-tail property is preserved for the sum of random variables.

Remark 18. The frequency-selective channel provides an additional degree of freedom or a diversity for dependence control, i.e., the power can be randomly allocated to each parallel channel with a total power constraint [138, p. 182], which also provides the flexibility for each parallel channel to possess temporal dependence in power.

Remark 19. The signal frequency randomly varies with time, due to the fading of the in-phase and quadrature components of the signals [67]. On the other hand, the carrier frequency is free to configure such that it varies randomly through different periods, i.e., the random carrier frequency configuration provides an additional degree of freedom for dependence control.

Remark 20. The tail property of the capacity is determined by the product of the random power and the random eigenvalues of the channel matrix. Thus, it is necessary to investigate the tail property of the product of two random variables. It is reasonable to assume independence between these two random variables, because the channel side information is not necessarily known at the transmitter. On the other hand, it is interesting to take into account the dependence for refinement.

### 2.3 Random Variable Arithmetic

For a simple wireless channel, the tail property of capacity is determined by the product of the random parameters of fading and the random power, for a compound wireless channel, the tail property of capacity is determined by the sum of the capacities of each sub-channel. Thus, it is interesting to study the tail property of the product and sum of random variables.

We study the impact of the tail property of one random variable on the overall product or sum distribution. We consider the nonnegative functions, $f(x)$ and $g(x)$, and define the asymptotic notations, $f(x)=$ $O(g(x)) \Longleftrightarrow \limsup _{x \rightarrow \infty} \frac{f(x)}{g(x)}<\infty, f(x)=\Omega(g(x)) \Longleftrightarrow \liminf _{x \rightarrow \infty} \frac{f(x)}{g(x)}>$ $0, f(x)=\Theta(g(x)) \Longleftrightarrow f(x)=O(g(x)) \bigcap f(x)=\Omega(g(x)), f(x)=$ $o(g(x)) \Longleftrightarrow \lim _{x \rightarrow \infty} \frac{f(x)}{g(x)}=0, f(x)=\omega(g(x)) \Longleftrightarrow \lim _{x \rightarrow \infty} \frac{f(x)}{g(x)}=\infty$, and $f(x) \sim g(x) \Longleftrightarrow \lim _{x \rightarrow \infty} \frac{f(x)}{g(x)}=1$.

We define a class of functions $\mathfrak{F}, \forall \varphi \in \mathfrak{F}, \varphi: \mathbb{R}_{\geqslant 0} \rightarrow \mathbb{R}_{\geqslant 0}$, such that $\lim _{x \rightarrow \infty} \varphi(x)=\infty$ and $\lim _{x \rightarrow \infty} \frac{\varphi(x)}{x}=0$, i.e.,

$$
\begin{equation*}
\mathfrak{F}=\left\{\varphi: \mathbb{R}_{\geqslant 0} \rightarrow \mathbb{R}_{\geqslant 0} ; \lim _{x \rightarrow \infty} \varphi(x)=\infty, \lim _{x \rightarrow \infty} \frac{\varphi(x)}{x}=0\right\} \tag{2.100}
\end{equation*}
$$

For example, $\varphi(x)=x^{\alpha}, 0<\alpha<1$, or $\varphi(x)=\log (x)$. This class of functions are useful in decomposing the distribution function of the product or sum of random variables.

We study the asymptotic behavior of the composition of the function $\mathfrak{F}$ and some classes of tail distributions, e.g., the light-tail distribution, the regularly varying distribution $F \in \mathcal{R}_{\geqslant 0}$, and the long-tail distribution $F \in \mathcal{L}$ (containing the subexponential distribution as a subset).

Lemma 3. Consider the independent random variables $X_{i}: \Omega \rightarrow \mathbb{R}_{\geqslant 0}$, $i \in\{1,2\}$.

1. If $F_{1} \in \mathcal{L}$, i.e., $\lim _{x \rightarrow \infty} \frac{\bar{F}_{X_{1}}(x-y)}{\bar{F}_{X_{1}}(x)}=1, \forall y>0$, then, $\bar{F}_{X_{1}}(x-\varphi(x)) \sim$
$\bar{F}_{X_{1}}(x)$ and $\bar{F}_{X_{1}}\left(\log \frac{x}{\varphi(x)}\right) \sim \bar{F}_{X_{1}}(\log x), \forall \varphi \in \mathfrak{F}$. We specify $\varphi(x)=x^{\alpha}$, $0<\alpha<1$.
(a) If $\bar{F}_{X_{1}}(x)=\Omega\left(x^{-\theta_{1}}\right), \theta_{1}>0$, and $\bar{F}_{X_{2}}(x)=O\left(e^{-\theta_{2} x}\right), \theta_{2}>0$, then, $\bar{F}_{X_{2}}(\varphi(x))=O\left(\bar{F}_{X_{1}}(x)\right)$.
(b) If $\bar{F}_{X_{1}}(x)=\Omega\left(x^{-\theta_{1}}\right), \theta_{1}>0$, and $\bar{F}_{X_{2}}(x)=O\left(x^{-\theta_{2}}\right), \theta_{2}>0$, and $\alpha \theta_{2}>\theta_{1}$, then, $\bar{F}_{X_{2}}(\varphi(x))=O\left(\bar{F}_{X_{1}}(x)\right)$.
2. If $F_{1} \in \mathcal{R}$, i.e., $\bar{F}_{X_{1}}(x)=L_{1}(x) x^{-\theta_{1}}$, where $\theta_{1} \geqslant 0$, and $\lim _{x \rightarrow \infty} \frac{L_{1}(t x)}{L_{1}(x)}=1$, $\forall t>0$, then, $\bar{F}_{X_{1}}(x-\varphi(x)) \sim \bar{F}_{X_{1}}(x), \forall \theta_{1} \geqslant 0$, and $\bar{F}_{X_{1}}\left(\frac{x}{\varphi(x)}\right)=$ $\omega\left(\bar{F}_{X_{1}}(x)\right), \forall \theta_{1}>0$ and $\bar{F}_{X_{1}}\left(\frac{x}{\varphi(x)}\right) \sim \bar{F}_{X_{1}}(x)$ for $\theta_{1}=0, \forall \varphi \in \mathfrak{F}$. We specify $\varphi(x)=x^{\alpha}, 0<\alpha<1$.
(a) If $\bar{F}_{X_{2}}(x)=O\left(e^{-\theta_{2} x}\right), \theta_{2}>0$, then, $\bar{F}_{X_{2}}(\varphi(x))=O\left(\bar{F}_{X_{1}}(x)\right)$. If $\bar{F}_{X_{2}}(x)=\Theta\left(e^{-\theta_{2} x}\right), \theta_{2}>0$, then, $\bar{F}_{X_{2}}(\varphi(x))=o\left(\bar{F}_{X_{1}}(x)\right)$.
(b) If $\bar{F}_{X_{2}}(x)=O\left(x^{-\theta_{2}}\right), \theta_{2}>0$, and $\alpha \theta_{2}>\theta_{1}$, then, $\bar{F}_{X_{2}}(\varphi(x))=$ $O\left(\bar{F}_{X_{1}}(x)\right)$. If $\bar{F}_{X_{2}}(x)=\Theta\left(x^{-\theta_{2}}\right), \theta_{2}>0$, and $\alpha \theta_{2}>\theta_{1}$, then, $\bar{F}_{X_{2}}(\varphi(x))=o\left(\bar{F}_{X_{1}}(x)\right)$.
3. If $\bar{F}_{X_{1}}(x)=\Theta\left(x^{-\theta_{1}}\right), \theta_{1}>0$, then, $\bar{F}_{X_{1}}(x-\varphi(x))=\Theta\left(\bar{F}_{X_{1}}(x)\right)$ and $\bar{F}_{X_{1}}\left(\frac{x}{\varphi(x)}\right)=\omega\left(\bar{F}_{X_{1}}(x)\right), \forall \varphi \in \mathfrak{F}$. We specify $\varphi(x)=x^{\alpha}, 0<\alpha<1$.
(a) If $\bar{F}_{X_{2}}(x)=O\left(e^{-\theta_{2} x}\right), \theta_{2}>0$, then, $\bar{F}_{X_{2}}(\varphi(x))=O\left(\bar{F}_{X_{1}}(x)\right)$. If $\bar{F}_{X_{2}}(x)=\Theta\left(e^{-\theta_{2} x}\right), \theta_{2}>0$, then, $\bar{F}_{X_{2}}(\varphi(x))=o\left(\bar{F}_{X_{1}}(x)\right)$.
(b) If $\bar{F}_{X_{2}}(x)=O\left(x^{-\theta_{2}}\right), \theta_{2}>0$, and $\alpha \theta_{2} \geqslant \theta_{1}$, then, $\bar{F}_{X_{2}}(\varphi(x))=$ $O\left(\bar{F}_{X_{1}}(x)\right)$. If $\bar{F}_{X_{2}}(x)=\Theta\left(x^{-\theta_{2}}\right), \theta_{2}>0$, and $\alpha \theta_{2}>\theta_{1}$, then, $\bar{F}_{X_{2}}(\varphi(x))=o\left(\bar{F}_{X_{1}}(x)\right)$.
4. If $\bar{F}_{X_{1}}(x)=\Theta\left(e^{-\theta_{1} x}\right), \theta_{1}>0$, then, $\bar{F}_{X_{1}}\left(\frac{x}{\varphi(x)}\right)=\omega\left(\bar{F}_{X_{1}}(x)\right)$ and $\bar{F}_{X_{1}}(x-\varphi(x))=\omega\left(\bar{F}_{X_{1}}(x)\right), \forall \varphi \in \mathfrak{F}$.
(a) If $\bar{F}_{X_{2}}(x)=\Theta\left(e^{-\theta_{2} x}\right), \theta_{2}>0$, then, $\bar{F}_{X_{2}}(\varphi(x))=\omega\left(\bar{F}_{X_{1}}(x)\right), \forall \varphi \in$ $\mathfrak{F}$.
(b) If $\bar{F}_{X_{2}}(x)=\Theta\left(x^{-\theta_{2}}\right), \theta_{2}>0$, then, $\bar{F}_{X_{2}}(\varphi(x))=\omega\left(\bar{F}_{X_{1}}(x)\right), \forall \varphi \in \mathfrak{F}$.

Proof. The proofs follow the given conditions and the definition of the asymptotic symbols.

1. By the given condition, we have $\lim _{x \rightarrow \infty} \frac{\bar{F}_{X_{1}}(x-\varphi(x))}{\bar{F}_{X_{1}}(x)}=1, \forall \varphi \in \mathfrak{F}$. Thus, $\bar{F}_{X_{1}}(x-\varphi(x)) \sim \bar{F}_{X_{1}}(x)$. Considering $F \circ \log \in \mathcal{R}_{0}, \forall F \in \mathcal{L}$, we have $\lim _{x \rightarrow \infty} \frac{\bar{F}_{X_{1}}\left(\log \frac{x}{\varphi(x)}\right)}{\bar{F}_{X_{1}}(\log x)}=\lim _{x \rightarrow \infty}\left(\frac{\log \frac{x}{\varphi(x)}}{\log x}\right)^{-\theta_{1}}=\lim _{x \rightarrow \infty}\left(1-\frac{\log \varphi(x)}{\log x}\right)^{-\theta_{1}}=1, \exists \theta_{1}>$ $0, \forall \varphi \in \mathfrak{F}$. Thus, $\bar{F}_{X_{1}}\left(\log \frac{x}{\varphi(x)}\right) \sim \bar{F}_{X_{1}}(\log x)$.

Since $\bar{F}_{X_{1}}(x)=\Omega\left(x^{-\theta_{1}}\right), \theta_{1}>0 \Longleftrightarrow \exists x_{1}>0, \forall x>x_{1}, \exists C_{1}>0$, $\bar{F}_{X_{1}}(x) \geqslant C_{1} x^{-\theta_{1}} ; \bar{F}_{X_{2}}(x)=O\left(e^{-\theta_{2} x}\right), \theta_{2}>0 \Longleftrightarrow \exists x_{2}>0, \forall x>x_{2}$, $\exists C_{2}>0, \bar{F}_{X_{2}}(x) \leqslant C_{2} e^{-\theta_{2} x}$. Letting $x_{0}=\max \left(x_{1}, x_{2}\right)$ and $\overline{\lim }_{x \rightarrow \infty}:=$ $\inf _{x^{*}>x_{0}} \sup _{x \geqslant x^{*}}$, we obtain

$$
\limsup _{x \rightarrow \infty} \frac{\bar{F}_{X_{2}}(\varphi(x))}{\bar{F}_{X_{1}}(x)} \leqslant \varlimsup_{x \rightarrow \infty} \frac{C_{2} e^{-\theta_{2} \varphi(x)}}{C_{1} x^{-\theta_{1}}}=\varlimsup_{x \rightarrow \infty} \frac{\frac{C_{2}}{C_{1}} x^{\theta_{1}}}{\sum_{n=0}^{\infty} \frac{\left(\theta_{2} x^{\alpha}\right)^{n}}{n!}}=0
$$

Thus, we obtain $\bar{F}_{X_{2}}(\varphi(x))=O\left(\bar{F}_{X_{1}}(x)\right)$.
Similarly, if $\bar{F}_{X_{1}}(x)=\Omega\left(x^{-\theta_{1}}\right), \exists \theta_{1}>0$, and $\bar{F}_{X_{2}}(x)=O\left(x^{-\theta_{2}}\right)$, $\exists \theta_{2}>0, \varphi(x)=x^{\alpha}, 0<\alpha<1$, and $\alpha \theta_{2}>\theta_{1}$, then

$$
\limsup _{x \rightarrow \infty} \frac{\bar{F}_{X_{2}}(\varphi(x))}{\bar{F}_{X_{1}}(x)} \leqslant \inf _{x^{*}>x_{0}} \sup _{x \geqslant x^{*}} \frac{C_{2}(\varphi(x))^{-\theta_{2}}}{C_{1} x^{-\theta_{1}}}=\inf _{x^{*}>x_{0}} \sup _{x \geqslant x^{*}} \frac{C_{2}}{C_{1}} \frac{x^{\theta_{1}}}{x^{\alpha \theta_{2}}}=0
$$

When $\alpha \theta_{2}=\theta_{1}$, the limit is also finite. Thus, we obtain $\bar{F}_{X_{2}}(\varphi(x))=$ $O\left(\bar{F}_{X_{1}}(x)\right)$.
2. By the given condition, we have

$$
\lim _{x \rightarrow \infty} \frac{\bar{F}_{X_{1}}(x-\varphi(x))}{\bar{F}_{X_{1}}(x)}=\lim _{x \rightarrow \infty} \frac{L_{1}(x-\varphi(x))}{L_{1}(x)}\left(1-\frac{\varphi(x)}{x}\right)^{\theta_{1}}=1
$$

$\forall \varphi \in \mathfrak{F}$, because we obtain $t=1$ for $x-\varphi(x)=t x$ as $x \rightarrow \infty$. Thus, we obtain $\bar{F}_{X_{1}}(x-\varphi(x)) \sim \bar{F}_{X_{1}}(x)$. Similarly, we have $\lim _{x \rightarrow \infty} \frac{\bar{F}_{X_{1}}\left(\frac{x}{\varphi(x)}\right)}{\bar{F}_{X_{1}}(x)}=$ $\lim _{x \rightarrow \infty} \frac{L_{1}\left(\frac{x}{\varphi(x)}\right)}{L_{1}(x)}(\varphi(x))^{\theta_{1}}, \forall \varphi \in \mathfrak{F}$. Thus, $\bar{F}_{X_{1}}\left(\frac{x}{\varphi(x)}\right)=\omega\left(\bar{F}_{X_{1}}(x)\right), \forall \theta_{1}>0$ and $\bar{F}_{X_{1}}\left(\frac{x}{\varphi(x)}\right) \sim \bar{F}_{X_{1}}(x)$ for $\theta_{1}=0$.

Since $\bar{F}_{X_{2}}(x)=O\left(e^{-\theta_{2} x}\right), \theta_{2}>0 \Longleftrightarrow \exists x_{0}>0, \forall x>x_{0}, \exists C_{2}>0$, $\bar{F}_{X_{2}}(x) \leqslant C_{2} e^{-\theta_{2} x}$. Then, letting $\overline{\lim }_{x \rightarrow \infty}:=\inf _{x^{*}>x_{0}} \sup _{x \geqslant x^{*}}$,

$$
\limsup _{x \rightarrow \infty} \frac{\bar{F}_{X_{2}}(\varphi(x))}{\bar{F}_{X_{1}}(x)} \leqslant \varlimsup_{x \rightarrow \infty} \frac{C_{2} e^{-\theta_{2} \varphi(x)}}{L_{1}(x) x^{-\theta_{1}}}=\varlimsup_{x \rightarrow \infty} \frac{C_{2}}{L_{1}(x)} \frac{x^{\theta_{1}}}{\sum_{n=0}^{\infty} \frac{\left(\theta_{2} x^{\alpha}\right)^{n}}{n!}}=0,
$$

where $\lim _{x \rightarrow \infty} x^{\epsilon} L_{1}(x)=\infty, \forall \epsilon>0$, follows the representation theorem of the slowly varying function. Thus, we obtain $\bar{F}_{X_{2}}(\varphi(x))=O\left(\bar{F}_{X_{1}}(x)\right)$.

Similarly, for $\bar{F}_{X_{2}}(x)=O\left(x^{-\theta_{2}}\right), \alpha \theta_{2}>\theta_{1}$, we have

$$
\limsup _{x \rightarrow \infty} \frac{\bar{F}_{X_{2}}(\varphi(x))}{\bar{F}_{X_{1}}(x)} \leqslant \inf _{x^{*}>x_{0}} \sup _{x \geqslant x^{*}} \frac{C_{2} x^{-\theta_{2} \alpha}}{L_{1}(x) x^{-\theta_{1}}}=0 .
$$

The proof of the rest results follows the previous proofs, by considering the complementary $\liminf _{x \rightarrow \infty}(\cdot)$ and by noticing the fact that, the limit $\lim _{x \rightarrow \infty}(\cdot)$ exists if and only if $\liminf _{x \rightarrow \infty}^{x \rightarrow}(\cdot)=\limsup _{x \rightarrow \infty}(\cdot)$.
3. Since $\bar{F}_{X_{1}}(x)=\Theta\left(x^{-\theta_{1}}\right), \theta_{1}>0$, we have, $\exists C_{1}^{u}>0, \exists C_{1}^{l}>0, \exists x_{0}>0$, $\forall x>x_{0}, C_{1}^{l} x^{-\theta_{1}} \leqslant \bar{F}_{X_{1}}(x) \leqslant C_{1}^{u} x^{-\theta_{1}}$, and $\exists C_{1}^{u^{\prime}}>0, \exists C_{1}^{l^{\prime}}>0, \exists x_{0}^{\prime}>0$, $\forall x>x_{0}^{\prime}, C_{1}^{l^{\prime}} x^{-\theta_{1}} \leqslant \bar{F}_{X_{1}}(x) \leqslant C_{1}^{u^{\prime}} x^{-\theta_{1}}$. Let $x_{0}^{*}=\max \left(x_{0}, x_{0}^{\prime}\right)$. Then, we obtain $\limsup _{x \rightarrow \infty} \frac{\bar{F}_{X_{1}}(x-\varphi(x))}{\bar{F}_{X_{1}}(x)} \leqslant \inf _{x^{*}>x_{0}^{*}} \sup _{x \geqslant x^{*}} \frac{C_{1}^{u^{\prime}}}{C_{1}^{l}}\left(1-\frac{\varphi(x)}{x}\right)^{\theta_{1}}=\frac{C_{1}^{u^{\prime}}}{C_{1}^{l}}$, and $\liminf _{x \rightarrow \infty} \frac{\bar{F}_{X_{1}}(x-\varphi(x))}{\bar{F}_{X_{1}}(x)} \geqslant \frac{C_{1}^{l^{\prime}}}{C_{1}^{u}}$, where $\frac{C_{1}^{l^{\prime}}}{C_{1}^{u}} \leqslant \frac{C_{1}^{u^{\prime}}}{C_{1}^{l}}$, because $C_{1}^{l} \leqslant C_{1}^{u}$ and $C_{1}^{l^{\prime}} \leqslant$ $C_{1}^{u^{\prime}}$. Thus, we obtain $\bar{F}_{X_{1}}(x-\varphi(x))=\Theta\left(\bar{F}_{X_{1}}(x)\right)$.

Since $\bar{F}_{X_{1}}(x)=\Theta\left(x^{-\theta_{1}}\right), \theta_{1}>0$, we have that $\limsup _{x \rightarrow \infty} \frac{\bar{F}_{X_{1}}\left(\frac{x}{\varphi(x)}\right)}{\bar{F}_{X_{1}}(x)} \leqslant$
$\inf _{x^{*}>x_{0}} \sup _{x \geqslant x^{*}} C^{*}(\varphi(x))^{\theta_{1}}=\infty, \forall C^{*}>0, \forall \varphi \in \mathfrak{F}$. Similarly, $\liminf _{x \rightarrow \infty} \frac{\bar{F}_{X_{1}}\left(\frac{x}{\varphi(x)}\right)}{\bar{F}_{X_{1}}(x)} \geqslant$ $\infty$. Thus, we obtain $\bar{F}_{X_{1}}\left(\frac{x}{\varphi(x)}\right)=\omega\left(\bar{F}_{X_{1}}(x)\right)$.

The proofs of the rest results are analogical to the previous proofs, by considering $\lim _{x \rightarrow \infty}(\cdot), \liminf _{x \rightarrow \infty}(\cdot)$, and $\limsup _{x \rightarrow \infty}(\cdot)$.
4. Since $\bar{F}_{X_{1}}(x)=\Theta\left(e^{-\theta_{1} x}\right), \theta_{1}>0$, we have

$$
\limsup _{x \rightarrow \infty} \frac{\bar{F}_{X_{1}}(x / \varphi(x))}{\bar{F}_{X_{1}}(x)} \leqslant \inf _{x^{*}>x_{0}} \sup _{x \geqslant x^{*}} C^{*} e^{-\theta_{1}(x / \varphi(x)-x)}=\infty,
$$

$\forall 0<C^{*}<\infty, \forall \varphi \in \mathfrak{F}$; and $\liminf _{x \rightarrow \infty} \frac{\bar{F}_{X_{1}}\left(\frac{x}{\varphi(x)}\right)}{\bar{F}_{X_{1}}(x)} \geqslant \sup _{x^{*}>x_{0}} \inf _{x \geqslant x^{*}} C^{\star} e^{-\theta_{1}\left(\frac{x}{\varphi(x)}-x\right)}=$ $\infty, \forall 0<C^{\star}<\infty$ and $\forall \varphi \in \mathfrak{F}$. Thus, $\bar{F}_{X_{1}}\left(\frac{x}{\varphi(x)}\right)=\omega\left(\bar{F}_{X_{1}}(x)\right)$. The proof of the other result follows analogically.

Since $\bar{F}_{X_{i}}(x)=\Theta\left(e^{-\theta_{i} x}\right), \theta_{i}>0, i \in\{1,2\}$, we have

$$
\limsup _{x \rightarrow \infty} \frac{\bar{F}_{X_{2}}(\varphi(x))}{\bar{F}_{X_{1}}(x)} \leqslant \inf _{x^{*}>x_{0}} \sup _{x \geqslant x^{*}} C^{*} \frac{e^{-\theta_{2} \varphi(x)}}{e^{-\theta_{1} x}}=\infty
$$

where the last step follows $\lim _{x \rightarrow \infty} \frac{x}{\varphi(x)}=\infty$. Similarly, $\liminf _{x \rightarrow \infty} \frac{\bar{F}_{X_{2}(\varphi(x))}}{\bar{F}_{X_{1}(x)}} \geqslant \infty$. Thus, $\bar{F}_{X_{2}}(\varphi(x))=\omega\left(\bar{F}_{X_{1}}(x)\right)$.

Since $\bar{F}_{X_{2}}(x)=\Theta\left(x^{-\theta_{2}}\right), \theta_{2}>0$, we have $\bar{F}_{X_{2}}(x)=\omega\left(\bar{F}_{X_{1}}(x)\right), \forall \theta_{2}>$ 0 . Letting $x=\varphi(y)$, then $\bar{F}_{X_{2}}(\varphi(y))=\omega\left(\bar{F}_{X_{1}}(\varphi(y))\right), \forall \varphi \in \mathfrak{F}$. Since $\bar{F}_{X_{1}}(\varphi(y))=\bar{F}_{X_{1}}(y)$, thus, $\bar{F}_{X_{2}}(\varphi(y))=\omega\left(\bar{F}_{X_{1}}(y)\right), \forall \theta_{2}>0, \forall \varphi \in \mathfrak{F}$.

Remark 21. It is interesting to notice that, from the light-tail to the heavytail distributions, the tail behaviors go from $\bar{F}_{X_{1}}\left(\frac{x}{\varphi(x)}\right)=\omega\left(\bar{F}_{X_{1}}(x)\right)$ and $\bar{F}_{X_{1}}(x-\varphi(x))=\omega\left(\bar{F}_{X_{1}}(x)\right)$ to $\bar{F}_{X_{1}}\left(\frac{x}{\varphi(x)}\right) \sim \bar{F}_{X_{1}}(x)$ and $\bar{F}_{X_{1}}(x-\varphi(x)) \sim$
$\bar{F}_{X_{1}}(x), \forall \varphi \in \mathfrak{F}$. It is impossible to have $\bar{F}_{X_{1}}\left(\frac{x}{\varphi(x)}\right)=o\left(\bar{F}_{X_{1}}(x)\right)$ or $\bar{F}_{X_{1}}(x-\varphi(x))=o\left(\bar{F}_{X_{1}}(x)\right)$, because the complementary cumulative distribution function is non-increasing.

Remark 22. It is known that [42] the distribution function $F \in \mathcal{L}$ if and only if $\bar{F} \circ \log \in \mathcal{R}_{0}$, where $(f \circ g)(x)=f(g(x))$. The distribution function $F$ is regularly varying, i.e., $F \in \mathcal{R}_{>0}$, if and only if, there exists a positive function, $a(t)$, such that [45]

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{F(t x)-F(t)}{a(t)}=\frac{1-x^{\alpha}}{\alpha}, x>0 \tag{2.101}
\end{equation*}
$$

These distribution functions have polynomially decaying tail. Letting $\alpha \rightarrow$ 0, we obtain [45]

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{F(t x)-F(t)}{a(t)}=\log (x), x>0 \tag{2.102}
\end{equation*}
$$

which characterizes a class of super-heavy distribution functions with slowly varying tails $\mathcal{R}_{0}$.

Remark 23. It is interesting to define and study a new tail behavior, $\limsup _{x \rightarrow \infty} e^{\epsilon \varphi(x)} \bar{F}(x)=\infty, \forall \epsilon>0, \exists \varphi \in \mathfrak{F}$. Note the function $\bar{F}(x)$ is heavytailed [48], if and only if $\limsup _{x \rightarrow \infty} e^{\epsilon x} \bar{F}(x)=\infty, \forall \epsilon>0$.

We present a necessary condition for the product of random variables to be light-tailed.

Theorem 12. Consider the independent random variables $X_{i}: \Omega \rightarrow \mathbb{R}$, $i \in\{1, \ldots, N\}$. The necessary condition for the existence of the moment generating function of the product of the random variables, $X=\prod_{i=1}^{N} X_{i}$, is the existence of the means of all the random variables, i.e.,

$$
\begin{equation*}
\mathbb{E}\left[e^{\theta X}\right]<\infty, \exists \theta>0 \Longrightarrow \mathbb{E}\left[X_{i}\right]<\infty, \forall i \in\{1, \ldots, N\} \tag{2.103}
\end{equation*}
$$

Proof. It is easy to show that $\mathbb{E}_{X}\left[e^{\theta X}\right]=\mathbb{E}_{X_{1}}\left[\mathbb{E}_{X_{2}}\left[\ldots \mathbb{E}_{X_{N}}\left[e^{\theta X}\right]\right]\right] \geqslant$ $e^{\theta} \prod_{i=1}^{N} \mathbb{E}\left[X_{i}\right]$, where the equality follows the independence assumption and the inequality follows the Jensen's inequality.

Remark 24. The existence of the mean of each random variables is not a sufficient condition for the existence of the moment generating function of the product. For example, there can be no moment generating function for the product of $N \geqslant 3$ independent standard normal random variables [131], except the product of $N=2$ normal random variables [31].

We present a sufficient condition on a random variable, whose product with a fat-tail type random variable remains a fat-tail type random variable.

Theorem 13. Consider the independent random variables $X_{i}: \Omega \rightarrow \mathbb{R}_{\geqslant 0}$, $i \in\{1, \ldots, N\}$. Suppose $\bar{F}_{X_{1}}(x)=\Theta\left(x^{-\theta}\right)$, and $\mathbb{E}\left[X_{j}^{\theta}\right]<\infty, \forall 2 \leqslant j \leqslant N$, $\exists \theta>0$. Then, we have

$$
\begin{equation*}
\bar{F}_{\prod_{i=1}^{N} X_{i}}(x)=\Theta\left(x^{-\theta}\right) \tag{2.104}
\end{equation*}
$$

Proof. We prove the case of $N=2$ and the proof of the case $N>2$ follows by the iteration of the same procedure.

Considering the independence between $X_{1}$ and $X_{2}$, for $x>0$, we have $\bar{F}_{X_{1} X_{2}}(x)=\mathbb{E}\left[\bar{F}_{X_{1}}\left(\frac{x}{X_{2}}\right)\right]$, which is reformulated as
$\mathbb{E}\left[\bar{F}_{X_{1}}\left(\frac{x}{X_{2}}\right)\right]=\mathbb{E}\left[\bar{F}_{X_{1}}\left(\frac{x}{X_{2}}\right) 1_{0<X_{2} \leqslant \varphi_{2}(x)}\right]+\mathbb{E}\left[\bar{F}_{X_{1}}\left(\frac{x}{X_{2}}\right) 1_{X_{2}>\varphi_{2}(x)}\right]$.
Since $\bar{F}_{X_{1}}(x)=\Theta\left(x^{-\theta}\right)$, we have, $\exists x_{0}>0, \exists C_{1}, C_{1}^{\prime}>0, \forall x>x_{0}$ and $\forall x / x^{\prime}>x_{0}, \bar{F}_{X_{1}}(x) \geqslant C_{1} x^{-\theta}$ and $\bar{F}_{X_{1}}\left(x / x^{\prime}\right) \leqslant C_{1}^{\prime}\left(x / x^{\prime}\right)^{-\theta}$, and
$\limsup _{x \rightarrow \infty} \frac{\bar{F}_{X_{1}}\left(x / x^{\prime}\right)}{\bar{F}_{X_{1}}(x)} \leqslant \frac{C_{1}^{\prime}}{C_{1}}\left(x^{\prime}\right)^{\theta}$. Then,

$$
\left.\begin{array}{rl}
\limsup _{x \rightarrow \infty} & \lim _{\varphi_{2}(x) \rightarrow \infty}
\end{array} \int_{\left(\varphi_{2}(x), \infty\right)} \frac{\mathbb{P}\left(X_{1}>x / x^{\prime}\right)}{\mathbb{P}\left(X_{1}>x\right)} \mathbb{P}_{X_{2}}\left(d x^{\prime}\right)\right] .
$$

Similarly, $\liminf _{x \rightarrow \infty} \lim _{\varphi_{2}(x) \rightarrow \infty} \int_{\left(\varphi_{2}(x), \infty\right)} \frac{\mathbb{P}\left(X_{1}>x / x^{\prime}\right)}{\mathbb{P}\left(X_{1}>x\right)} \mathbb{P}_{X_{2}}\left(d x^{\prime}\right) \geqslant 0$. Thus, we obtain $\mathbb{E}\left[\bar{F}_{X_{1}}\left(\frac{x}{X_{2}}\right) 1_{X_{2}>\varphi_{2}(x)}\right]=o\left(x^{-\theta}\right)$.

Similarly, we have

$$
\begin{aligned}
& \limsup _{x \rightarrow \infty} \lim _{\varphi_{2}(x) \rightarrow \infty} \int_{\left(0, \varphi_{2}(x)\right]} \frac{\mathbb{P}\left(X_{1}>x / x^{\prime}\right)}{\mathbb{P}\left(X_{1}>x\right)} \mathbb{P}_{X_{2}}\left(d x^{\prime}\right) \\
& \quad=\lim _{\varphi_{2}(x) \rightarrow \infty} \int_{\left(0, \varphi_{2}(x)\right]} \limsup _{x \rightarrow \infty} \frac{\mathbb{P}\left(X_{1}>x / x^{\prime}\right)}{\mathbb{P}\left(X_{1}>x\right)} \mathbb{P}_{X_{2}}\left(d x^{\prime}\right) \leqslant C^{*} \mathbb{E}\left[\left(X_{2}\right)^{\theta}\right]
\end{aligned}
$$

$\exists C^{*}>0$. On the other hand, $\liminf _{x \rightarrow \infty} \lim _{\varphi_{2}(x) \rightarrow \infty} \int_{\left(0, \varphi_{2}(x)\right]} \frac{\mathbb{P}\left(X_{1}>x / x^{\prime}\right)}{\mathbb{P}\left(X_{1}>x\right)} \mathbb{P}_{X_{2}}\left(d x^{\prime}\right) \geqslant$ $C^{\star} \mathbb{E}\left[\left(X_{2}\right)^{\theta}\right], \exists C^{\star}>0$. Thus, $\mathbb{E}\left[\bar{F}_{X_{1}}\left(\frac{x}{X_{2}}\right) 1_{0<X_{2} \leqslant \varphi_{2}(x)}\right]=\Theta\left(x^{-\theta}\right)$.

The proof completes by the fact that, if $f(x)=o(h(x))$ and $g(x)=$ $\Theta(h(x))$ then $f(x)+g(x)=\Theta(h(x))$.

Remark 25. If there exists one and only one random variable, $\mathbb{E}\left[X_{j}^{\theta}\right]=0$, $j \in\{2,3, \ldots, N\}, \forall \theta>0$, then $\bar{F}_{\prod_{i=1}^{N} X_{i}}(x)=o\left(x^{-\theta}\right)$. Letting this random variable be the last one for multiplication yields the proof.

Remark 26. Since $f(x) \sim g(x) \Longrightarrow f(x)=\Theta(g(x))$, if $\bar{F}_{X_{1}}(x) \sim$ $C_{1} x^{-\theta}, \exists C_{1}>0$, and $\mathbb{E}\left[X_{j}^{\theta}\right]<\infty, \forall 2 \leqslant j \leqslant N, \exists \theta>0$, then, $\bar{F}_{\prod_{i=1}^{N} X_{i}}(x)=$ $\Theta\left(x^{-\theta}\right)$.

Remark 27. If $\bar{F}_{X_{1}}(x) \sim C_{1} x^{-\theta}, \exists C_{1}>0$, and $\mathbb{E}\left[X_{j}^{\theta}\right]<\infty, \forall 2 \leqslant j \leqslant N$,
$\exists \theta>0$, then,

$$
\begin{equation*}
\bar{F}_{\prod_{i=1}^{N} X_{i}}(x) \sim \prod_{j=2}^{N} \mathbb{E}\left[X_{j}^{\theta}\right] \cdot C_{1} x^{-\theta} . \tag{2.105}
\end{equation*}
$$

The proof of the case $N=2$ is available in [18] and the proof of the general case follows by iteration.

We present a sufficient condition on a random variable, whose product with a fat-tail upper bounded random variable remains a fat-tail upper bounded random variable.

Theorem 14. Consider the independent random variables $X_{i}: \Omega \rightarrow \mathbb{R}_{\geqslant 0}$, $i \in\{1, \ldots, N\}$. Suppose $\bar{F}_{X_{1}}(x)=O\left(x^{-\theta}\right), \exists \varphi_{j} \in \mathfrak{F}, \bar{F}_{X_{j}}\left(\varphi_{j}(x)\right)=$ $O\left(x^{-\theta}\right)$, and $\mathbb{E}\left[X_{j}^{\theta}\right]<\infty, \forall 2 \leqslant j \leqslant N, \exists \theta>0$. Then, we have

$$
\begin{equation*}
\bar{F}_{\prod_{i=1}^{N} X_{i}}(x)=O\left(x^{-\theta}\right) . \tag{2.106}
\end{equation*}
$$

Proof. We prove the case of $N=2$ and the proof of the case $N>2$ follows by the iteration of the same procedure.

Considering the independence between $X_{1}$ and $X_{2}$, for $x>0$, we have $\bar{F}_{X_{1} X_{2}}(x)=\mathbb{E}\left[\bar{F}_{X_{1}}\left(\frac{x}{X_{2}}\right)\right]$, which is reformulated as
$\mathbb{E}\left[\bar{F}_{X_{1}}\left(\frac{x}{X_{2}}\right)\right]=\mathbb{E}\left[\bar{F}_{X_{1}}\left(\frac{x}{X_{2}}\right) 1_{0<X_{2} \leqslant \varphi_{2}(x)}\right]+\mathbb{E}\left[\bar{F}_{X_{1}}\left(\frac{x}{X_{2}}\right) 1_{X_{2}>\varphi_{2}(x)}\right]$.
Since $0 \leqslant \bar{F}_{X_{1}}(x) \leqslant 1$, we have that $0 \leqslant \mathbb{E}\left[\bar{F}_{X_{1}}\left(\frac{x}{X_{2}}\right) 1_{X_{2}>\varphi_{2}(x)}\right] \leqslant$ $\mathbb{P}\left(X_{2}>\varphi_{2}(x)\right)=\bar{F}_{X_{2}}\left(\varphi_{2}(x)\right)$. Thus, $\mathbb{E}\left[\bar{F}_{X_{1}}\left(\frac{x}{X_{2}}\right) 1_{X_{2}>\varphi_{2}(x)}\right]=O\left(x^{-\theta}\right)$.

Since $\bar{F}_{X_{1}}(x)=O\left(x^{-\theta}\right)$ and $\lim _{x \rightarrow \infty} \frac{x}{X_{2}} \geqslant \lim _{x \rightarrow \infty} \frac{x}{\varphi_{2}(x)}=\infty$, we have, $\exists x_{0}>0, \forall x>x_{0}, \exists C_{1}>0, \exists \theta>0, \mathbb{E}\left[\bar{F}_{X_{1}}\left(\frac{x}{X_{2}}\right) 1_{0<X_{2} \leqslant \varphi_{2}(x)}\right] \leqslant$ $\mathbb{E}\left[C_{1}\left(\frac{x}{X_{2}}\right)^{-\theta}\right]=C_{1} \mathbb{E}\left[X_{2}^{\theta}\right] x^{-\theta}$. Thus, $\mathbb{E}\left[\bar{F}_{X_{1}}\left(\frac{x}{X_{2}}\right) 1_{0<X_{2} \leqslant \varphi_{2}(x)}\right]=O\left(x^{-\theta}\right)$.

Considering the $O(\cdot)$ polynomial [60], i.e., if $f_{1}(x)=O(g(x))$ and $f_{2}(x)=O(g(x))$ then $f_{1}(x)+f_{2}(x)=O(g(x))$, we have $\bar{F}_{X_{1} X_{2}}(x)=$
$\mathbb{E}\left[\bar{F}_{X_{1}}\left(\frac{x}{X_{2}}\right)\right]=O\left(x^{-\theta}\right)$.
Remark 28. Since $\lim _{x \rightarrow \infty} \frac{\varphi_{2}(x)}{x}=0$, we have, $\exists x_{0}>0, \forall x>x_{0}, x \geqslant$ $\varphi_{2}(x)$ and $\bar{F}_{X_{2}}(x) \leqslant \bar{F}_{X_{2}}\left(\varphi_{2}(x)\right)$. Thus, if $\bar{F}_{X_{2}}\left(\varphi_{2}(x)\right)=O\left(x^{-\theta}\right)$, where $\lim _{x \rightarrow \infty} \varphi_{2}(x)=\infty$, then $\bar{F}_{X_{2}}(x)=O\left(x^{-\theta}\right)$.
Remark 29. A related result concerning the sharp approximation, $\bar{F}(x) \sim$ $C x^{-\theta}$, where $\theta>0$ and $C>0$ is a constant, is available in [125]. Another reference is [68].

Remark 30. For the tail behavior of the capacity, it is sufficient to study the $f(x)=O(g(x))$ approximation rather than the sharper $f(x) \sim g(x)$ approximation, because a light-tailed distribution of capacity can bear as heavy as fat-tailed distributions of the random power and the random fade in the logarithm function of the capacity.

We present the results of the tail upper bounds of the product and sum of random variables.

Theorem 15. Consider the independent random variables $X_{i}: \Omega \rightarrow \mathbb{R}_{\geqslant 0}$, $i \in\{1, \ldots, N\}$.

1. Suppose, $\exists \varphi_{j} \in \mathfrak{F}, \bar{F}_{X_{j}}\left(\varphi_{j}(x)\right)=O\left(\bar{F}_{X_{1}}(x)\right)$, and $\bar{F}_{X_{1}}\left(x / \varphi_{j}(x)\right)=$ $O\left(\bar{F}_{X_{1}}(x)\right), \forall 2 \leqslant j \leqslant N$. Then, we have

$$
\begin{equation*}
\bar{F}_{\prod_{i=1}^{N} X_{i}}(x)=O\left(\bar{F}_{X_{1}}(x)\right) \tag{2.107}
\end{equation*}
$$

2. Suppose, $\exists \varphi_{j} \in \mathfrak{F}, \bar{F}_{X_{j}}\left(\varphi_{j}(x)\right)=O\left(\bar{F}_{X_{1}}(x)\right)$, and $\bar{F}_{X_{1}}\left(x-\varphi_{j}(x)\right)=$ $O\left(\bar{F}_{X_{1}}(x)\right), \forall 2 \leqslant j \leqslant N$. Then, we have

$$
\begin{equation*}
\bar{F}_{\sum_{i=1}^{N} X_{i}}(x)=O\left(\bar{F}_{X_{1}}(x)\right) . \tag{2.108}
\end{equation*}
$$

Proof. We prove the case of $N=2$ and the proof of the case $N>2$ follows by the iteration of the same procedure and by the fact that [60], if $f(x)=O(g(x))$ and $g(x)=O(h(x))$ then $f(x)=O(h(x))$.

Considering the independence between $X_{1}$ and $X_{2}$, for $x>0$, we have $\bar{F}_{X_{1} X_{2}}(x)=\mathbb{E}\left[\bar{F}_{X_{1}}\left(\frac{x}{X_{2}}\right)\right]$, which is reformulated as
$\mathbb{E}\left[\bar{F}_{X_{1}}\left(\frac{x}{X_{2}}\right)\right]=\mathbb{E}\left[\bar{F}_{X_{1}}\left(\frac{x}{X_{2}}\right) 1_{0<X_{2} \leqslant \varphi_{2}(x)}\right]+\mathbb{E}\left[\bar{F}_{X_{1}}\left(\frac{x}{X_{2}}\right) 1_{X_{2}>\varphi_{2}(x)}\right]$.
Since $0 \leqslant \bar{F}_{X_{1}}(x) \leqslant 1$, we have that $0 \leqslant \mathbb{E}\left[\bar{F}_{X_{1}}\left(\frac{x}{X_{2}}\right) 1_{X_{2}>\varphi_{2}(x)}\right] \leqslant$ $\mathbb{P}\left(X_{2}>\varphi_{2}(x)\right)=\bar{F}_{X_{2}}\left(\varphi_{2}(x)\right)$. Thus, $\mathbb{E}\left[\bar{F}_{X_{1}}\left(\frac{x}{X_{2}}\right) 1_{X_{2}>\varphi_{2}(x)}\right]=O\left(\bar{F}_{X_{1}}(x)\right)$.

Since $\bar{F}_{X_{1}}(x)$ is nonincreasing, we have $\mathbb{E}\left[\bar{F}_{X_{1}}\left(\frac{x}{X_{2}}\right) 1_{0<X_{2} \leqslant \varphi_{2}(x)}\right] \leqslant$ $\bar{F}_{X_{1}}\left(\frac{x}{\varphi_{2}(x)}\right)$. Thus, $\mathbb{E}\left[\bar{F}_{X_{1}}\left(\frac{x}{X_{2}}\right) 1_{0<X_{2} \leqslant \varphi_{2}(x)}\right]=O\left(\bar{F}_{X_{1}}(x)\right)$.

Considering the $O(\cdot)$ polynomial [60], i.e., if $f_{1}(x)=O(g(x))$ and $f_{2}(x)=O(g(x))$ then $f_{1}(x)+f_{2}(x)=O(g(x))$, we have $\bar{F}_{X_{1} X_{2}}(x)=$ $\mathbb{E}\left[\bar{F}_{X_{1}}\left(\frac{x}{X_{2}}\right)\right]=O\left(x^{-\theta}\right)$.

The proof of the result for the sum of random variables follows analogically.

Remark 31. Since $\lim _{x \rightarrow \infty} \frac{\varphi_{2}(x)}{x}=0$, we have, $\exists x_{0}>0, \forall x>x_{0}, x \geqslant$ $\varphi_{2}(x)$ and $\bar{F}_{X_{2}}(x) \leqslant \bar{F}_{X_{2}}\left(\varphi_{2}(x)\right)$. Thus, if $\bar{F}_{X_{2}}\left(\varphi_{2}(x)\right)=O\left(\bar{F}_{X_{1}}(x)\right)$, where $\lim _{x \rightarrow \infty} \varphi_{2}(x)=\infty$, then $\bar{F}_{X_{2}}(x)=O\left(\bar{F}_{X_{1}}(x)\right)$.

We present a further result, which indicates that the tail behavior of the random variables product can not be effectively transformed from heavy to light, by the product or sum with other random variables, when there is a slowly varying distribution $F \in \mathcal{R}_{0}$ in the product or a regularly varying distribution $F \in \mathcal{R}$ in the sum.

Theorem 16. Consider the independent random variables $X_{i}: \Omega \rightarrow \mathbb{R}_{\geqslant 0}$, $i \in\{1, \ldots, N\}$.

1. Suppose, $\exists \varphi_{j} \in \mathfrak{F}, \bar{F}_{X_{j}}\left(\varphi_{j}(x)\right)=o\left(\bar{F}_{X_{1}}(x)\right), F_{1} \in \mathcal{R}_{0}$, i.e., $\bar{F}_{X_{1}}(t x) \sim$ $\bar{F}_{X_{1}}(x), \forall t>0, \forall 2 \leqslant j \leqslant N$. Then, we have

$$
\begin{equation*}
\bar{F}_{\prod_{i=1}^{N} X_{i}}(x) \sim \bar{F}_{X_{1}}(x) \tag{2.109}
\end{equation*}
$$

2. Suppose, $\exists \varphi_{j} \in \mathfrak{F}, \bar{F}_{X_{j}}\left(\varphi_{j}(x)\right)=o\left(\bar{F}_{X_{1}}(x)\right)$, $F_{X_{1}} \in \mathcal{L}$, i.e., $\bar{F}_{X_{1}}(x-t) \sim$ $\bar{F}_{X_{1}}(x), \forall t>0, \forall 2 \leqslant j \leqslant N$. Then, we have

$$
\begin{equation*}
\bar{F}_{\sum_{i=1}^{N} X_{i}}(x) \sim \bar{F}_{X_{1}}(x) \tag{2.110}
\end{equation*}
$$

Proof. We prove the case of $N=2$ and the proof of the case $N>2$ follows by the iteration of the same procedure.

Considering the independence between $X_{1}$ and $X_{2}$, for $x>0$, we have $\bar{F}_{X_{1} X_{2}}(x)=\mathbb{E}\left[\bar{F}_{X_{1}}\left(\frac{x}{X_{2}}\right)\right]$, which is reformulated as

$$
\mathbb{E}\left[\bar{F}_{X_{1}}\left(\frac{x}{X_{2}}\right)\right]=\mathbb{E}\left[\bar{F}_{X_{1}}\left(\frac{x}{X_{2}}\right) 1_{0<X_{2} \leqslant \varphi_{2}(x)}\right]+\mathbb{E}\left[\bar{F}_{X_{1}}\left(\frac{x}{X_{2}}\right) 1_{X_{2}>\varphi_{2}(x)}\right]
$$

Since $0 \leqslant \bar{F}_{X_{1}}(x) \leqslant 1$, we have that $0 \leqslant \mathbb{E}\left[\bar{F}_{X_{1}}\left(\frac{x}{X_{2}}\right) 1_{X_{2}>\varphi_{2}(x)}\right] \leqslant$ $\mathbb{P}\left(X_{2}>\varphi_{2}(x)\right)=\bar{F}_{X_{2}}\left(\varphi_{2}(x)\right)$. Thus, $\mathbb{E}\left[\bar{F}_{X_{1}}\left(\frac{x}{X_{2}}\right) 1_{X_{2}>\varphi_{2}(x)}\right]=o\left(\bar{F}_{X_{1}}(x)\right)$.

In addition, we have $\mathbb{E}\left[\bar{F}_{X_{1}}\left(\frac{x}{X_{2}}\right) 1_{0<X_{2} \leqslant \varphi_{2}(x)}\right] \sim \mathbb{E}\left[\bar{F}_{X_{1}}\left(\frac{x}{X_{2}}\right)\right]$, which follows the Lebesgue dominated convergence theorem. Since $\mathbb{E}\left[\bar{F}_{X_{1}}\left(\frac{x}{X_{2}}\right)\right]=$ $\int \bar{F}_{X_{1}}\left(\frac{x}{x_{2}}\right) d F_{X_{2}}\left(x_{2}\right) \sim \int \bar{F}_{X_{1}}(x) d F_{X_{2}}\left(x_{2}\right)=\bar{F}_{X_{1}}(x)$, which follows that $\bar{F}_{X_{1}}$ is slowly varying, i.e., $\bar{F}_{X_{1}}(t x) \sim \bar{F}_{X_{1}}(x), \forall t>0$, thus, we obtain $\mathbb{E}\left[\bar{F}_{X_{1}}\left(\frac{x}{X_{2}}\right) 1_{0<X_{2} \leqslant \varphi_{2}(x)}\right] \sim \bar{F}_{X_{1}}(x)$.

Considering the asymptotics polynomial [60], i.e., if $f_{1}(x)=o(g(x))$ and $f_{2}(x) \sim g(x)$ then $f_{1}(x)+f_{2}(x) \sim g(x)$, we obtain that $\bar{F}_{X_{1} X_{2}}(x)=$ $\mathbb{E}\left[\bar{F}_{X_{1}}\left(\frac{x}{X_{2}}\right)\right] \sim \bar{F}_{X_{1}}(x)$.

The proof of the result for the sum of random variables follows analogically.

Remark 32. According to Lemma 3, the situation for the product of random variables appears for slowly varying distributions $F_{1} \in \mathcal{R}_{0}$, and $F_{j}(x)=\Theta\left(x^{-\theta_{j}}\right)$ or $F_{j}(x)=\Theta\left(e^{-\theta_{j} x}\right), \theta_{j}>0, j \in\{2, \ldots, N\}$; and the situation for the sum of random variables appears for regularly varying dis-
tributions $F_{1} \in \mathcal{R}_{\geqslant 0}$, and $F_{j}(x)=\Theta\left(x^{-\theta_{j}}\right)$ or $F_{j}(x)=\Theta\left(e^{-\theta_{j} x}\right), \theta_{j}>0$, $j \in\{2, \ldots, N\}$.

Remark 33. It is interesting to study the possibility of transforming the tail heaviness of a random variable from heavy to light through some functions with other random variables, e.g., for some special cases.

Remark 34. The asymptotic behavior of the right tail of the sum of the random variables can be insensible to both positive and negative dependence [2][133][77][10][52], while the asymptotic behavior of the left tail can be connected with the dependence structures [56][134]. In addition, there are scenarios, where the right tail of the sum distribution is sensitive to the dependence structures [2].

Remark 35. The tail behavior of the product distribution is more complicated. For example, it is shown that the product distribution of two independent random variables with exponential distributions is subexponential [132][88]. Particularly, the dependence among the random variables are crucial for the tail behavior of the product distribution [69][58][22], e.g., the dependence can either decrease or increase the product distribution tail heaviness compared to the independence scenario [69][144]. In addition, the tail of the product distribution with dependence can be asymptotically bounded above and below by the tail of a dominating random variable [145][22] or can be asymptotically bounded above and below by the tail with assumption of independence [69][144].

Remark 36. It is interesting to investigate the extreme influence of the dependence among the random parameters in the wireless channel capacity on the tail behavior of the marginal distribution of the capacity, e.g., whether or not the dependence between two light-tailed or heavy-tailed random variables can cause a super-heavy tail of the product or sum distribution. For example, considering the comonotonic random variables with identical distributions [37], $X_{i} \sim X, 1 \leqslant i \leqslant N$, we have $\bar{F} \sum_{1 \leqslant i \leqslant N} X_{i}(x)=\bar{F}_{X}(x / N)$
and $\bar{F} \prod_{1 \leqslant i \leqslant N} X_{i}(x)=\bar{F}_{X}\left(x^{1 / N}\right)$, compared to the distribution $\bar{F}_{X}(x)$, the sum distribution $\bar{F}_{X}(x / N)$ is scale invariant for Pareto Type I distribution and asymptotically scale invariant for regular varying distributions, and the product distribution $\bar{F}_{X}\left(x^{1 / N}\right)$ has a smaller tail index for Pareto Type I distribution.

Remark 37. The tail asymptotic is investigated in [125] for the product and sum of random variables in terms of the asymptotic equality $f(x) \sim$ $g(x)$. In this work, we extend the analysis to specific heavy-tailed and light-tailed distribution classes, e.g., the long-tail distribution, the regular varying distribution, and the light-tailed distribution. Specifically, we find that the slowly varying distribution can dominate the tail behavior for the sum and product distribution. Moreover, we extend the analysis beyond the asymptotic equality to more asymptotic notations, e.g., $f(x)=O(g(x))$, $f(x)=\Theta(g(x)), f(x)=\omega(g(x))$, and $f(x)=o(g(x))$. Since the capacity is a logarithm transform of the product of the power and the fading random variable, the less strict asymptotic bound provides more flexibility than the asymptotic equality, i.e., it has less restriction and can capture more distribution scenarios, most importantly, it is sufficiently enough to investigate the light-tail behavior that is defined by the asymptotic bound $f(x)=O(g(x))$. Another related work is [132], which provides conditions for the product of a light-tailed random variable and a heavy-tailed random variable to be heavy-tailed. In contrast to the result with asymptotic precision up to some distribution classes in [132], we show results of the exact tail domination with respect to a certain distribution function in this work.

## Chapter 3

## The Facts of Dependence

There are two kinds of stochastic processes in the stochastic systems, the uncontrollable parameter processes and controllable parameter processes, which correspond to two kinds of dependence, the uncontrollable dependence and controllable dependence, which provide a degree of freedom to trade off for the system performance benefits. For example, the dependence that exists in the fading process of the wireless channels is uncontrollable, and the dependence that appears in the power process is controllable.

In this chapter, we consider the performance analysis of the queueing system, e.g., the wireless channel, we study the influence of dependence in the arrival process and service process on the performance measures, i.e., the backlog and delay, and we develop the dependence manipulation techniques to transform the dependence structure of the stochastic processes. The measurability of the dependence with respect to the performance measures, the duality of the dependence in the arrival process and service process, and the transformability of the dependence structure constitute the theory of dependence control.

### 3.1 Foundation

### 3.1.1 Queueing Behavior

We consider a queueing system with arrival process $a(t)$, service process $c(t)$, and the temporal increment in the system

$$
\begin{equation*}
X(t)=a(t)-c(t) \tag{3.1}
\end{equation*}
$$

The queueing behavior is expressed through the backlog $B(t)$ in the system, which is a reflected process of the temporal increment $X(t)$ [6], i.e.,

$$
\begin{equation*}
B(t+1)=[B(t)+X(t)]^{+} \tag{3.2}
\end{equation*}
$$

Assuming $B(0)=0$, the backlog function is then expressed as

$$
\begin{equation*}
B(t)=\sup _{0 \leqslant s \leqslant t}(A(s, t)-S(s, t)) \tag{3.3}
\end{equation*}
$$

where $A(s, t)=\sum_{i=s+1}^{t} a(i)$ and $S(s, t)=\sum_{i=s+1}^{t} c(i)$ are respectively the cumulative arrival process and the cumulative service process. Specifically, we denote $A(0, t) \equiv A(t)$ and $S(0, t) \equiv S(t)$. For a lossless system, the output $A^{*}(t)$ is the difference between the arrival input and backlog, i.e.,

$$
\begin{equation*}
A^{*}(t)=A(t)-B(t) \tag{3.4}
\end{equation*}
$$

and the delay is defined via the input-output relationship, i.e.,

$$
\begin{equation*}
D(t)=\inf \left\{d \geqslant 0: A(t-d) \leqslant A^{*}(t)\right\} \tag{3.5}
\end{equation*}
$$

which is the virtual delay that a hypothetical arrival has experienced on departure.

Consider the infinite time horizon and the time reversal assumption
that is introduced in Appendix A.3. The delay tail probability is expressed as

$$
\begin{equation*}
\mathbb{P}(D>d)=\mathbb{P}\left\{\sup _{t \geqslant d}\{A(d, t)-S(0, t)\}>0\right\} \tag{3.6}
\end{equation*}
$$

which follows that $\mathbb{P}(D(t)>d)=\mathbb{P}\left\{A(t-d)>A^{*}(t)\right\}=\mathbb{P}\{A(t-d)>$ $\left.\inf _{0 \leqslant s \leqslant t}\{A(0, s)+S(s, t)\}\right\}$ and the last step follows the time reversal with respect to time $\tau=\infty$. The backlog tail probability is expressed as

$$
\begin{equation*}
\mathbb{P}(B>b)=\mathbb{P}\left\{\sup _{t \geqslant 0}(A(0, t)-S(0, t))>b\right\} \tag{3.7}
\end{equation*}
$$

which follows that $\mathbb{P}(B(t)>b)=\mathbb{P}\left\{\sup _{0 \leqslant s \leqslant t}(A(s, t)-S(s, t))>b\right\}$ and the last step follows the time reversal with respect to time $\tau=\infty$.

### 3.1.2 More Assumptions

In addition to the time reversal assumption in the tail probability expressions of delay and backlog, we specify the cumulant generating functions of the cumulative arrival process $A(t)$, the cumulative service process $S(t)$, and the increment process of the queue $A(t)-S(t)$.

The assumption for the queue increment process is as follows [53], without assumption on the dependence between the arrival process and service process.

Assumption 1. Denote $\mathfrak{S}(t)=A(t)-S(t)$ and $X(t)=a(t)-c(t)$. Assume that there exist $\gamma, \epsilon>0$ such that

1. $\kappa_{t}(\theta)=\log \mathbb{E} e^{\theta \mathfrak{S}(t)}$ is well-defined and finite for $\gamma-\epsilon<\theta<\gamma+\epsilon$;
2. $\limsup _{t \rightarrow \infty} \mathbb{E} e^{\theta X(t)}<\infty$ for $-\epsilon<\theta<\epsilon$;
3. $\kappa(\theta)=\lim _{t \rightarrow \infty} \frac{1}{t} \kappa_{t}(\theta)$ exists and is finite for $\gamma-\epsilon<\theta<\gamma+\epsilon$;
4. $\kappa(\gamma)=0$ and $\kappa$ is differentiable at $\gamma$ with $0<\dot{\kappa}(\gamma)<\infty$.

Assuming independence between the arrival and service process, we get an alternative expression [53].

Assumption 2. Assume independence between the sequences of $a(t)$ and $c(t), t \geqslant 0$. Let $\gamma, \epsilon>0$ be as in Assumption 1 such that

1. $\kappa_{t}^{A}(\theta)=\log \mathbb{E} e^{\theta A(t)}$ is well-defined and finite for $\gamma-\epsilon<\theta<\gamma+\epsilon$;
2. $\limsup _{t \rightarrow \infty} \mathbb{E} e^{\theta a(t)}<\infty$ for $-\epsilon<\theta<\epsilon$;
3. $\kappa^{A}(\theta)=\lim _{t \rightarrow \infty} \frac{1}{t} \kappa_{t}^{A}(\theta)$ exists, is differentiable at $\gamma$, and is finite for $\gamma-\epsilon<\theta<\gamma+\epsilon$;
4. $\kappa_{t}^{-S}(\theta)=\log \mathbb{E} e^{-\theta S(t)}$ is well-defined and finite for $\gamma-\epsilon<\theta<\gamma+\epsilon$;
5. $\limsup _{t \rightarrow \infty} \mathbb{E} e^{-\theta c(t)}<\infty$ for $-\epsilon<\theta<\epsilon$;
6. $\kappa^{-S}(\theta)=\lim _{t \rightarrow \infty} \frac{1}{t} \kappa_{t}^{-S}(\theta)$ exists, is differentiable at $\gamma$, and is finite for $\gamma-\epsilon<\theta<\gamma+\epsilon$;
7. $\kappa(\theta)=\kappa^{A}(\theta)+\kappa^{-S}(\theta)$.

The Assumption 1 and Assumption 2 apply to the scenarios [7], where there are weak forms of dependence, e.g., Markov dependence, and the average of the cumulant generating function exists and converges, e.g., light-tailed process.

Remark 38. The asymptotic independence [52] is a weak form dependence, which is neither too positively nor too negatively dependent, and the strong forms of dependence are association and regression [83][39]. Another weak form of dependence is shown in [77]. It is interesting to provide a review of the dependence concepts in the literature.

### 3.1.3 Change of Measure

We introduce a change of measure for $a_{1}, \ldots, a_{n}, c_{1}, \ldots, c_{n}$,

$$
\begin{align*}
& \widetilde{F}_{n}\left(d a_{1}, \ldots, d a_{n}, d c_{1}, \ldots, d c_{n}\right) \\
& =e^{\gamma s_{n}-\kappa_{n}(\gamma)} F_{n}\left(d a_{1}, \ldots, d a_{n}, d c_{1}, \ldots, d c_{n}\right) \tag{3.8}
\end{align*}
$$

where $F_{n}$ is the distribution of $a_{1}, \ldots, a_{n}, c_{1}, \ldots, c_{n}$ and $s_{n}=a_{1}-c_{1}+$ $\ldots+a_{n}-c_{n}$. Assuming independence between $a_{1}, \ldots, a_{n}$ and $c_{1}, \ldots, c_{n}$, the distributions of $a_{1}, \ldots, a_{n}$ and $c_{1}, \ldots, c_{n}$ in the new probability measure are given by

$$
\begin{align*}
\widetilde{F}_{n}^{A}\left(d a_{1}, \ldots, d a_{n}\right) & =e^{\gamma s_{n}^{A}-\kappa_{n}^{A}(\gamma)} F_{n}\left(d a_{1}, \ldots, d a_{n}, \mathbf{1}\right)  \tag{3.9}\\
\widetilde{F}_{n}^{S}\left(d c_{1}, \ldots, d c_{n}\right) & =e^{\gamma s_{n}^{-S}-\kappa_{n}^{-S}(\gamma)} F_{n}\left(\mathbf{1}, d c_{1}, \ldots, d c_{n}\right), \tag{3.10}
\end{align*}
$$

where $s_{n}^{A}=a_{1}+\ldots+a_{n}, s_{n}^{-S}=-\left(c_{1}+\ldots+c_{n}\right)$, and

$$
\begin{equation*}
\kappa_{n}(\gamma)=\kappa_{n}^{A}(\gamma)+\kappa_{n}^{-S}(\gamma) \tag{3.11}
\end{equation*}
$$

In the new probability measure $\widetilde{\mathbb{P}}_{n}$, we show that, for fixed $d, k \in \mathbb{N}$, $\frac{\mathfrak{G}(d, n-k)}{n}=\frac{A(d, n-k)-S(d, n-k)}{n}$ converges in probability to $\dot{\kappa}(\gamma) \equiv \frac{\partial}{\partial \gamma} \kappa(\gamma)$.
Theorem 17. Let $n, d, k \in \mathbb{N}$ and $d, k<\infty$, and $\widetilde{\mu} \equiv \dot{\kappa}(\gamma)$. Then,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \widetilde{\mathbb{P}}_{n}\left(\left|\frac{\mathfrak{S}(d, n-k)}{n}-\tilde{\mu}\right|>\eta\right)=0, \quad \forall \eta>0 \tag{3.12}
\end{equation*}
$$

An equivalent expression of the above theorem is the following theorem. Particularly, the probability $z^{n}$ is set to facilitate the proof of Theorem 19.

Theorem 18. Let $n, d, k \in \mathbb{N}$ and $d, k<\infty$, and $\widetilde{\mu} \equiv \dot{\kappa}(\gamma)$. For each $\eta>0$, there exist $z \equiv z(\eta) \in(0,1)$ and $n_{0}$ such that

$$
\begin{equation*}
\widetilde{\mathbb{P}}_{n}\left(\left|\frac{\mathfrak{S}(d, n-k)}{n}-\widetilde{\mu}\right|>\eta\right) \leqslant z^{n}, \text { for } n \geqslant n_{0} \tag{3.13}
\end{equation*}
$$

Proof. Let $0<\theta<\epsilon$, where $\epsilon$ is as in Assumption 1. Note $\mathbb{E}\left[e^{\theta(\mathfrak{S}(n)-\mathfrak{S}(n-k))}\right]$ $<\infty$ for all $|\theta|<\delta$ for some $\delta>0$ by Assumption 1 (2).

According to Chernoff bound,

$$
\begin{align*}
\widetilde{\mathbb{P}}_{n} & \left(\frac{\mathfrak{S}(n-k)-\mathfrak{S}(d)}{n}-\widetilde{\mu}>\eta\right)  \tag{3.14}\\
\leqslant & e^{-\theta n(\widetilde{\mu}+\eta)} \widetilde{\mathbb{E}}_{n}\left[e^{\theta(\mathfrak{S}(n-k)-\mathfrak{S}(d))}\right]  \tag{3.15}\\
= & e^{-\theta n(\widetilde{\mu}+\eta)} \mathbb{E}_{n}\left[e^{\theta(\mathfrak{S}(n-k)-\mathfrak{S}(d))} \cdot e^{\gamma \mathfrak{S}(n)-\kappa_{n}(\gamma)}\right]  \tag{3.16}\\
= & e^{-\theta n(\widetilde{\mu}+\eta)-\kappa_{n}(\gamma)} \mathbb{E}_{n}\left[e^{(\theta+\gamma) \mathfrak{S}(n)-\theta \mathfrak{S}(d)-\theta \mathfrak{S}(n-k, n)}\right]  \tag{3.17}\\
\leqslant & e^{-\theta n(\widetilde{\mu}+\eta)-\kappa_{n}(\gamma)}\left[\left[\mathbb{E}_{n} e^{\hat{p} p(\theta+\gamma) \mathfrak{S}(n)}\right]^{1 / \hat{p}}\left[\mathbb{E}_{n} e^{-\hat{q} p \theta \mathfrak{S}(d)}\right]^{1 / \hat{q}}\right]^{1 / p} \\
& \cdot\left[\mathbb{E}_{n} e^{-q \theta \mathfrak{S}(n-k, n)}\right]^{1 / q}  \tag{3.18}\\
= & e^{-\theta n(\widetilde{\mu}+\eta)-\kappa_{n}(\gamma)+\kappa_{n}(\hat{p} p(\theta+\gamma)) /(\hat{p} p)}\left[\mathbb{E}_{n} e^{-\hat{q} p \theta \mathfrak{S}(d)}\right]^{1 /(\hat{q} p)} \\
& \cdot\left[\mathbb{E}_{n} e^{-q \theta \mathfrak{S}(n-k, n)}\right]^{1 / q}, \tag{3.19}
\end{align*}
$$

where we used Hölder's inequality twice, for positive $p$ and $q$ with $p^{-1}+$ $q^{-1}=1$, and $\hat{p}$ and $\hat{q}$ with $\hat{p}^{-1}+\hat{q}^{-1}=1$, and we choose $p$ and $\hat{p}$ close enough to 1 and $\theta$ close enough to 0 that $|\hat{p} p(\theta+\gamma)-\gamma|<\epsilon$ and $|-\hat{q} p \theta-\gamma|<$ $\epsilon$. Particularly, for $k=0$ or $d=0$, the proof needs to use Hölder's inequality only once; for $k=0$ and $d=0$, the proof needs no Hölder's inequality.

By Assumption 1 (1), $\mathbb{E}_{n}\left[e^{-\hat{q} p \theta \mathscr{S}(d)}\right]<\infty$, and by Assumption 1 (2), $\mathbb{E}_{n}\left[e^{-q \theta(\mathfrak{S}(n)-\mathfrak{S}(n-k))}\right]^{1 / q}<\infty$ for large $n$, we get

$$
\begin{align*}
& \limsup _{n \rightarrow \infty} \frac{1}{n} \log \widetilde{\mathbb{P}}_{n}\left(\frac{\mathfrak{S}(n-k)-\mathfrak{S}(d)}{n}-\widetilde{\mu}>\eta\right) \\
& \quad \leqslant \kappa(\hat{p} p(\theta+\gamma)) /(\hat{p} p)-\kappa(\gamma)-\theta(\widetilde{\mu}+\eta) \tag{3.20}
\end{align*}
$$

by Taylor expansion, it is easy to see that the right hand side can be chosen
strictly negative by setting $p$ and $\hat{p}$ close enough to 1 and $\theta$ close enough to 0 . This establishes $\widetilde{\mathbb{P}}_{n}(\mathfrak{S}(d, n-k) / n-\widetilde{\mu}>\eta) \leqslant z^{n}$, correspondingly, $\widetilde{\mathbb{P}}_{n}(\mathfrak{S}(d, n-k) / n-\widetilde{\mu}<-\eta) \leqslant z^{n}$ follows by symmetry.

To facilitate the proof of Theorem 19, we have the following Corollary.
Corollary 4. Let $n, d, k \in \mathbb{N}$ and $d, k<\infty$, and $\widetilde{\mu} \equiv \dot{\kappa}(\gamma)$. Let $x \in \mathbb{R}$ and $x<\infty$. For each $\eta>0$, there exist $z \equiv z(\eta) \in(0,1)$ and $n_{0}$ such that

$$
\begin{equation*}
\widetilde{\mathbb{P}}_{n}\left(\left|\frac{\mathfrak{S}(n-k)-A(d)+x}{n}-\widetilde{\mu}\right|>\eta\right) \leqslant z^{n}, \text { for } n \geqslant n_{0} \tag{3.21}
\end{equation*}
$$

Proof. Theorem 18 shows that the convergence is insensible to the head and tail of the sequence. Replacing $\mathfrak{S}(d)$ with $A(d)$ and a finite constant $x$ completes the proof.

### 3.2 Dependence Mechanics

### 3.2.1 The General Rules

As a measure to identify and quantify the dependence influence, we are interested in the asymptotic tail behavior of the delay and backlog in the queue and we show that this measure has a monotonic relationship with the dependence in the arrival process and the service process. Particularly, this monotonic property is useful for understanding the trend of the dependence influence, when the explicit results are not tractable in complex dependence scenarios.

We derive the exact results of the asymptotic decay rate of delay and backlog, and the logarithmic approximation implies that the asymptotic behavior of the delay and backlog tail probability is exponential for weak forms of dependence and light-tailed processes, which is characterized by Assumption 1 and Assumption 2.

Theorem 19. Under the conditions in Assumption 2, the asymptotic decay rates of delay and backlog are respectively

$$
\begin{align*}
\lim _{d \rightarrow \infty} \frac{1}{d} \log \mathbb{P}(D>d) & =-\kappa^{A}(\gamma)  \tag{3.22}\\
\lim _{b \rightarrow \infty} \frac{1}{b} \log \mathbb{P}(B>b) & =-\gamma \tag{3.23}
\end{align*}
$$

where $\gamma=\theta>0$ is the root to the stability equation $\kappa^{A}(\theta)+\kappa^{-S}(\theta)=0$.

Proof. We only provide proof for the delay result, since the backlog result is a trivial reduction of the delay proof. The proof is inspired by [53, 7], by defining a new change of measure, and by noting the following result, for large enough $n$,

$$
\begin{equation*}
\widetilde{\mathbb{P}}_{n}\left(\left|\frac{\mathfrak{S}(n-k)-A(d)+d}{n}-\widetilde{\mu}\right|>\eta\right) \leqslant z^{n} \tag{3.24}
\end{equation*}
$$

We first show that $\liminf _{d \rightarrow \infty} \frac{1}{d} \log \mathbb{P}(D>d) \geqslant-\kappa^{A}(\gamma)$. Given $\eta>0$ and let $m \equiv m(\eta)=\lfloor d(1+\eta) / \stackrel{d}{\eta} / \widetilde{\mu}\rfloor+1$. Then

$$
\begin{align*}
\mathbb{P} & (D>d) \geqslant \mathbb{P}(\mathfrak{S}(m)>A(d))  \tag{3.25}\\
= & \widetilde{\mathbb{E}}_{m}\left[e^{-\gamma \mathfrak{S}(m)+\kappa_{m}(\gamma)} ; \mathfrak{S}(m)-A(d)+d>d\right]  \tag{3.26}\\
\geqslant & \widetilde{\mathbb{E}}_{m}\left[e^{-\gamma \mathfrak{S}(m)+\kappa_{m}(\gamma)} ; \frac{\mathfrak{S}(m)-A(d)+d}{m}-\widetilde{\mu}>-\frac{\widetilde{\mu} \eta}{1+\eta}\right]  \tag{3.27}\\
\geqslant & \widetilde{\mathbb{E}}_{m}\left[e^{-\gamma \mathfrak{S}(m)+\kappa_{m}(\gamma)} ;\left|\frac{\mathfrak{S}(m)-A(d)+d}{m}-\widetilde{\mu}\right|<\frac{\widetilde{\mu} \eta}{1+\eta}\right]  \tag{3.28}\\
\geqslant & \widetilde{\mathbb{E}}_{m}\left[e^{-\gamma\left(\widetilde{\mu} \frac{1+2 \eta}{1+\eta} m+A(d)-d\right)+\kappa_{m}(\gamma)}\right] \\
& \cdot \widetilde{\mathbb{P}}_{m}\left(\left|\frac{\mathfrak{S}(m)-A(d)+d}{m}-\widetilde{\mu}\right|<\frac{\widetilde{\mu} \eta}{1+\eta}\right)  \tag{3.29}\\
= & e^{-\kappa_{d}^{A} \gamma-\gamma \tilde{\mu} \frac{1+2 \eta}{1+\eta} m+\gamma d+\kappa_{m}(\gamma)} \\
& \cdot \widetilde{\mathbb{P}}_{m}\left(\left|\frac{\mathfrak{S}(m)-A(d)+d}{m}-\widetilde{\mu}\right|<\frac{\widetilde{\mu} \eta}{1+\eta}\right), \tag{3.30}
\end{align*}
$$

where $\widetilde{\mathbb{P}}_{m}(\cdot)$ goes to 1 according to Corollary 4. Since $\kappa_{m}(\gamma) / d$ $\rightarrow 0$ and $m / d \rightarrow(1+\eta) / \tilde{\mu}$, we get

$$
\begin{equation*}
\liminf _{d \rightarrow \infty} \frac{1}{d} \log \mathbb{P}(D>d) \geqslant-\kappa^{A}(\gamma)-2 \eta \tag{3.31}
\end{equation*}
$$

Letting $\eta \downarrow 0$ yields $\liminf _{d \rightarrow \infty} \frac{1}{d} \log \mathbb{P}(D>d) \geqslant-\kappa^{A}(\gamma)$.
We then show that $\limsup _{d \rightarrow \infty} \frac{1}{d} \log \mathbb{P}(D>d) \leqslant-\kappa^{A}(\gamma)$. Let $\tau(d)=$ $\inf \{n: \mathfrak{S}(n)>A(d)\}$, then $\tau(d)>d$ and $\mathbb{P}(D>d)=\mathbb{P}(\tau(d)<\infty)$, i.e.,

$$
\begin{equation*}
\mathbb{P}(D>d)=\sum_{n=d+1}^{\infty} \mathbb{P}(\tau(d)=n)=I_{1}+I_{2}+I_{3}+I_{4} \tag{3.32}
\end{equation*}
$$

where $\quad I_{1}=\sum_{n=d+1}^{n(\delta)} \mathbb{P}(\tau(d)=n), I_{2}=\sum_{n=n(\delta)+1}^{\lfloor d(1-\delta) / \widetilde{\mu} \mid} \mathbb{P}(\tau(d)=n)$,
$I_{3}=\sum_{n=[d(1-\delta) / \widetilde{\mu}]+1}^{|d(1+\delta) / \widetilde{\mu}|} \mathbb{P}(\tau(d)=n), I_{4}=\sum_{n=\lfloor d(1+\delta) / \widetilde{\mu} \mid+1}^{\infty} \mathbb{P}(\tau(d)=n), \quad n(\delta)$ is chosen such that $\kappa_{n}(\gamma) / n<\min \{\delta,(-\log z) / 2\}$ and

$$
\begin{equation*}
\widetilde{\mathbb{P}}_{n}\left(\left|\frac{\mathfrak{S}(n-k)-A(d)+d}{n}-\widetilde{\mu}\right|>\frac{\delta \widetilde{\mu}}{1+\delta}\right) \leqslant z^{n}, \text { for } k \leqslant 1 \tag{3.33}
\end{equation*}
$$

for some $z<1$ and all $n>n(\delta)$. This is possible by Assumption 1 (3) and Assumption 1 (4) and Corollary 4.

Note

$$
\begin{align*}
\mathbb{P}(\tau(d)=n) & \leqslant \mathbb{P}(\mathfrak{S}(n)>A(d))  \tag{3.34}\\
& =\widetilde{\mathbb{E}}_{n}\left[e^{-\gamma \mathfrak{S}(n)+\kappa_{n}(\gamma)} ; \mathfrak{S}(n)>A(d)\right]  \tag{3.35}\\
& \leqslant e^{-\kappa_{d}^{A}(\gamma)} \cdot e^{\kappa_{n}(\gamma)} \cdot \widetilde{\mathbb{P}}_{n}(\mathfrak{S}(n)>A(d)) \tag{3.36}
\end{align*}
$$

so that

$$
\begin{equation*}
I_{1} \leqslant e^{-\kappa_{d}^{A}(\gamma)} \sum_{n=d+1}^{n(\delta)} e^{\kappa_{n}(\gamma)} \tag{3.37}
\end{equation*}
$$

$$
\begin{align*}
I_{2} & \leqslant e^{-\kappa_{d}^{A}(\gamma)} \sum_{n=n(\delta)+1}^{\lfloor d(1-\delta) / \widetilde{\mu}\rfloor} e^{\kappa_{n}(\gamma)} \widetilde{\mathbb{P}}_{n}(\mathfrak{S}(n)>A(d))  \tag{3.38}\\
& \leqslant e^{-\kappa_{d}^{A}(\gamma)} \sum_{n=n(\delta)+1}^{\lfloor d(1-\delta) / \widetilde{\mu}\rfloor} e^{-n \log z / 2} \cdot \widetilde{\mathbb{P}}_{n}\left(\left|\frac{\mathfrak{S}(n)-A(d)+d}{n}-\widetilde{\mu}\right|>\frac{\delta \widetilde{\mu}}{1+\delta}\right) \\
& \leqslant e^{-\kappa_{d}^{A}(\gamma)} \sum_{n=n(\delta)+1}^{\lfloor d(1-\delta) / \widetilde{\mu}\rfloor} \frac{1}{z^{n / 2}} z^{n}  \tag{3.39}\\
& \leqslant e^{-\kappa_{d}^{A}(\gamma)} \sum_{n=0}^{\infty} z^{n / 2}  \tag{3.40}\\
& =e^{-\kappa_{d}^{A}(\gamma)} \frac{1}{1-z^{1 / 2}},  \tag{3.41}\\
I_{3} & \leqslant e^{-\kappa_{d}^{A}(\gamma)} \sum_{n=\lfloor d(1-\delta) / \widetilde{\mu}\rfloor+1}^{\lfloor d(\delta) / \widetilde{\mu}\rfloor} e^{\kappa_{n}(\gamma)}  \tag{3.42}\\
& \leqslant e^{-\kappa_{d}^{A}(\gamma)} \sum_{n=\lfloor d(1-\delta) / \widetilde{\mu}\rfloor+1}^{\lfloor d(1+\delta) / \widetilde{\mu}\rfloor} e^{n \delta}  \tag{3.43}\\
& \leqslant e^{-\kappa_{d}^{A}(\gamma)}\left(\frac{2 \delta d}{\widetilde{\mu}}+1\right) e^{\delta d(1+\delta) / \widetilde{\mu}} . \tag{3.44}
\end{align*}
$$

Finally, let $\mathfrak{S}_{n-1}^{n}(d) \equiv\{\mathfrak{S}(n-1) \leqslant A(d), \mathfrak{S}(n)>A(d)\}$,

$$
\begin{align*}
I_{4} & \leqslant \sum_{n=\lfloor d(1+\delta) / \widetilde{\mu}\rfloor+1}^{\infty} \mathbb{P}\left(\mathfrak{S}_{n-1}^{n}(d)\right)  \tag{3.45}\\
& =\sum_{n=\lfloor d(1+\delta) / \widetilde{\mu}\rfloor+1}^{\infty} \widetilde{\mathbb{E}}_{n}\left[e^{-\gamma \mathfrak{S}(n)+\kappa_{n}(\gamma)} ; \mathfrak{S}_{n-1}^{n}(d)\right]  \tag{3.46}\\
& \leqslant e^{-\kappa_{d}^{A}(\gamma)} \sum_{n=\lfloor d(1+\delta) / \widetilde{\mu}]+1}^{\infty} e^{\kappa_{n}(\gamma)} \cdot \widetilde{\mathbb{P}}_{n}\left(\left|\frac{\mathfrak{S}(n-1)-A(d)+d}{n}-\widetilde{\mu}\right|>\frac{\delta \widetilde{\mu}}{1+\delta}\right) \\
& \leqslant e^{-\kappa_{d}^{A}(\gamma)} \sum_{n=\lfloor d(1+\delta) / \widetilde{\mu}\rfloor+1}^{\infty} \frac{1}{z^{n / 2}} z^{n}  \tag{3.47}\\
& \leqslant e^{-\kappa_{d}^{A}(\gamma)} \frac{1}{1-z^{1 / 2}} . \tag{3.48}
\end{align*}
$$

By Assumption 1 (1) and Assumption 2 (1), we get

$$
\begin{equation*}
\limsup _{d \rightarrow \infty} \frac{1}{d} \log \mathbb{P}(D>d) \leqslant-\kappa^{A}(\gamma)+\frac{\delta(1+\delta)}{\widetilde{\mu}} \tag{3.49}
\end{equation*}
$$

Letting $\delta \downarrow 0$ yields $\limsup _{d \rightarrow \infty} \frac{1}{d} \log \mathbb{P}(D>d) \leqslant-\kappa^{A}(\gamma)$.
Remark 39. It is interesting to notice that the event $\mathfrak{S}(t)>A(d)$ has zero probability for $t \leqslant d$, i.e., $\mathbb{P}(\tau(d) \leqslant d)=0$, where $\tau(d)=\inf \{t: \mathfrak{S}(t)>$ $A(d)\}$. It is interesting to notice that the probability $\mathbb{P}(D>d)=\mathbb{P}(d<$ $\tau(d)<\infty)=\mathbb{P}(\tau(d)<\infty)$, where the last equality follows that $\mathbb{P}(\tau(d)<$ $\infty)=\mathbb{P}(0 \leqslant \tau(d) \leqslant d)+\mathbb{P}(d<\tau(d)<\infty)$ and $\mathbb{P}(0 \leqslant \tau(d) \leqslant d)=0$.

Remark 40. The change of measure implies that the original probability measure and the new probability measure are equivalent, i.e., sharing the same set of null events. Specifically, the event $\mathfrak{S}(t)>A(d)$ on timeline $0 \leqslant t \leqslant d$ is a null event, which holds in both the original probability measure and the new probability measure.

Remark 41. In addition to the asymptotic tail behavior of the right tail $\mathbb{P}(X>x)$, which is about the large value violations, it is interesting to investigate the asymptotic tail behavior of the left tail $\mathbb{P}(X \leqslant x)$ [56][9], which is important to understand the phenomena of small values.

We consider two queue increment processes with respective arrival process and service process, $\mathfrak{S}(t)=A(t)-S(t)$ and $\widetilde{\mathfrak{S}}(t)=\widetilde{A}(t)-\widetilde{S}(t)$. Let $\gamma, \kappa^{-A}(\gamma)$, and $\kappa^{-S}(\gamma)$ be the asymptotic decay rates with respect to $\mathfrak{S}(t)$, and let $\widetilde{\gamma}, \widetilde{\kappa}^{-A}(\widetilde{\gamma})$, and $\widetilde{\kappa}^{-S}(\widetilde{\gamma})$ be the asymptotic decay rates with respect to $\widetilde{\mathfrak{S}}(t)$. The "positive" queue increment process $\mathfrak{S}(t)=$ $A(t)-S(t)$ indicates the change of measure on the positive parameter axis, $\widetilde{F}_{n}\left(d a_{1}, \ldots, d a_{n}, d c_{1}, \ldots, d c_{n}\right)=e^{\gamma \mathfrak{S}_{n}-\kappa_{n}^{\mathfrak{G}}(\gamma)} F_{n}\left(d a_{1}, \ldots, d a_{n}, d c_{1}, \ldots, d c_{n}\right)$, $\gamma>0$, with the stability equation $\kappa^{A}(\gamma)+\kappa^{-S}(\gamma)=0, \gamma>0$. The "negative" queue increment process $-\mathfrak{S}(t)=S(t)-A(t)$ indicates the change of
measure on the negative parameter axis, $\widetilde{F}_{n}\left(d a_{1}, \ldots, d a_{n}, d c_{1}, \ldots, d c_{n}\right)=$ $e^{-\gamma \mathfrak{S}_{n}-\kappa_{n}^{-\mathfrak{G}}(\gamma)} F_{n}\left(d a_{1}, \ldots, d a_{n}, d c_{1}, \ldots, d c_{n}\right), \gamma<0$, with the stability equation $\kappa^{S}(\gamma)+\kappa^{-A}(\gamma)=0, \gamma<0$. We use change of measure to explain the duality principle.

First, we show that the ordering of the "positive" queue increment process or "negative" queue increment process implies the ordering of the absolute decay rate of the dependence measure identities. This result means that when considering the absolute value of the measure identities, the two ordering rules of the measure identities on the positive and negative axes are exactly the same, because of the change of measure respectively on the positive and negative parameter axes.

Theorem 20. Let $\mathfrak{S}(t)=A(t)-S(t)$ and $\widetilde{\mathfrak{S}}(t)=\widetilde{A}(t)-\widetilde{S}(t)$.

- If $\mathfrak{S}(t) \leqslant_{c x} \widetilde{\mathfrak{S}}(t), \forall t \in \mathbb{N}$, then $0<\widetilde{\gamma} \leqslant \gamma$; furthermore, if $\mathfrak{S}(t)$ and $\widetilde{\mathfrak{S}}(t)$ have identical service process $S(t)=\widetilde{S}(t)$, then $\kappa^{-S}(\gamma) \leqslant \widetilde{\kappa}^{-S}(\widetilde{\gamma})<0$.
- If $-\mathfrak{S}(t) \leqslant_{c x}-\widetilde{\mathfrak{S}}(t), \forall t \in \mathbb{N}$, then $0>\widetilde{\gamma} \geqslant \gamma$; furthermore, if $\mathfrak{S}(t)$ and $\widetilde{\mathfrak{S}}(t)$ have identical arrival process $A(t)=\widetilde{A}(t)$, then $\kappa^{-A}(\gamma) \geqslant$ $\widetilde{\kappa}^{-A}(\widetilde{\gamma})>0$.

Proof. We follow and extend the approach in [96]. Since the exponential function is convex, $\mathfrak{S}(t) \leqslant c x \widetilde{\mathfrak{S}}(t)$ implies $\mathbb{E} e^{\theta \widetilde{S}(t)} \leqslant \mathbb{E} e^{\theta \widetilde{\mathfrak{S}}(t)}$, thus $\kappa_{t}(\theta) \leqslant$ $\widetilde{\kappa}_{t}(\theta)$ and subsequently $\kappa(\theta) \leqslant \widetilde{\kappa}(\theta), \forall \theta \in \mathbb{R}$. Since $\kappa$ is convex with $\kappa(0)=$ $\kappa(\gamma)=0$, which implies $0<\kappa(\theta) \leqslant \widetilde{\kappa}(\theta), \forall \theta>\gamma$, therefore, we must have $0<\widetilde{\gamma} \leqslant \gamma$. Since $\kappa^{-S}$ is decreasing, we get $\kappa^{-S}(\gamma) \leqslant \widetilde{\kappa}^{-S}(\widetilde{\gamma})<0$. The other results follow analogically.

Remark 42. The change of measure on the positive parameter axis $\theta>0$ with respect to $\mathfrak{S}(t)$ and $\widetilde{\mathfrak{S}}(t)$, and the change of measure on the negative parameter axis $\theta<0$ with respect to $-\mathfrak{S}(t)$ and $-\widetilde{\mathfrak{S}}(t)$, aims to preserve the absolute invariance, $\{\theta \mathfrak{S}(t), \theta>0\} \equiv\{-\theta \mathfrak{S}(t), \theta<0\}$ and $\{\theta \widetilde{\mathfrak{S}}(t), \theta>0\} \equiv\{-\theta \widetilde{\mathfrak{S}}(t), \theta<0\}$.

Remark 43. The closure property of convex order implies that $-\mathfrak{S}(t) \leqslant_{c x}$ $-\widetilde{\mathfrak{S}}(t) \Longleftrightarrow \mathfrak{S}(t) \leqslant_{c x} \widetilde{\mathfrak{S}}(t)$. This is an alternative perspective on the dependence duality to the change of measure perspective. In addition, it indicates that the change of measure on the positive parameter axis and on the negative parameter axis are equivalent.

Remark 44. The requirement of $\mathbb{E} e^{\theta \mathfrak{S}(t)} \leqslant \mathbb{E} e^{\theta \widetilde{\mathfrak{S}}(t)}$, $\theta>0$, considering the change of measure on the positive parameter axis in the proof, implies that the sufficient condition of convex order $\mathfrak{S}(t) \leqslant_{c x} \widetilde{\mathfrak{S}}(t)$ can be replaced by the increasing convex order $\mathfrak{S}(t) \leqslant i c x \widetilde{\mathfrak{S}}(t)$.

Remark 45. For the change of measure on the negative parameter axis, the requirement of $\mathbb{E} e^{-\theta \mathfrak{S}(t)} \leqslant \mathbb{E} e^{-\theta \widetilde{\mathfrak{S}}(t)}, \theta<0$ implies that the sufficient condition of convex order $-\mathfrak{S}(t) \leqslant_{c x}-\widetilde{\mathfrak{S}}(t)$ can be replaced by the increasing concave order $-\mathfrak{S}(t) \geqslant_{i c v}-\widetilde{\mathfrak{S}}(t)$.

Remark 46. The equivalence $-\mathfrak{S}(t) \geqslant_{i c v}-\widetilde{\mathfrak{S}}(t) \Longleftrightarrow \mathfrak{S}(t) \leqslant_{i c x} \widetilde{\mathfrak{S}}(t)$ implies the equivalence of the change of measure on the positive parameter axis and on the negative parameter axis.

Second, we show that the ordering of the arrival process and the service process implies respectively the ordering of the "positive" queue increment process and "negative" queue increment process.

Theorem 21. Let $\mathfrak{S}(t)=A(t)-S(t)$ and $\widetilde{\mathfrak{S}}(t)=\widetilde{A}(t)-\widetilde{S}(t)$.

- If $A(t) \leqslant_{c x} \widetilde{A}(t)$, and $\mathfrak{S}(t)$ and $\widetilde{\mathfrak{S}}(t)$ have identical service process $S(t)=$ $\widetilde{S}(t)$, then $\mathfrak{S}(t) \leqslant_{c x} \widetilde{\mathfrak{S}}(t)$.
- If $S(t) \leqslant_{c x} \widetilde{S}(t)$, and $\mathfrak{S}(t)$ and $\widetilde{\mathfrak{S}}(t)$ have identical arrival process $A(t)=$ $\widetilde{A}(t)$, then $-\mathfrak{S}(t) \leqslant_{c x}-\widetilde{\mathfrak{S}}(t)$.

Proof. Consider a convex function $f$. Let $X=S(t), Y=\widetilde{S}(t)$, and $Z=$ $A(t), \forall t$. Let $g(z)=\mathbb{E}[f(X-z)]$ and $h(z)=\mathbb{E}[f(Y-z)]$. As the function
$x \mapsto f(x-z)$ is convex for all $z \in \mathbb{R}, X \leqslant_{c x} Y$ implies $g(z) \leqslant h(z)$ for all $z \in \mathbb{R}$. Thus, $\mathbb{E}[f(X-Z)]=\mathbb{E}[g(Z)] \leqslant \mathbb{E}[h(Z)]=\mathbb{E}[f(Y-Z)]$, i.e., $S(t)-A(t) \leqslant_{c x} \widetilde{S}(t)-A(t)$. The other result follows analogically.

Remark 47. Considering $\mathfrak{S}(t)=A(t)-S(t)$ and $\widetilde{\mathfrak{S}}(t)=\widetilde{A}(t)-\widetilde{S}(t)$. If $A(t) \leqslant_{i c x} \widetilde{A}(t)$, and $\mathfrak{S}(t)$ and $\widetilde{\mathfrak{S}}(t)$ have identical service process $S(t)=$ $\widetilde{S}(t)$, then $\mathfrak{S}(t) \leqslant_{i c x} \widetilde{\mathfrak{S}}(t)$. If $S(t) \geqslant_{i c v} \widetilde{S}(t)$, and $\mathfrak{S}(t)$ and $\widetilde{\mathfrak{S}}(t)$ have identical arrival process $A(t)=\widetilde{A}(t)$, then $-\mathfrak{S}(t) \geqslant_{i c v}-\widetilde{\mathfrak{S}}(t)$.

Remark 48. The increasing convex order $X \leqslant_{i c x} Y$ means $X$ is smaller and less variable than $Y$ in some stochastic sense, and $X \leqslant i c x Y \Longleftrightarrow$ $\mathbb{E}\left[[X-a]^{+}\right] \leqslant \mathbb{E}\left[[Y-a]^{+}\right], \forall a \in \mathbb{R}$ indicates that $\mathbb{E} X \leqslant \mathbb{E} Y$ is a necessary and not a sufficient condition for $X \leqslant i c x Y$.

Remark 49. If $X \leqslant i c x Y$ and $\mathbb{E} X \leqslant \mathbb{E} Z^{\prime} \leqslant \mathbb{E} Y$, then, it is possible that $Z^{\prime} \leqslant_{i c x} Y$, because we have $X \leqslant_{i c x} Y \Longleftrightarrow X \leqslant_{s t} Z \leqslant_{c x} Y$ [127]. If $X \leqslant_{i c x} Y$, then, $X \leqslant_{c x} Z^{\prime} \leqslant_{s t} Y$ such that $Z^{\prime} \leqslant_{i c x} Y$, because we have $X \leqslant_{i c x} Y \Longleftrightarrow X \leqslant_{c x} Z \leqslant_{s t} Y$ [127]. Complementary results hold in the sense of the increasing concave order [127]. The mathematical relations indicate that the mean and the variability can trade off each other, i.e., if the variability is relatively small, then a relatively greater mean can be tolerated while satisfying the increasing convex order, and if the mean is relatively small, then a relatively greater variability can be tolerated while satisfying the increasing convex order.

Remark 50. The mean and variability trade-off with respect to the increasing convex or concave order tallies with the intuition, i.e., a smaller and less variable arrival process or a greater and less variable service process leads to a better performance. In addition, the consistency of the less variability of the arrival process and the service process tallies the dependence duality of the arrival process and service process. On the other hand, it indicates that the convex order describes the dependence duality more precisely than the increasing convex or concave order.

Remark 51. The increasing convex (concave) order is a sufficient but not necessary condition, in other words, the order of the mean values is not a necessary condition. A stricter sufficient condition is the moment generating function order $\leqslant_{m g f}$ (for the arrival process) and the Laplace transform order $\leqslant_{L t}$ (for the service process) [35][36][127]. In addition, the moments order implies the moment generating function order while the reverse is not true, i.e., $X \leqslant_{\text {mom }} Y \Longrightarrow X \leqslant_{m g f} Y$.

Remark 52. Since the (increasing) convex order of a partial sum of a random vector is respectively insensitive and sensitive to the marginal variations in negative dependence scenarios and in the positive dependence scenarios [98], the negative dependence can be utilized to maintain a stable system that is robust to the bad marginal conditions, e.g., with small mean value, and the positive dependence can be utilized in case of good marginal conditions, e.g., with big mean value. Specifically, conditional on the identical marginals, the negative dependence has an advantage strictly over the positive dependence.

Last, we show that the ordering of the arrival process and the service process consistently implies the ordering of the absolute decay rate. This result means that the dependence impact of the arrival process and service process on the measure identities are dual to each other, i.e., the same type of dependence therein influence the system performance in the same way.

Corollary 5. Let $\mathfrak{S}(t)=A(t)-S(t)$ and $\widetilde{\mathfrak{S}}(t)=\widetilde{A}(t)-\widetilde{S}(t)$.

- If $A(t) \leqslant_{c x} \widetilde{A}(t), \forall t \in \mathbb{N}$, and $\mathfrak{S}(t)$ and $\widetilde{\mathfrak{S}}(t)$ have identical service process $S(t)=\widetilde{S}(t)$, then $0<\widetilde{\gamma} \leqslant \gamma$ and $\kappa^{-S}(\gamma) \leqslant \widetilde{\kappa}^{-S}(\widetilde{\gamma})<0$.
- If $S(t) \leqslant_{c x} \widetilde{S}(t), \forall t \in \mathbb{N}$, and $\mathfrak{S}(t)$ and $\widetilde{\mathfrak{S}}(t)$ have identical arrival process $A(t)=\widetilde{A}(t)$, then $0>\widetilde{\gamma} \geqslant \gamma$ and $\kappa^{-A}(\gamma) \geqslant \widetilde{\kappa}^{-A}(\widetilde{\gamma})>0$.

Proof. The proof follows Theorem 20 and Theorem 21.

In the extreme case, when both arrival process and service process are deterministic, the asymptotic decay rate is infinity. Generally, for any convex function $\phi$, Jensen's inequality is expressed as $\phi\left(\mathbb{E}\left[\sum_{i=1}^{n} X_{i}\right]\right) \leqslant$ $\mathbb{E}\left[\phi\left(\sum_{i=1}^{n} X_{i}\right)\right]$, by noting $\phi\left(\mathbb{E}\left[\sum_{i=1}^{n} X_{i}\right]\right)=\mathbb{E}\left[\phi\left(\mathbb{E}\left[\sum_{i=1}^{n} X_{i}\right]\right)\right]$, we obtain that the mean of random variables has the minimum sum in convex order, i.e., $\sum_{i=1}^{n} \mathbb{E}\left[X_{i}\right] \leqslant c x \sum_{i=1}^{n} X_{i}$, which indicates that deterministic arrival process or service process can cause the maximum asymptotic decay rate.

Corollary 6. Under the conditions in Assumption 2. For (stationary or non-stationary) arrival and service processes, if the mean of the time average exists, i.e., $\mathbb{E}[X]=\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}\left[X_{i}\right]$, then the situation with the constant arrival process with the same mean or the constant service process with the same mean has the largest asymptotic decay rate of delay and of backlog.

Proof. According to Jensen's inequality, $\phi\left(\mathbb{E}\left[\sum_{i=1}^{n} X_{i}\right]\right) \leqslant \mathbb{E}\left[\phi\left(\sum_{i=1}^{n} X_{i}\right)\right]$, $\forall \phi$, where $\phi$ is a convex function. For an arbitrary sequence of random variables, $X_{1}, X_{2}, \ldots, X_{n}$, we have $\sum_{i=1}^{n} \mathbb{E}\left[X_{i}\right] \leqslant_{c x} \sum_{i=1}^{n} X_{i}$, i.e., the mean of these random variables has the minimum sum in convex order. Specifically, $\lim _{n \rightarrow \infty} \frac{1}{n} \log \mathbb{E} e^{\theta \sum_{i=1}^{n} X_{i}} \geqslant \theta \cdot \lim _{n \rightarrow \infty} \frac{1}{n} \mathbb{E}\left[\sum_{i=1}^{n} X_{i}\right]$, where the right hand side is equivalent to a constant process if the limit exists. This completes the proof.

### 3.2.2 Markov Specialization

We adopt the definition of Markov additive process that is introduced in Appendix B.2. We derive the non-asymptotic tail probabilities of delay and backlog on infinite time horizon and on finite time horizon, for Markov additive arrival process and Markov additive service process. The decay rate in the non-asymptotic probability results from sharp approximation and sufficiently implies the asymptotic decay rate resulting from logarithmic approximation. For both infinite time and finite time results, we only give
results of the conditional tail probability, which is sufficient to calculate the tail probability by averaging over the initial state space.

We consider the time reversed arrival and service processes in the following results. Specifically, for the Markov additive process, the relations between the Perron-Frobenius eigenvalues and eigenvectors of the original process and the time reversed process are elaborated in Appendix B.2.

The following theorem presents the delay and backlog tail probabilities on infinite time horizon. The results have time-invariant decay rates, because they use a stability condition in the asymptotic time regime.

Theorem 22. Consider a Markov additive arrival process $\left(J_{t}^{A}, A(t)\right)$ with state space $E$ and initial state distribution $\varpi_{0}^{A}$, and a Markov additive service process $\left(J_{t}^{S}, S(t)\right)$ with state space $E^{\prime}$ and initial distribution $\varpi_{0}^{S}$. Specifically, given the initial state distribution, the state distribution at time $t$ is $\varpi_{t}=\varpi_{0} \boldsymbol{P}^{t}$, where $\boldsymbol{P}$ is the transition matrix. Denote $\kappa(\cdot)$ as the logarithmic eigenvalue and $\boldsymbol{h}(\cdot)$ as the right eigenvector of the kernel matrix. Assume independence between the arrival process and the service process.

The delay tail probability, conditional on the initial state $\boldsymbol{J}_{d, 0}=\boldsymbol{i}$, i.e., $\left\{J_{d}^{A}, J_{0}^{-S}\right\}=\left\{i^{A}, i^{-S}\right\}$, is expressed as

$$
\begin{equation*}
H_{-}^{D} \cdot h_{J_{0}}^{-S}(\theta) \cdot e^{-d \kappa(\theta)} \leqslant \mathbb{P}_{i}(D>d) \leqslant H_{+}^{D} \cdot h_{J_{0}}^{-S}(\theta) \cdot e^{-d \kappa(\theta)} \tag{3.50}
\end{equation*}
$$

where $H_{-}^{D}=e^{-\kappa^{A}(\theta)} \cdot\left(\frac{\min _{j \in E} h_{j}^{A}(\theta)}{\max _{j \in E} h_{j}^{A}(\theta)}\right)^{2} \cdot \frac{1}{\max _{j \in E^{\prime}} h_{j}^{-S}(\theta)}$ and $H_{+}^{D}=\frac{\max _{j \in E} h_{j}^{A}(\theta)}{\min _{j \in E} h_{j}^{A}(\theta)}$. $\frac{1}{\min _{j \in E^{\prime}} h_{j}^{-S}(\theta)}$.

The backlog tail probability, conditional on the initial state $\boldsymbol{J}_{0,0}=\boldsymbol{i}$, i.e., $\left\{J_{0}^{A}, J_{0}^{-S}\right\}=\left\{i^{A}, i^{-S}\right\}$, is expressed as

$$
\begin{equation*}
H_{-}^{B} \cdot h_{J_{0}}^{A}(\theta) h_{J_{0}}^{-S}(\theta) \cdot e^{-\theta b} \leqslant \mathbb{P}_{i}(B>b) \leqslant H_{+}^{B} \cdot h_{J_{0}}^{A}(\theta) h_{J_{0}}^{-S}(\theta) \cdot e^{-\theta b} \tag{3.51}
\end{equation*}
$$

where $H_{-}^{B}=e^{-\kappa^{A}(\theta)} \cdot \frac{\min _{j \in E} h_{j}^{A}(\theta)}{\left(\max _{j \in E} h_{j}^{A}(\theta)\right)^{2}} \cdot \frac{1}{\max _{j \in E^{\prime}} h_{j}^{-S}(\theta)}$ and $H_{+}^{B}=\frac{1}{\min _{j \in E} h_{j}^{A}(\theta)}$. $\frac{1}{\min _{j \in E^{\prime}} h_{j}^{-S}(\theta)}$.

For delay and backlog, $\theta=\left\{\theta>0: \kappa^{A}(\theta)+\kappa^{-S}(\theta)=0\right\}$ and $\kappa(\theta):=$ $\kappa^{A}(\theta)=-\kappa^{-S}(\theta)$.

Proof. The idea of the proof is to find a likelihood ratio martingale of the process $A(d, t)-S(0, t)$ for delay and $A(t)-S(t)$ for backlog, change the measure, by the likelihood ratio identity, we obtain a likelihood ratio representation of the probability in the new measure. We only present the proof of delay. The proof of backlog follows analogically.

Recall the definition of the Markov additive process $\mathbb{E}[f(S(t+s)-$ $\left.S(t)) g\left(J_{t+s}\right) \mid \mathscr{F}_{t}\right]=\mathbb{E}_{J_{t}, 0}\left[f(S(s)) g\left(J_{s}\right)\right]$, which indicates that the time shift of the process is only dependent on the state at the shift epoch, specifically, for $\theta>0$, the likelihood ratio martingale [7] of the arrival process $A(d, t)$ is expressed as $L_{t-d}^{A} \circ \theta_{d}=\frac{h_{J_{t}}^{A}(\theta)}{h_{J_{d}}^{A}(\theta)} e^{\theta A(d, t)-(t-d) \kappa^{A}(\theta)}$, where $\theta_{d}$ is the shift operator; and the likelihood ratio martingale [7] of the service process $-S(t)$ is $L_{t}^{-S}=\frac{h_{J_{t}}^{-S}(\theta)}{h_{J_{0}}^{-S}(\theta)} e^{-\theta S(0, t)-t \kappa^{-S}(\theta)}$. Assume the arrival process and the service process are independent, then the product of the martingales

$$
\begin{equation*}
L_{d, t}^{A-S}=\left(L_{t-d}^{A} \circ \theta_{d}\right) \cdot L_{t}^{-S} \tag{3.52}
\end{equation*}
$$

is also a martingale [23], and $\mathbb{E}\left[L_{d, t}^{A-S}\right]=\mathbb{E}\left[L_{t-d}^{A} \circ \theta_{d}\right] \cdot \mathbb{E}\left[L_{t}^{-S}\right]=1$.
Define the stopping time $\tau(d)=\inf \{t \geqslant d: A(d, t)-S(0, t)>0\}$. Let $H(\theta)=\frac{h_{J_{d}}^{A}(\theta)}{h_{J_{\tau(d)}}^{A}(\theta)} \frac{h_{J_{0}}^{-S}(\theta)}{h_{J_{\tau(d)}}^{-S}(\theta)}$. The delay tail probability, conditional on the initial state $\boldsymbol{J}_{d, 0}=\boldsymbol{i}$, i.e., $\left\{J_{d}^{A}, J_{0}^{-S}\right\}=\left\{i^{A}, i^{-S}\right\}$, is expressed as

$$
\begin{align*}
& \mathbb{P}_{\boldsymbol{i}}(D>d)=\mathbb{P}_{\boldsymbol{i}}(\tau(d)<\infty)  \tag{3.53}\\
& \quad=\widetilde{\mathbb{E}}_{\boldsymbol{i}}\left[H(\theta) e^{-\theta \xi_{\tau(d)}+(\tau(d)-d) \kappa^{A}(\theta)+\tau(d) \kappa^{-S}(\theta)} ; \tau(d)<\infty\right] \tag{3.54}
\end{align*}
$$

where $\theta$ is the root to the stability equation $\kappa^{A}(\theta)+\kappa^{-S}(\theta)=0$, and $\xi_{\tau(d)}>0$ is the overshoot at the hitting time, which is bounded by

$$
\begin{equation*}
0<\xi_{\tau(d)}<A(\tau(d)-1, \tau(d)) \tag{3.55}
\end{equation*}
$$

The delay upper bound is expressed as

$$
\begin{align*}
& \mathbb{P}_{\boldsymbol{i}}(D>d)=\mathbb{P}_{\boldsymbol{i}}(\tau(d)<\infty)  \tag{3.56}\\
& \leqslant \widetilde{\mathbb{E}}_{\boldsymbol{i}}\left[H(\theta) e^{(\tau(d)-d) \kappa^{A}(\theta)+\tau(d) \kappa^{-S}(\theta)} ; \tau(d)<\infty\right]  \tag{3.57}\\
& \leqslant H_{+} \cdot h_{J_{0}}^{-S}(\theta) \widetilde{\mathbb{E}}_{\boldsymbol{i}}\left[e^{(\tau(d)-d) \kappa^{A}(\theta)+\tau(d) \kappa^{-S}(\theta)} ; \tau(d)<\infty\right]  \tag{3.58}\\
& =H_{+} \cdot h_{J_{0}}^{-S}(\theta) \cdot e^{-d \kappa^{A}(\theta)} \tag{3.59}
\end{align*}
$$

where $H_{+}=\frac{\max _{j \in E} h_{j}^{A}(\theta)}{\min _{j \in E} h_{j}^{A}(\theta)} \cdot \frac{1}{\min _{j \in E^{\prime}} h_{j}^{-S}(\theta)}$.
The delay lower bound is expressed as

$$
\begin{align*}
& \mathbb{P}_{\boldsymbol{i}}(D>d)=\mathbb{P}_{\boldsymbol{i}}(\tau(d)<\infty)  \tag{3.60}\\
& \geqslant \widetilde{\mathbb{E}}_{\boldsymbol{i}}\left[H(\theta) e^{-\theta A(\tau(d)-1, \tau(d))-d \kappa^{A}(\theta)} ; \tau(d)<\infty\right]  \tag{3.61}\\
& \geqslant \widetilde{\mathbb{E}}_{\boldsymbol{i}}\left[e^{-\theta A(\tau(d)-1, \tau(d))} ; \tau(d)<\infty\right] \cdot \hat{H}_{-} \cdot h_{J_{0}}^{-S}(\theta) \cdot e^{-d \kappa^{A}(\theta)} \tag{3.62}
\end{align*}
$$

where $\hat{H}_{-}=\frac{\min _{j \in E} h_{j}^{A}(\theta)}{\max _{j \in E} h_{j}^{A}(\theta)} \cdot \frac{1}{\max _{j \in E^{\prime}} h_{j}^{-S}(\theta)}$ and

$$
\begin{align*}
& \widetilde{\mathbb{E}}_{\boldsymbol{i}}\left[e^{-\theta A(\tau(d)-1, \tau(d))} ; \tau(d)<\infty\right]  \tag{3.63}\\
& =\mathbb{E}_{i^{A}}\left[e^{-\theta A(\tau(d)-1, \tau(d))} \cdot\left(L_{\tau(d)-d}^{A} \circ \theta_{d}\right) ; \tau(d)<\infty\right]  \tag{3.64}\\
& =\mathbb{E}_{i^{A}}\left[\frac{h_{J_{\tau(d)}}^{A}}{h_{J_{\tau(d)-1}}^{A}} \cdot\left(L_{(\tau(d)-1)-d}^{A} \circ \theta_{d}\right) \cdot e^{-\kappa^{A}(\theta)} ; \tau(d)<\infty\right]  \tag{3.65}\\
& \geqslant \frac{\min _{j \in E} h_{j}^{A}(\theta)}{\max _{j \in E} h_{j}^{A}(\theta)} \cdot e^{-\kappa^{A}(\theta)}, \tag{3.66}
\end{align*}
$$

where the first equality is due to the assumption of independence between
the arrival process and service process, and the last inequality follows that $\left(L_{(\tau(d)-1)-d}^{A} \circ \theta_{d}\right)$ is a mean-one martingale.

Remark 53. It is interesting to find tighter double-sided bounds with the Wiener-Hopf factorization [5]. However, this pair of bounds are sufficient for comparing the asymptotic decay rates of the distributions.

The following theorem presents the time-dependent delay and backlog tail probability, the probability is a function of the violated delay and backlog, and the decay rates are time-variant, which results from the timedependent optimization condition. If the asymptotic stability condition is used, the tail distribution bounds have an identical decay rate in finite time regime and infinite time regime.

Theorem 23. Consider the same specification as in Theorem 22. Denote $\dot{\kappa}(x) \equiv \partial \kappa(x) / \partial x$.

For delay, let $\gamma$ be the root to $\kappa^{A}(\theta)+\kappa^{-S}(\theta)=0, y_{\gamma}=\frac{\dot{\kappa}^{A}(\gamma)}{\dot{\kappa}^{A}(\gamma)+\dot{\kappa}^{-S}(\gamma)}$; given any fixed $y>1, \theta$ is the root to $y \dot{\kappa}^{-S}(\theta)=-(y-1) \dot{\kappa}^{A}(\theta)$, and $\theta_{y}=-y \kappa^{-S}(\theta)-(y-1) \kappa^{A}(\theta)$, then

$$
\begin{array}{r}
\mathbb{P}_{\boldsymbol{i}}(D(t)>d ; t \leqslant y d) \leqslant H^{D}(\theta) e^{-d \theta_{y}}, y<y_{\gamma} \\
\mathbb{P}_{\boldsymbol{i}}(D>d)-P_{\boldsymbol{i}}(D(t)>d ; t \leqslant y d) \leqslant H^{D}(\theta) e^{-d \theta_{y}}, y>y_{\gamma} \tag{3.68}
\end{array}
$$

where $H^{D}(\theta)=H_{+}^{D} h_{J_{0}}^{-S}(\theta)$ and $H_{+}^{D}=\frac{\max _{j \in E} h_{j}^{A}(\theta)}{\min _{j \in E} h_{j}^{A}(\theta)} \cdot \frac{1}{\min _{j \in E^{\prime}} h_{j}^{-S}(\theta)}$.
For backlog, let $\gamma$ be the root to $\kappa^{A}(\theta)+\kappa^{-S}(\theta)=0, y_{\gamma}=\frac{1}{\dot{\kappa}^{A}(\gamma)+\dot{\kappa}^{-S}(\gamma)}$; given any fixed $y>0, \theta$ is the root to $y\left(\dot{\kappa}^{A}(\theta)+\dot{\kappa}^{-S}(\theta)\right)=1$, and $\theta_{y}=$ $\theta-y\left(\kappa^{A}(\theta)+\kappa^{-S}(\theta)\right)$, then

$$
\begin{array}{r}
\mathbb{P}_{\boldsymbol{i}}(B(t)>b ; t \leqslant y b) \leqslant H^{B}(\theta) e^{-b \theta_{y}}, y<y_{\gamma} \\
\mathbb{P}_{\boldsymbol{i}}(B>b)-\mathbb{P}_{\boldsymbol{i}}(B(t)>b ; t \leqslant y b) \leqslant H^{B}(\theta) e^{-b \theta_{y}}, y>y_{\gamma}, \tag{3.70}
\end{array}
$$

where $H^{B}(\theta)=H_{+}^{B} h_{J_{0}}^{A}(\theta) h_{J_{0}}^{-S}(\theta)$ and $H_{+}^{B}=\frac{1}{\min _{j \in E} h_{j}^{A}(\theta)} \cdot \frac{1}{\min _{j \in E^{\prime}} h_{j}^{-S}(\theta)}$.

Proof. The proof follows two phases. In the first phase, we provide the condition that the inequalities hold. In the second phase, we provide the setting of $y$ that satisfies the condition. We only present the proof of delay. The proof of backlog follows analogically.

First, we prove that the inequalities hold under a condition on $\kappa^{A}(\theta)+$ $\kappa^{-S}(\theta)$. Let $H(\theta)=\frac{h_{J_{d}}^{A}(\theta)}{h_{J_{\tau(d)}}^{A}(\theta)} \frac{h_{J_{0}}^{-S}(\theta)}{h_{J_{\tau(d)}}^{-S}(\theta)}$. For any $\theta>0, \kappa^{A}(\theta)+\kappa^{-S}(\theta)>0$.

$$
\begin{align*}
& P_{i}(D(t)>d ; t \leqslant y d)  \tag{3.71}\\
& =\widetilde{\mathbb{E}}_{i}\left[H(\theta) e^{-\theta \xi_{\tau(d)}+(\tau(d)-d) \kappa^{A}(\theta)+\tau(d) \kappa^{-S}(\theta)} ; \tau(d) \leqslant y d\right]  \tag{3.72}\\
& \leqslant \widetilde{\mathbb{E}}_{\boldsymbol{i}}\left[H(\theta) e^{(\tau(d)-d) \kappa^{A}(\theta)+\tau(d) \kappa^{-S}(\theta)} ; \tau(d) \leqslant y d\right]  \tag{3.73}\\
& \leqslant H_{+} h_{J_{0}}^{-S}(\theta) \widetilde{\mathbb{E}}_{\boldsymbol{i}}\left[e^{(\tau(d)-d) \kappa^{A}(\theta)+\tau(d) \kappa^{-S}(\theta)} ; \tau(d) \leqslant y d\right]  \tag{3.74}\\
& \leqslant H_{+} h_{J_{0}}^{-S}(\theta) e^{-d\left(-y \kappa^{-S}(\theta)-(y-1) \kappa^{A}(\theta)\right)} . \tag{3.75}
\end{align*}
$$

For any $\theta>0, \kappa^{A}(\theta)+\kappa^{-S}(\theta)<0$.

$$
\begin{align*}
& P_{\boldsymbol{i}}(D>d)-P_{\boldsymbol{i}}(D(t)>d ; t \leqslant y d)  \tag{3.76}\\
& =\widetilde{\mathbb{E}}_{\boldsymbol{i}}\left[H(\theta) e^{-\theta \xi_{\tau(d)}+(\tau(d)-d) \kappa^{A}(\theta)+\tau(d) \kappa^{-S}(\theta)} ; y d<\tau(d)<\infty\right]  \tag{3.77}\\
& \leqslant H_{+} h_{J_{0}}^{-S}(\theta) \widetilde{\mathbb{E}}_{\boldsymbol{i}}\left[e^{(\tau(d)-d) \kappa^{A}(\theta)+\tau(d) \kappa^{-S}(\theta)} ; y d<\tau(d)<\infty\right]  \tag{3.78}\\
& \leqslant H_{+} h_{J_{0}}^{-S}(\theta) e^{-d\left(-y \kappa^{-S}(\theta)-(y-1) \kappa^{A}(\theta)\right)} . \tag{3.79}
\end{align*}
$$

Second, we link $y$ to the $\kappa^{A}(\theta)+\kappa^{-S}(\theta)$ condition. Denote $\theta_{y}=$ $-y \kappa^{-S}(\theta)-(y-1) \kappa^{A}(\theta)$, which is a concave function of $\theta$ for any fixed $y>1$. Thus, the optimal $\theta^{*}$ to maximize $\theta_{y}$ is the root to the derivative equation $\dot{\theta}_{y}=0$, i.e., $\theta^{*}=\left\{\theta: y \dot{\kappa}^{-S}(\theta)=-(y-1) \dot{\kappa}^{A}(\theta)\right\}$. Consider the equation $\frac{1}{y}=1+\frac{\dot{\kappa}^{-S}(\theta)}{\dot{\kappa}^{A}(\theta)}$, since $\frac{\partial}{\partial \theta}\left(\frac{\dot{\kappa}^{-S}(\theta)}{\dot{\kappa}^{A}(\theta)}\right)=\frac{\ddot{\kappa}^{-S}(\theta) \cdot \dot{\kappa}^{A}(\theta)-\ddot{\kappa}^{A}(\theta) \cdot \dot{\kappa}^{-S}(\theta)}{\left[\dot{\kappa}^{A}(\theta)\right]^{2}} \geqslant 0$, which indicates that the decrease of $y$ maps to the increase of $\theta$, it follows, if $y<\frac{\dot{\kappa}^{A}(\gamma)}{\dot{\kappa}^{A}(\gamma)+\dot{\kappa}^{-S}(\gamma)}$, then $\theta>\gamma$ and $\kappa^{A}(\theta)+\kappa^{-S}(\theta)>0$, vice versa.

### 3.3 Dependence Manipulation

### 3.3.1 The Theoretical Reality

We treat a stochastic process as a function of a set of random parameters, each of which is itself a stochastic process. In other words, we treat the stochastic process as a functional of a multivariate stochastic process and the functional maps the multivariate stochastic process to a univariate stochastic process. For wireless channel capacity, the random parameters are either uncontrollable or controllable, the uncontrollable parameters represent the property of the environment that can not be interfered, e.g., fading, and the controllable parameters represent the configurable property of the wireless system, e.g., power. For the arrival, this functional perspective is useful for studying the dependence impact of an individual arrival process on the aggregation of a set of multiplexed arrival processes.

We specify that the dimension of the parameter set $\left(X_{t}^{1}, X_{t}^{2}, \ldots, X_{t}^{n}\right)$ is time-invariant, the function $f_{t}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is time-variant, and the function $f_{t}$ is increasing or decreasing at $X_{t}^{i}$ for all the time, i.e.,

$$
\begin{equation*}
X_{t}=f_{t}\left(X_{t}^{1}, X_{t}^{2}, \ldots, X_{t}^{n}\right) \tag{3.80}
\end{equation*}
$$

Leveraging this functional perspective, on the one hand, we prove the dependence transformability, on the other hand, we provide additional results of supermodular order to the literature [98][127].

The following theorem shows that the manipulation of the dependence in the controllable parameter processes transforms the dependence structure of the stochastic process.

Theorem 24. Assume the random parameters are spatially independent and temporally dependent. The supermodular ordering of a parameter series implies the ordering of the stochastic process, i.e., for any $1 \leqslant i \leqslant n$,
if

$$
\begin{equation*}
\left(X_{1}^{i}, X_{2}^{i}, \ldots, X_{t}^{i}\right) \leqslant s m\left(\widetilde{X}_{1}^{i}, \widetilde{X}_{2}^{i}, \ldots, \widetilde{X}_{t}^{i}\right) \tag{3.81}
\end{equation*}
$$

then

$$
\begin{equation*}
\left(X_{1}, X_{2}, \ldots, X_{t}\right) \leqslant_{s m}\left(\tilde{X}_{1}, \tilde{X}_{2}, \ldots, \tilde{X}_{t}\right) \tag{3.82}
\end{equation*}
$$

where $\widetilde{X}_{j}=f_{j}\left(X_{j}^{1}, \ldots, X_{j}^{i-1}, \widetilde{X}_{j}^{i}, X_{j}^{i+1}, \ldots, X_{j}^{n}\right), \forall 1 \leqslant j \leqslant t$.
Proof. Without loss of generalization, we consider the supermodular order of the random parameters with index 1 in the proof.

For all increasing or all decreasing functions $g_{i}: \mathbb{R} \rightarrow \mathbb{R}, i=1, \ldots, t$, we have $\left(X_{1}^{1}, X_{2}^{1}, \ldots, X_{t}^{1}\right) \leqslant s m\left(\tilde{X}_{1}^{1}, \widetilde{X}_{2}^{1}, \ldots, \widetilde{X}_{t}^{1}\right) \Longrightarrow\left(g_{1}\left(X_{1}^{1}\right), \ldots, g_{t}\left(X_{t}^{1}\right)\right)$ $\leqslant_{s m}\left(g_{1}\left(\tilde{X}_{1}^{1}\right), \ldots, g_{t}\left(\widetilde{X}_{t}^{1}\right)\right)$, because a composition of a supermodular function with coordinatewise functions, that are all increasing or are all decreasing, is a supermodular function [127].

Let $\boldsymbol{Z}_{t}=\left(X_{t}^{2}, X_{t}^{3}, \ldots, X_{t}^{n}\right)$ and assume $\boldsymbol{Z}_{t}$ is independent of $X_{t}^{1}, \forall t$. Then, $\left(g_{1}\left(X_{1}^{1}\right), \ldots, g_{t}\left(X_{t}^{1}\right)\right) \leqslant s m\left(g_{1}\left(\widetilde{X}_{1}^{1}\right), \ldots, g_{t}\left(\widetilde{X}_{t}^{1}\right)\right)$ implies

$$
\begin{aligned}
& \left(f_{1}\left(X_{1}^{1}, \boldsymbol{Z}_{1}\right), \ldots, f_{t}\left(X_{t}^{1}, \boldsymbol{Z}_{t}\right) \mid\left(\boldsymbol{Z}_{1}, \ldots, \boldsymbol{Z}_{t}\right)=\boldsymbol{z}\right) \\
& \quad \leqslant_{s m}\left(f_{1}\left(\widetilde{X}_{1}^{1}, \boldsymbol{Z}_{1}\right), \ldots, f_{t}\left(\widetilde{X}_{t}^{1}, \boldsymbol{Z}_{t}\right) \mid\left(\boldsymbol{Z}_{1}, \ldots, \boldsymbol{Z}_{t}\right)=\boldsymbol{z}\right), \forall \boldsymbol{z}
\end{aligned}
$$

when $f_{i}\left(x_{i}^{1}, \boldsymbol{z}_{i}\right), \forall i$, are all increasing or are all decreasing in $x_{i}^{1}$ for every $\boldsymbol{z}_{i}$. Finally, $\left(f_{1}\left(X_{1}^{1}, \boldsymbol{Z}_{1}\right), \ldots, f_{t}\left(X_{t}^{1}, \boldsymbol{Z}_{t}\right)\right) \leqslant_{s m}\left(f_{1}\left(\tilde{X}_{1}^{1}, \boldsymbol{Z}_{1}\right), \ldots, f_{t}\left(\tilde{X}_{t}^{1}, \boldsymbol{Z}_{t}\right)\right)$, because the sumermodular order is closed under mixtures [127].

Remark 54. If the dimension of the parameter set is time-variant, the function must take into account the dimension being manipulated, while it is not necessary to take into account other dimensions. Specifically, for the dependence in the manipulated dimension to take effect, at least two time epochs should be taken into account by the functions and it is not necessary for the functions to take into account every time epoch, because the composition of a supermodular function with coordinatewise functions, which are
all increasing or are all decreasing, is a supermodular function, and strict monotonnity is not necessary. An example is random multiplexing, where the number of integrated arrivals is random at each time epoch.

Remark 55. Since the supermodular order is closed with respect to the permutation of the time index [98], the dependence transformability result is robust to the time reversibility assumption.

The following theorem shows that a greater number of controllable random parameter processes brings a stronger transform to the dependence structure of the stochastic process.

Theorem 25. Assume the random parameters are spatially independent and temporally dependent. Consider there are $i, 1 \leqslant i \leqslant n$, controllable random parameters. If

$$
\begin{equation*}
\left(X_{1}^{j}, X_{2}^{j}, \ldots, X_{t}^{j}\right) \leqslant s m\left(\widetilde{X}_{1}^{j}, \widetilde{X}_{2}^{j}, \ldots, \widetilde{X}_{t}^{j}\right), \forall 1 \leqslant j \leqslant i \tag{3.83}
\end{equation*}
$$

then

$$
\begin{equation*}
\widetilde{\boldsymbol{X}}_{t}^{k} \leqslant s m \widetilde{\boldsymbol{X}}_{t}^{j}, \forall 0 \leqslant k \leqslant j \leqslant i \tag{3.84}
\end{equation*}
$$

with $\tilde{X}_{t_{m}}^{l}=f_{m}\left(\widetilde{X}_{m}^{1}, \ldots, \tilde{X}_{m}^{l}, X_{m}^{l+1}, \ldots, X_{m}^{n}\right), \quad 1 \leqslant m \leqslant t$, and $\widetilde{\boldsymbol{X}}_{t}^{l}=$ $\left(\tilde{X}_{t_{1}}^{l}, \ldots, \widetilde{X}_{t_{t}}^{l}\right), l \in\{k, j\}$.

Proof. According to Theorem 24,

$$
\begin{aligned}
& \left(f_{1}\left(X_{1}^{1}, X_{1}^{2}, \ldots, X_{1}^{n}\right), \ldots, f_{t}\left(X_{t}^{1}, X_{t}^{2}, \ldots, X_{t}^{n}\right)\right) \\
& \leqslant_{s m}\left(f_{1}\left(\widetilde{X}_{1}^{1}, X_{1}^{2}, \ldots, X_{1}^{n}\right), \ldots, f_{t}\left(\widetilde{X}_{t}^{1}, X_{t}^{2}, \ldots, X_{t}^{n}\right)\right) \\
& \leqslant s m\left(f_{1}\left(\widetilde{X}_{1}^{1}, \widetilde{X}_{1}^{2}, X_{1}^{3}, \ldots, X_{1}^{n}\right), \ldots, f_{t}\left(\widetilde{X}_{t}^{1}, \widetilde{X}_{t}^{2}, X_{t}^{3}, \ldots, X_{t}^{n}\right)\right)
\end{aligned}
$$

and the result follows iteratively because of the transitivity property of supermodular order [98].

In practice, a wireless channel can be a composition of sub-channels and the wireless channel capacity is a function of each sub-channel's capacity, e.g., multiple-input-multiple-output channel and frequency-selective channel. The following theorem shows that the manipulation of dependence in a sub-channel capacity transforms the dependence structure of the overall channel capacity, the more number of manipulated sub-channels the stronger dependence transform strength on the overall capacity.

Theorem 26. Consider a wireless channel composing of $M$ independent sub-channels, the instantaneous capacity of the overall channel, denoted by $\mathfrak{C}_{t} \equiv \mathfrak{C}(t)$, is a function of the instantaneous capacity of each sub-channels, denoted by $c_{t}^{i} \equiv c^{i}(t), 1 \leqslant i \leqslant M$, i.e., $\mathfrak{C}_{t}=f_{t}\left(c_{t}^{1}, \ldots, c_{t}^{M}\right)$. For example, the overall capacity is the sum of the capacity of each sub-channel, i.e., $\left(c_{t}^{1}, \ldots, c_{t}^{M}\right) \mapsto f_{t}\left(c_{t}^{1}, \ldots, c_{t}^{M}\right)=\sum_{m=1}^{M} c_{t}^{m}$. Assume the function is always increasing or decreasing at the instantaneous capacity of each sub-channels.

$$
\text { If }\left(c_{1}^{i}, \ldots, c_{t}^{i}\right) \leqslant_{s m}\left(\widetilde{c}_{1}^{i}, \ldots, \widetilde{c}_{t}^{i}\right), \forall 1 \leqslant i \leqslant M \text {, then }
$$

$$
\begin{equation*}
\left(\mathfrak{C}_{1}, \ldots, \mathfrak{C}_{t}\right) \leqslant s m\left(\widetilde{\mathfrak{C}}_{1}, \ldots, \widetilde{\mathfrak{C}}_{t}\right) \tag{3.85}
\end{equation*}
$$

where $\widetilde{\mathfrak{C}}_{j}=f_{j}\left(c_{j}^{1}, \ldots, \widetilde{c}_{j}^{i}, c_{j}^{i+1}, \ldots, c_{j}^{M}\right), 1 \leqslant j \leqslant t$.
If $\left(c_{1}^{i}, \ldots, c_{t}^{i}\right) \leqslant_{s m}\left(\widetilde{c}_{1}^{i}, \ldots, \widetilde{c}_{t}^{i}\right), \forall 1 \leqslant i \leqslant M$, then

$$
\begin{equation*}
\tilde{\mathfrak{C}}_{t}^{k} \leqslant s m \widetilde{\mathfrak{C}}_{t}^{j}, \forall 0 \leqslant k \leqslant j \leqslant M \tag{3.86}
\end{equation*}
$$

with $\widetilde{\mathfrak{C}}_{t_{m}}^{l}=f_{m}\left(\tilde{c}_{m}^{1}, \ldots, \widetilde{c}_{m}^{l}, c_{m}^{l+1}, \ldots, c_{m}^{M}\right)$ and $\widetilde{\mathfrak{C}}_{t}^{l}=\left(\widetilde{\mathfrak{C}}_{t_{1}}^{l}, \ldots, \widetilde{\mathfrak{C}}_{t_{t}}^{l}\right)$, where $1 \leqslant m \leqslant t$ and $l \in\{k, j\}$.

Proof. The proof follows Theorem 24 and Theorem 25.
Multiplexing of arrival processes involves deterministic multiplexing and random multiplexing. Specifically, the aggregated arrival process is expressed as $\mathfrak{A}(t)=\sum_{i=1}^{N(t)} a_{i}(t)$, where $a_{i}(t)$ is the individual arrival process, and $N(t)$ is a deterministic process for the deterministic multiplexing
and a stochastic process for the random multiplexing. Theorem 26 has a direct application to the deterministic multiplexing, i.e., the dependence manipulation in an individual arrival process transforms the dependence structure of the aggregate process, the more number of manipulated processes the stronger strength of dependence transform.

For random multiplexing, in addition to that the dependence manipulation in an individual process transforms the dependence structure of the randomly multiplexed process, the following theorem shows that the dependence in the random multiplexing mechanism also has an impact on the dependence structure of the aggregated process.

Theorem 27. Let $\boldsymbol{X}_{j}=\left(X_{j, 1}, \ldots, X_{j, m}\right)$ and $\boldsymbol{Y}_{j}=\left(Y_{j, 1}, \ldots, Y_{j, m}\right), j=$ $1,2, \ldots$, be two independent sequences of non-negative random vectors, and let $\boldsymbol{M}=\left(M_{1}, M_{2}, \ldots, M_{m}\right)$ and $\boldsymbol{N}=\left(N_{1}, N_{2}, \ldots, N_{m}\right)$ be two vectors of non-negative integer-valued random variables. Assume that both $\boldsymbol{M}$ and $\boldsymbol{N}$ are independent of the $\boldsymbol{X}_{j}$ 's and $\boldsymbol{Y}_{j}$ 's.

$$
\text { If } \boldsymbol{M} \leqslant_{s m} \boldsymbol{N}, \text { then }
$$

$$
\begin{equation*}
\left(\sum_{j=1}^{M_{1}} X_{j, 1}, \ldots, \sum_{j=1}^{M_{m}} X_{j, m}\right) \leqslant s m\left(\sum_{j=1}^{N_{1}} X_{j, 1}, \ldots, \sum_{j=1}^{N_{m}} X_{j, m}\right) \tag{3.87}
\end{equation*}
$$

If $\boldsymbol{X}_{j} \leqslant_{s m} \boldsymbol{Y}_{j}, \forall j$, then

$$
\begin{equation*}
\left(\sum_{j=1}^{N_{1}} X_{j, 1}, \ldots, \sum_{j=1}^{N_{m}} X_{j, m}\right) \leqslant_{s m}\left(\sum_{j=1}^{N_{1}} Y_{j, 1}, \ldots, \sum_{j=1}^{N_{m}} Y_{j, m}\right) \tag{3.88}
\end{equation*}
$$

If $\boldsymbol{M} \leqslant_{s m} \boldsymbol{N}$ and $\boldsymbol{X}_{j} \leqslant_{s m} \boldsymbol{Y}_{j}, \forall j$, then

$$
\begin{equation*}
\left(\sum_{j=1}^{M_{1}} X_{j, 1}, \ldots, \sum_{j=1}^{M_{m}} X_{j, m}\right) \leqslant_{s m}\left(\sum_{j=1}^{N_{1}} Y_{j, 1}, \ldots, \sum_{j=1}^{N_{m}} Y_{j, m}\right) \tag{3.89}
\end{equation*}
$$

Proof. The first result is proved in [127]. The second result follows Theo-
rem 24 and Theorem 25 , by conditioning on $\left(N_{1}, \ldots, N_{m}\right)=\left(n_{1}, \ldots, n_{m}\right)$ and integrating for the expectation. Specifically, since

$$
\begin{aligned}
& \mathbb{E}\left[\phi\left(\sum_{j=1}^{N_{1}} X_{j, 1}, \ldots, \sum_{j=1}^{N_{m}} X_{j, m}\right) \mid\left(N_{1}, \ldots, N_{m}\right)=\left(n_{1}, \ldots, n_{m}\right)\right] \\
& \leqslant \mathbb{E}\left[\phi\left(\sum_{j=1}^{N_{1}} Y_{j, 1}, \ldots, \sum_{j=1}^{N_{m}} Y_{j, m}\right) \mid\left(N_{1}, \ldots, N_{m}\right)=\left(n_{1}, \ldots, n_{m}\right)\right]
\end{aligned}
$$

for any supermodular function $\phi$, thus

$$
\mathbb{E}\left[\phi\left(\sum_{j=1}^{N_{1}} X_{j, 1}, \ldots, \sum_{j=1}^{N_{m}} X_{j, m}\right)\right] \leqslant \mathbb{E}\left[\phi\left(\sum_{j=1}^{N_{1}} Y_{j, 1}, \ldots, \sum_{j=1}^{N_{m}} Y_{j, m}\right)\right]
$$

By considering the transitivity property of supermodular order, the third result follows the first and second results.

Remark 56. The arrival process under manipulation must be multiplexed at least twice at different time epochs, in order to take into account the dependence effect of this arrival process.

Remark 57. It is interesting to extend the results to the increasing supermodular order $\leqslant_{i s m}$ and the symmetric supermodular order $\leqslant_{\text {symsm }}$.

### 3.3.2 A Copula Approach

We develop a dependence manipulation technique based on copula, which is introduced in Appendix B.3. We consider the stochastic process that is modeled by a multivariate Markov process of uncontrollable parameters and controllable parameters. The challenge with dependence control lies in that, if we model the whole system of the uncontrollable and controllable parameters as a Markov process, we need to know respectively the exact characterizations of the uncontrollable and controllable parameters
processes, because we need an exact process for dependence manipulation. To address this challenge, we postulate no-Granger causality among the random parameter processes.

No-Granger causality refers to a multivariate dynamic system in which each variable is determined by its own lagged values and no further information is provided by the lagged values of other variables [25]. On the one hand, no-Granger causality and Markov property of each process with respect to its natural filtration together imply the whole system as a Markov process, on the other hand, a multidimensional Markov process together with no-Granger causality implies that each of its components is a Markov process with respect to its own natural filtration [24, 25].

Mathematically, for a $n$-dimensional process $\boldsymbol{X}$, we say $\boldsymbol{X}^{1}, \ldots, \boldsymbol{X}^{i-1}$, $\boldsymbol{X}^{i+1}, \ldots, \boldsymbol{X}^{n}$ do not Granger cause $\boldsymbol{X}^{i}$, if, for any $t_{k}$ and $x$,

$$
\begin{equation*}
\mathbb{P}\left(X_{t_{k+1}}^{i} \leqslant x \mid \mathscr{F}_{t_{k}}^{\boldsymbol{X}^{1}, \ldots, \boldsymbol{X}^{n}}\right)=\mathbb{P}\left(X_{t_{k+1}}^{i} \leqslant x \mid \mathscr{F}_{t_{k}}^{\boldsymbol{X}^{i}}\right) \tag{3.90}
\end{equation*}
$$

where $\mathscr{F}_{t_{k}}^{\boldsymbol{X}^{1}, \ldots, \boldsymbol{X}^{n}}$ is the natural filtration of process $\boldsymbol{X}$ and $\mathscr{F}_{t_{k}} \boldsymbol{X}^{i}$ is the natural filtration of process $\boldsymbol{X}^{i}[24,25]$. In addition, we introduce a copula operator. Denote $A(\mathbf{x}, d \mathbf{y})=A_{, C}(\mathbf{x}, \mathbf{y}) C(d \mathbf{y})$ and $B(d \mathbf{x}, \mathbf{y})=$ $B_{C}(\mathbf{x}, \mathbf{y}) C(d \mathbf{x})$. The operator ${ }^{C(\cdot)}$ is defined as [104]

$$
\begin{equation*}
\left(A^{C(\mathbf{z})}{ }_{\star}^{*} B\right)(\mathbf{x}, \mathbf{y})=\int_{0}^{\mathbf{z}} A_{, C}(\mathbf{x}, \mathbf{r}) \cdot B_{C,}(\mathbf{r}, \mathbf{y}) C(d \mathbf{r}), \tag{3.91}
\end{equation*}
$$

where $A$ is a $(k+n)$-dimensional copula, $B$ is a $(n+l)$-dimensional copula, $C$ is a $n$-dimensional copula. Specifically, $A \star B$ is written as [32] $A \star$ $B(\mathbf{x}, z, \mathbf{y})=\int_{0}^{z} A_{, r}(\mathbf{x}, r) B_{r,}(r, \mathbf{y}) d r$, for 1-dimensional copula $C$. We refer to Appendix B. 3 and $[32,104]$ for elaboration on the copula representation of Markov process.

The copula for Markov process with no-Granger causality is expressed as follows, which is extension of the 2-dimensional result in [25].

Theorem 28. For a n-dimensional Markov process $\boldsymbol{X}$ consisting of two sets $\overline{\boldsymbol{X}}$ and $\underline{\boldsymbol{X}}, \boldsymbol{X}=\overline{\boldsymbol{X}} \bigcup \underline{\boldsymbol{X}}$, mapping respectively to the uncontrollable and controllable parameters, $\overline{\boldsymbol{X}}$ does not Granger cause $\underline{\boldsymbol{X}}$, if and only if

$$
\begin{align*}
& C_{j, j+1}\left(\boldsymbol{u}_{\underline{\boldsymbol{X}}_{j}}, \boldsymbol{u}_{\overline{\boldsymbol{X}}_{j}}, \boldsymbol{u}_{\underline{\boldsymbol{X}}_{j+1}}, \mathbf{1}_{\boldsymbol{u}_{\overline{\boldsymbol{X}}_{j+1}}}\right) \\
& =C_{\overline{\boldsymbol{X}}_{j} \underline{\boldsymbol{X}}_{j}} \stackrel{C_{\underline{\boldsymbol{x}}_{j}}\left(\boldsymbol{u}_{\underline{\boldsymbol{X}}_{j}}\right)}{\star} C_{\underline{\boldsymbol{X}}_{j} \underline{\boldsymbol{X}}_{j+1}}\left(\boldsymbol{u}_{\overline{\boldsymbol{X}}_{j}}, \boldsymbol{u}_{\underline{\boldsymbol{X}}_{j+1}}\right), \tag{3.92}
\end{align*}
$$

$\underline{\boldsymbol{X}}$ does not Granger cause $\overline{\boldsymbol{X}}$, if and only if

$$
\begin{align*}
& C_{j, j+1}\left(\boldsymbol{u}_{\underline{\boldsymbol{X}}_{j}}, \boldsymbol{u}_{\overline{\boldsymbol{X}}_{j}}, \mathbf{1}_{\boldsymbol{u}_{\underline{X}_{j+1}}}, \boldsymbol{u}_{\overline{\boldsymbol{X}}_{j+1}}\right) \\
& =C_{\underline{\boldsymbol{X}}_{j}} \overline{\boldsymbol{X}}_{j} \stackrel{C_{\overline{\boldsymbol{X}}_{j}}\left(\boldsymbol{u}_{\overline{\boldsymbol{X}}_{j}}\right)}{\star} C_{\overline{\boldsymbol{X}}_{j} \overline{\boldsymbol{X}}_{j+1}}\left(\boldsymbol{u}_{\underline{\boldsymbol{X}}_{j}}, \boldsymbol{u}_{\overline{\boldsymbol{X}}_{j+1}}\right) . \tag{3.93}
\end{align*}
$$

Proof. Since

$$
\begin{aligned}
& \mathbb{P}\left(\underline{\boldsymbol{X}}_{j+1} \leqslant \boldsymbol{x} \mid \boldsymbol{X}_{j}\right)=C_{j, j+1} C_{\underline{\boldsymbol{X}}_{j} \overline{\boldsymbol{X}}_{j}},\left(F_{\underline{\boldsymbol{X}}_{j}}\left(\underline{\boldsymbol{X}}_{j}\right), F_{\overline{\boldsymbol{X}}_{j}}\left(\overline{\boldsymbol{X}}_{j}\right), F_{\underline{\boldsymbol{X}}_{j+1}}(\boldsymbol{x}), \mathbf{1}_{F_{\overline{\boldsymbol{X}}_{j+1}}}\right), \\
& \mathbb{P}\left(\underline{\boldsymbol{X}}_{j+1} \leqslant \boldsymbol{x} \mid \underline{\boldsymbol{X}}_{j}\right)=C_{j, j+1}{C_{\underline{\boldsymbol{X}}_{j}}},\left(F_{\underline{\boldsymbol{X}}_{j}}\left(\underline{\boldsymbol{X}}_{j}\right), \mathbf{1}_{F_{\overline{\boldsymbol{X}}_{j}}}, F_{\underline{\boldsymbol{X}}_{j+1}}(\boldsymbol{x}), \mathbf{1}_{F_{\overline{\boldsymbol{X}}_{j+1}}}\right),
\end{aligned}
$$

the no-Granger causality holds, if and only if

$$
\begin{aligned}
& C_{j, j+1}^{C_{\underline{\boldsymbol{x}}_{j} \overline{\boldsymbol{x}}_{j}}} \\
&\left(\boldsymbol{u}_{\underline{\boldsymbol{X}}_{j}}, \boldsymbol{u}_{\overline{\boldsymbol{X}}_{j}}, \boldsymbol{u}_{\underline{\boldsymbol{X}}_{j+1}}, \mathbf{1}_{\boldsymbol{u}_{\overline{\boldsymbol{X}}_{j+1}}}\right) \\
&=C_{j, j+1} C_{\underline{\boldsymbol{x}}_{j}}, \\
&\left(\boldsymbol{u}_{\underline{\boldsymbol{X}}_{j}}, \mathbf{1}_{{\overline{\bar{x}_{j}}}}, \boldsymbol{u}_{\underline{\boldsymbol{X}}_{j+1}}, \mathbf{1}_{\boldsymbol{u}_{\overline{\boldsymbol{x}}_{j+1}}}\right)
\end{aligned}
$$

By integrating, we obtain

$$
\begin{aligned}
& C_{j, j+1}\left(\boldsymbol{u}_{\underline{\boldsymbol{X}}_{j}}, \boldsymbol{u}_{\overline{\boldsymbol{X}}_{j}}, \boldsymbol{u}_{\underline{\boldsymbol{X}}_{j+1}}, \mathbf{1}_{\boldsymbol{u}_{\overline{\boldsymbol{X}}_{j+1}}}\right) \\
& =\int_{\mathbf{0}}^{\boldsymbol{u}_{\underline{\boldsymbol{X}}}^{j}} \\
& C_{\overline{\boldsymbol{X}}_{j} \underline{\boldsymbol{X}}_{j, C_{\underline{\boldsymbol{X}}}^{j}}}\left(\boldsymbol{u}_{\overline{\boldsymbol{X}}_{j}}, \boldsymbol{u}_{\underline{\boldsymbol{X}}}\right) \cdot C_{\underline{\boldsymbol{X}}_{j} \underline{\boldsymbol{X}}_{j+1} C_{\underline{\boldsymbol{X}}_{j}}}\left(\boldsymbol{u}_{\underline{\boldsymbol{X}}}, \boldsymbol{u}_{\underline{\boldsymbol{X}}_{j+1}}\right) C_{\underline{\boldsymbol{X}}_{j}}\left(d \boldsymbol{u}_{\underline{\boldsymbol{X}}}\right) \\
& =C_{\overline{\boldsymbol{X}}_{j} \underline{\boldsymbol{X}}_{j}}{ }_{\underline{K}_{j}}^{C_{\boldsymbol{X}_{j}}\left(\boldsymbol{u}_{\boldsymbol{X}_{j}}\right)} C_{\underline{\boldsymbol{X}}_{j} \underline{\boldsymbol{X}}_{j+1}}\left(\boldsymbol{u}_{\overline{\boldsymbol{X}}_{j}}, \boldsymbol{u}_{\underline{\boldsymbol{X}}_{j+1}}\right) .
\end{aligned}
$$

The other result follows analogically.
Remark 58. The result is extensible to high order Markov process [104][64]. For a Markov process of order $k \geqslant 1$, letting $j(k) \equiv\{j-k+1, \ldots, j\}, \overline{\boldsymbol{X}}$ does not Granger cause $\underline{\boldsymbol{X}}$, if and only if

$$
\begin{align*}
& C_{j(k), j+1}\left(\boldsymbol{u}_{\underline{\boldsymbol{X}}_{j(k)}}, \boldsymbol{u}_{\overline{\boldsymbol{X}}_{j(k)}}, \boldsymbol{u}_{\underline{\boldsymbol{X}}_{j+1}}, \mathbf{1}_{\boldsymbol{u}_{\overline{\boldsymbol{X}}_{j+1}}}\right) \\
& =C_{\overline{\boldsymbol{X}}_{j(k)} \underline{\boldsymbol{X}}_{j(k)}} \stackrel{C_{\underline{\boldsymbol{X}}_{j(k)}}\left(\boldsymbol{u}_{\underline{\boldsymbol{X}}_{j(k)}}\right)}{\star} C_{\underline{\boldsymbol{X}}_{j(k) \underline{\boldsymbol{X}}_{j+1}}}\left(\boldsymbol{u}_{\overline{\boldsymbol{X}}_{j(k)}}, \boldsymbol{u}_{\underline{\boldsymbol{X}}_{j+1}}\right), \tag{3.94}
\end{align*}
$$

and $\underline{\boldsymbol{X}}$ does not Granger cause $\overline{\boldsymbol{X}}$, if and only if

$$
\begin{align*}
& C_{j(k), j+1}\left(\boldsymbol{u}_{\underline{\boldsymbol{X}}}^{j(k)}\right. \\
& \left., \boldsymbol{u}_{\overline{\boldsymbol{X}}_{j(k)}}, \mathbf{1}_{\boldsymbol{u}_{\underline{X}_{j+1}}}, \boldsymbol{u}_{\overline{\boldsymbol{X}}_{j+1}}\right)  \tag{3.95}\\
& =C_{\underline{\boldsymbol{X}}_{j(k)}} \overline{\boldsymbol{X}}_{j(k)}{ }_{C_{\overline{\boldsymbol{X}}_{j(k)}}\left(\boldsymbol{u}_{\overline{\boldsymbol{X}}_{j(k)}}\right)}^{\star} C_{\overline{\boldsymbol{X}}_{j(k)}} \overline{\boldsymbol{X}}_{j+1}\left(\boldsymbol{u}_{\underline{\boldsymbol{X}}_{j(k)}}, \boldsymbol{u}_{\overline{\boldsymbol{X}}_{j+1}}\right) .
\end{align*}
$$

A stronger restriction is that all the 1-dimensional Markov processes do not Granger cause each other, and the results are as follows.

Theorem 29. For a n-dimensional Markov process $\boldsymbol{X}$ with temporal copula $C_{j, j+1}$ and spatial copula $C_{j}$,

$$
\begin{equation*}
\mathbb{P}\left(X_{t_{k+1}}^{i} \leqslant x \mid \boldsymbol{X}_{t_{k}}^{1}, \ldots, \boldsymbol{X}_{t_{k}}^{n}\right)=\mathbb{P}\left(X_{t_{k+1}}^{i} \leqslant x \mid \boldsymbol{X}_{t_{k}}^{i}\right) \tag{3.96}
\end{equation*}
$$

if and only if

$$
\begin{align*}
& C_{j, j+1}\left(x_{j}^{1}, \ldots, x_{j}^{n}, 1, \ldots, x_{j+1}^{i}, \ldots, 1\right) \\
& =C_{j}^{i} \star C_{j, j+1}^{i}\left(x_{j}^{1}, \ldots, x_{j}^{i-1}, x_{j}^{i+1}, \ldots, x_{j}^{n}, x_{j}^{i}, x_{j+1}^{i}\right), \tag{3.97}
\end{align*}
$$

where $C_{j}^{, i}$ is the reordered spatial copula, and $C_{j, j+1}^{i}$ is the temporal copula of the 1-dimensional Markov process $\boldsymbol{X}^{i}$.

Proof. The proof analogically follows Theorem 28's.

Example 1. For a 2-dimensional Markov process $\boldsymbol{X}, \boldsymbol{X}^{2}$ does not Granger cause $\boldsymbol{X}^{1}$, if and only if [25]

$$
\begin{equation*}
C_{j, j+1}\left(u_{1}, v_{1}, u_{2}, 1\right)=C_{X_{j}^{2}, X_{j}^{1}} \star C_{X_{j}^{1}, X_{j+1}^{1}}\left(v_{1}, u_{1}, u_{2}\right) \tag{3.98}
\end{equation*}
$$

and $\boldsymbol{X}^{1}$ does not Granger cause $\boldsymbol{X}^{2}$, if and only if [25]

$$
\begin{equation*}
C_{j, j+1}\left(u_{1}, v_{1}, 1, v_{2}\right)=C_{X_{j}^{1}, X_{j}^{2}} \star C_{X_{j}^{2}, X_{j+1}^{2}}\left(u_{1}, v_{1}, u_{2}\right) \tag{3.99}
\end{equation*}
$$

In the special case, if the spatial dependence is expressed by the product copula, then

$$
\begin{align*}
C_{j, j+1}\left(u_{1}, v_{1}, u_{2}, 1\right) & =v_{1} C_{X_{j}^{1} X_{j+1}^{1}}\left(u_{1}, u_{2}\right)  \tag{3.100}\\
C_{j, j+1}\left(u_{1}, v_{1}, 1, v_{2}\right) & =u_{1} C_{X_{j}^{2} X_{j+1}^{2}}^{2}\left(v_{1}, v_{2}\right) . \tag{3.101}
\end{align*}
$$

To perform dependence manipulation, we calculate the transition matrix of the controllable parameter Markov process based on its copula, which is an inverse procedure of constructing a copula from the transition matrix of a Markov process [32]. Since the Markov property is a pure property of copula, it is flexible to use different copula functions to character and configure the negative or positive dependence in the uncontrollable and controllable parameters. The calculation approach is summarized in the following theorem.

Theorem 30. For a 1-dimensional Markov process with finite state space $E$ and initial distribution $\varpi$, given the copula between successive levels $C_{j, j+1}$,

$$
\begin{equation*}
\sum_{s_{j} \leqslant x} \varpi_{j}\left(s_{j}\right) \boldsymbol{P}_{j}\left(s_{j}, s_{j+1} \leqslant y\right)=C_{j, j+1}\left(F_{j}(x), F_{j+1}(y)\right), \forall x, y \in E \tag{3.102}
\end{equation*}
$$

the state distribution at $j$ is $\varpi_{j}=\varpi \prod_{0 \leqslant k \leqslant j} \boldsymbol{P}_{k}$, and $F_{j}\left(s_{j}\right)=\sum_{s_{k} \leqslant s_{j}} \varpi_{j}\left(s_{k}\right)$
and $F_{j+1}=\varpi_{j} \boldsymbol{P}_{j}$. Together with the unity property of transition matrix $\sum_{j \in E} p_{i j}=1, \forall i \in E$, the transition probabilities $\boldsymbol{P}_{j}$ are obtained.

Proof. For random variables $X$ and $Y$ with the copula $C, \mathbb{E}\left(I_{Y<y} \mid X\right)(\omega)=$ $C_{1},\left(F_{X}(X(\omega)), F_{Y}(y)\right)$, a.s. [32], by integrating, $\sum_{\xi \leqslant x} \mathbb{P}\left(X_{t} \leqslant y \mid X_{s}=\xi\right)=$ $C\left(F_{s}(x), F_{t}(y)\right)$, where $x \in E$ and $y \in E$. The result directly follows.

Example 2. For a 2-state homogeneous Markov process, the equations are expressed as

$$
\left\{\begin{align*}
\pi_{0} p_{00} & =C(F(0), F(0))  \tag{3.103a}\\
\pi_{0} p_{00}+\pi_{1} p_{10} & =C(F(1), F(0)) \\
\pi_{0}\left(p_{00}+p_{01}\right)+\pi_{1}\left(p_{10}+p_{11}\right) & =C(F(1), F(1)) \\
\pi_{0}\left(p_{00}+p_{01}\right) & =C(F(0), F(1))
\end{align*}\right.
$$

Given a stationary distribution $\left[\pi_{0} \pi_{1}\right], F(0)=\pi_{0}$ and $F(1)=\pi_{0}+\pi_{1}$, we obtain the values of $p_{00}$ and $p_{10}$ from the equations, and we further obtain $p_{01}=1-p_{00}$ and $p_{11}=1-p_{10}$ from the unity property.

Remark 59. Regarding the computation of transition matrix from copula functions, as an alternative to the parametric copula function, where the negative and positive dependence is indicated by the parameters, the smaller or greater copula, with respect to independence, based on the supermodular order is an additional approach. Specifically, the supermodular ordering of copulas is elaborated in [141].

### 3.3.2.1 Applying to Wireless Channel

We apply the dependence control theory to the wireless channel, where the fading represents the inherent characteristic of the propagation environment and is an uncontrollable parameter, and the power represents the free dimension of the wireless system and is a controllable parameter for
dependence manipulation. Particularly, we model the fading $h(t)$ as an independent process, the power $P(t)$ as a Markov process, and the accumulation of the wireless channel capacity as a Markov additive process $(S(t), P(t))$, where $S(t)=\sum_{i=0}^{t} c(t)$ and $c(t)=W \log _{2}\left(1+\frac{P(t)}{N_{0} W}|h(t)|^{2}\right)$, i.e., the evolution of the capacity is modulated by the random power. As regards the dependence manipulation, we calculate the transition matrix of the Markov process using the Fréchet copula and Gaussian copula, of which the dependence parameter is an indicator of the dependence strength ranging from negative to positive.

We provide a simulation example of the dependence manipulation in wireless channel. We specify the fading as the uncontrollable parameter, which is an independent process, and the power as the controllable parameter, which is a Markov process. We manipulate the power into bearing respectively negative dependence and positive dependence for two experiments. We study the time series and the lag- 1 series of an arbitrary sample path of the functional processes, i.e., the instantaneous capacity $c(t)$, the cumulative capacity $S(t)$, and the transient capacity $\bar{c}(t)$. We calculate the correlation coefficient and the probability value [140]. It is reasonable to consider the correlation coefficient, which requires the existence of the variance, because the capacity is light-tailed. The correlation coefficient of the series $X$ and $Y$ is defined as

$$
\begin{equation*}
\operatorname{corr}=\frac{\sum_{i}\left(X_{i}-\bar{X}\right)\left(Y_{i}-\bar{Y}\right)}{\sqrt{\sum_{i}\left(X_{i}-\bar{X}\right)^{2}} \sqrt{\sum_{i}\left(Y_{i}-\bar{Y}\right)^{2}}}, \tag{3.104}
\end{equation*}
$$

where $\bar{X}$ and $\bar{Y}$ are respectively the sample means of $X$ and $Y$. The probability value is a measure of the evidence against the null hypothesis that the time series is uncorrelated. The null hypothesis test uses the Student's t-distribution. If the probability value pval $<0.05$, it rejects the null hypothesis, otherwise, it shows the evidence against the alternative hypothesis that the time series is correlated.


Figure 3.1: Wireless channel capacity of Rayleigh channel. The uncontrollable parameter is the fading process with one state and the controllable parameter is the power that is a Markov process with two states. The Markov process is time homogeneous without Granger causality. The dependence structure is given by Gaussian copula with correlation matrix $\boldsymbol{\Sigma}=[10-0.50 ; 0100 ;-0.5010 ; 0001]$ as negative dependence (left column), $\boldsymbol{\Sigma}=[100.50 ; 0100 ; 0.5010 ; 0001]$ as positive dependence (right column), initial distribution $\varpi=[0.30 .7]$, stationary distribution $\boldsymbol{\pi}=\left[\begin{array}{ll}0.3 & 0.7\end{array}\right] . W=20 \mathrm{kHz}$ and $P / N=\left[10^{4} 10^{4} ; 1010\right] .1000$ time slots. The correlation coefficient and probability value between the time series and lag-1 series are provided.

The simulation results are shown in Fig. 3.1. For the instantaneous capacity $c(t)$, the result shows that the times series exhibits respectively negative dependence that is shown in the left column with negative correlation coefficient, and positive dependence that is shown in the right column with positive correlation coefficient. The probability values are both zero, which rejects the null hypothesis that no correlation exists. It is evident that the left column has more density in the left-upper and right-lower clusters than the right column, while the right column has more density in the left-lower and right-upper clusters than the left column. This phenomena is coherent with the intuition that the large values of a random variable tends to occur together small values of other random variables for negative dependence, while large values or small values tend to occur together for positive dependence. It is interesting to notice that the marginal distribution of the instantaneous capacity is bimodal, which results from the mixture of two distribution functions. Since the instantaneous capacity is non-negative, the cumulative capacity $S(t)$ exhibits extremely positive dependence, no matter the negative or positive dependence in the instantaneous capacity, and the influence of the dependence in the instantaneous capacity is manifested in the transient capacity $\bar{c}(t)$. The simulation results validate the dependence manipulation analysis.

We regard the wireless channel as a queueing system for the information transmission of arrivals and the wireless channel capacity as the service process. In order to study the impact of the dependence in the wireless channels capacity, we consider a constant arrival process. According to Corollary 6 , the wireless channel attains the best performance for constant arrival process in terms of the asymptotic decay identities. Thus, the constant arrival is fit for investigating the ultimate quality of service that the wireless channel can provide. Moreover, it indicates that the ultimate wireless channel performance is solely determined by the statistical properties of the wireless channel regardless of the arrivals, in terms
of some measure identities. Specifically, the performance analysis results with respect to the constant arrival process are as follows.

Corollary 7. Consider a constant arrival process $A(t)=\lambda t$ and Markov additive service process $\left(J_{t}, S(t)\right)$ with state space $E^{\prime}$ and initial distribution $\varpi$. The delay conditional on the initial state $J_{0}=i$ is bounded by

$$
\begin{equation*}
\frac{e^{-\theta A(1)} \cdot h_{J_{0}}(-\theta)}{\max _{j \in E^{\prime}} h_{j}(-\theta)} \cdot e^{-\theta \lambda d} \leqslant \mathbb{P}_{i}(D>d) \leqslant \frac{h_{J_{0}}(-\theta)}{\min _{j \in E^{\prime}} h_{j}(-\theta)} \cdot e^{-\theta \lambda d} \tag{3.105}
\end{equation*}
$$

where $A(1)$ is the amount of arrival in one unit time, $-\theta$ is the negative root of $\kappa(\theta)=0$ of the Markov additive process $\left(J_{t}, S(t)-\lambda t\right)$ and $\boldsymbol{h}(-\theta)$ is the corresponding right eigenvector.

Proof. The proof of this special case follows that of Theorem 22.
Remark 60. For a constant arrival process $A(t)=\lambda t$ and independent and identically distributed service process $c(t) \stackrel{d}{=} C$, the delay is bounded by [119, p. 257]

$$
\begin{equation*}
C_{-} e^{-\theta \lambda d} \leqslant P(D>d) \leqslant C_{+} e^{-\theta \lambda d}, \tag{3.106}
\end{equation*}
$$

where

$$
\begin{align*}
C_{-} & =\inf _{x \in\left[0, x_{0}\right)} \frac{\bar{B}(x)}{\int_{x}^{\infty} e^{\theta(y-x)} B(d y)}  \tag{3.107}\\
C_{+} & =\sup _{x \in\left[0, x_{0}\right)} \frac{\bar{B}(x)}{\int_{x}^{\infty} e^{\theta(y-x)} B(d y)}, \tag{3.108}
\end{align*}
$$

and $B$ is the distribution of $\lambda-C$ and $x_{0}=\sup \{x: B(x)<1\}$.
Remark 61. For a queueing system with constant arrival process with arrival rate $\lambda$, the relationship between delay and backlog is expressed as $\mathbb{P}(B>b)=\mathbb{P}(D>b / \lambda)$, and the asymptotic tail decay rate of delay $\gamma_{D}$ equals that of backlog $\gamma_{B}$ multiplied by the arrival rate $\lambda$, i.e., $\gamma_{D}=\lambda \cdot \gamma_{B}$.

We provide the numerical results of the tail bounds of the performance measure delay, which are illustrated in Fig. 3.2. We fix the noise power $N=W N_{0}$, and randomize the signal power $P$ in $\mathrm{SNR}=P / N$. The results indicate that the dependence resource is exchangeable for other resources, e.g., the power resource. It is shown, by manipulating the dependence and marginals through the power process, the wireless channel attains a better performance with a smaller power mean, equivalently a smaller capacity, compared to the independent power case. Moreover, it shows the increasing convex order is a sufficient but not necessary condition, i.e., the order of the mean values is not a necessary condition for the order of the asymptotic decay rates. Considering the performance gain of the non-stationary Markov additive process over the stationary additive process, it indicates that the forms of distribution functions are exchangeable for the mean values.

The asymptotic decay rates with respect to the dependence parameters of the Fréchet copula and Gaussian copula are shown in Fig. 3.3. The results show that the Markov additive process bearing negative dependence, which results in a smoother fluctuation of the measure identities than the positive dependence scenario, is less sensitive to the marginal variations, i.e., while a stronger marginal can have a positive effect in the positive dependence scenario, a weaker marginal does not necessarily have a negative effect in the negative dependence scenario. However, the impact of the marginals counts, because the asymptotic decay rate is a joint effect of the marginal distributions and the dependence structure of the arrival and service processes, and the supermodular ordering of the arrival process or service process is a sufficient but not necessary condition. Particularly, it is shown, for the positive dependence, the upper envelope and the lower envelope are both decreasing functions, especially, the lower envelope continues the decreasing trend of the negative dependence scenario. Since the Markov additive process is a non-stationary process, with respect to


Figure 3.2: Delay tail distribution of Rayleigh channel. "-" and "+" depict respectively negative and positive dependence in capacity, the lines depict the double-sided bounds with the intervals depicted as the shaded areas. $\lambda=10 \mathrm{kbits}, W=20 \mathrm{kHz}, S N R=e^{0.5}$ for the independence case of additive capacity process, $\mathbf{S N R}=\left[e^{0.5} e^{0.5} ; 0.7 e^{0.5} 0.7 e^{0.5}\right]$, $\mathbf{P}=[0.41250 .5875 ; 0.25180 .7482]$ calculated from Fréchet copula with $\alpha=0.5$ for $\lambda-c(t)$ indicating positive dependence in capacity and $\mathbf{P}=$ [0.2875 0.7125; 0.30540 .6946$]$ calculated from Fréchet copula with $\alpha=-0.5$ for $\lambda-c(t)$ indicating negative dependence in capacity, for the dependence case of Markov additive capacity process with initial distribution $\varpi=\left[\begin{array}{ll}0.3 & 0.7\end{array}\right]$ and stationary distribution $\boldsymbol{\pi}=\left[\begin{array}{ll}0.3 & 0.7\end{array}\right]$. Note when the initial and stationary distributions are $\varpi=\boldsymbol{\pi}=$ [0.5 0.5] , we get two interesting matrices, i.e., $\mathbf{P}=[0.56250 .4375 ; 0.43750 .5625]$ for positive dependence and $\mathbf{P}=[0.43750 .5625 ; 0.56250 .4375]$ for negative dependence in capacity, with a similar tail phenomena.


Figure 3.3: Decay trend of measure identities of Rayleigh channel with Markov additive capacity. $\lambda=1 \mathrm{bit}, W=1 \mathrm{~Hz}, \mathbf{S N R}=[33 ; 1.51 .5]$, with initial distribution $\varpi=\left[\begin{array}{ll}0.5 & 0.5\end{array}\right]$ and stationary distribution $\boldsymbol{\pi}=\left[\begin{array}{ll}0.5 & 0.5\end{array}\right]$.
different dependence parameters, it can have different marginals such that they have a stronger impact than the dependence structure, which explains the discontinuity of the trend function, on the other hand, the continuity of the trend function results from that if the difference between the marginals with respect to different dependence parameters is small, then the dependence structure has the dominant effect rather than the marginals. In addition, the numerical results indicate that if the marginals are identical then the extremely negative dependence results in the optimal asymptotic decay rate, otherwise, the asymptotic decay rate is optimized at the limit from the weakly positive dependence to the independence.

### 3.3.3 Manipulation at Large

We provide the dependence manipulation techniques for both the spatial dependence and temporal dependence of a stochastic process. The manipulation of the spatial dependence means the dependence manipulation of the random parameters of the stochastic process at some time epochs, while the manipulation of the temporal dependence means the manipulation of some random parameters on the time line.

### 3.3.3.1 Identical Marginals

We present a sufficient condition that the composition of a supermodular function with some multivariate functions is a supermodular function.

Lemma 4. Let $f_{t}: \mathbb{R}^{n} \rightarrow \mathbb{R}, \forall t \geqslant 1$. If $g: \mathbb{R}^{t} \rightarrow \mathbb{R}$ is supermodular, $g^{\prime}:=$ $g\left(f_{1}, \ldots, f_{t}\right): \mathbb{R}^{t \times n} \rightarrow \mathbb{R}$, and $g\left(\left(f_{1}\left(\boldsymbol{x}_{1}\right), \ldots, f_{t}\left(\boldsymbol{x}_{t}\right)\right) \wedge\left(f_{1}\left(\boldsymbol{y}_{1}\right), \ldots, f_{t}\left(\boldsymbol{y}_{t}\right)\right)\right)$ $+g\left(\left(f_{1}\left(\boldsymbol{x}_{1}\right), \ldots, f_{t}\left(\boldsymbol{x}_{t}\right)\right) \vee\left(f_{1}\left(\boldsymbol{y}_{1}\right), \ldots, f_{t}\left(\boldsymbol{y}_{t}\right)\right)\right) \leqslant g^{\prime}\left(\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{t}\right) \wedge\left(\boldsymbol{y}_{1}, \ldots\right.\right.$, $\left.\left.\boldsymbol{y}_{t}\right)\right)+g^{\prime}\left(\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{t}\right) \vee\left(\boldsymbol{y}_{1}, \ldots, \boldsymbol{y}_{t}\right)\right)$, then $g^{\prime}$ is supermodular.

Proof. Considering

$$
\begin{aligned}
g\left(( f _ { 1 } ( \boldsymbol { x } _ { 1 } ) , \ldots , f _ { t } ( \boldsymbol { x } _ { t } ) ) \wedge \left(f_{1}\left(\boldsymbol{y}_{1}\right), \ldots,\right.\right. & \left.\left.f_{t}\left(\boldsymbol{y}_{t}\right)\right)\right) \\
+g\left(\left(f_{1}\left(\boldsymbol{x}_{1}\right), \ldots, f_{t}\left(\boldsymbol{x}_{t}\right)\right)\right. & \left.\vee\left(f_{1}\left(\boldsymbol{y}_{1}\right), \ldots, f_{t}\left(\boldsymbol{y}_{t}\right)\right)\right) \\
& \geqslant g^{\prime}\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{t}\right)+g^{\prime}\left(\boldsymbol{y}_{1}, \ldots, \boldsymbol{y}_{t}\right)
\end{aligned}
$$

the proof follows directly.

Remark 62. The implicit function theorem [130][120] gives a sufficient condition on the functions for the existence of their inverse in general.

We investigate the scenario, where the multidimensional process is temporally independent and spatially dependent.

Theorem 31. Assume the random parameters are spatially dependent and temporally independent. Assume $f_{t}: \mathbb{R}^{n} \rightarrow \mathbb{R}$,

$$
\begin{equation*}
f_{t}\left(\boldsymbol{x}_{t}\right) \diamond f_{t}\left(\boldsymbol{y}_{t}\right)=f_{t}\left(\boldsymbol{x}_{t} \hat{\diamond} \boldsymbol{y}_{t}\right), \forall \boldsymbol{x}_{t}, \boldsymbol{y}_{t} \in \mathbb{R}^{n}, \forall t \geqslant 0 \tag{3.109}
\end{equation*}
$$

where $\diamond, \hat{\diamond} \in\{\wedge, \vee\}$ preserves one of the following three relations for all $t \geqslant 0: \diamond=\hat{\diamond},\{\diamond=\wedge \mid \hat{\diamond}=\vee\}$, and $\{\diamond=\vee \mid \hat{\diamond}=\wedge\}$.

If, for any $1 \leqslant j \leqslant t$,

$$
\begin{equation*}
\left(X_{j}^{1}, X_{j}^{2}, \ldots, X_{j}^{n}\right) \leqslant_{s m}\left(\widetilde{X}_{j}^{1}, \widetilde{X}_{j}^{2}, \ldots, \widetilde{X}_{j}^{n}\right) \tag{3.110}
\end{equation*}
$$

and $\left(X_{j}^{1}, \ldots, X_{j}^{n}\right)$ and $\left(\tilde{X}_{j}^{1}, \ldots, \tilde{X}_{j}^{n}\right)$, and $\left(X_{k}^{1}, \ldots, X_{k}^{n}\right)$ are independent for all $j \neq k$, then

$$
\begin{equation*}
\left(X_{1}, X_{2}, \ldots, X_{t}\right) \leqslant_{s m}\left(X_{1}, X_{2}, \ldots, \tilde{X}_{j}, \ldots, X_{t}\right) \tag{3.111}
\end{equation*}
$$

where $X_{i}=f_{i}\left(X_{i}^{1}, \ldots, X_{i}^{n}\right), \forall 1 \leqslant i \leqslant t$, and $\widetilde{X}_{j}=f_{j}\left(\widetilde{X}_{j}^{1}, \ldots, \tilde{X}_{j}^{n}\right)$, $1 \leqslant j \leqslant t$.

$$
\begin{equation*}
\left(X_{j}^{1}, X_{j}^{2}, \ldots, X_{j}^{n}\right) \leqslant s m\left(\widetilde{X}_{j}^{1}, \tilde{X}_{j}^{2}, \ldots, \widetilde{X}_{j}^{n}\right), \forall 1 \leqslant j \leqslant t \tag{3.112}
\end{equation*}
$$

and $\left(X_{j}^{1}, \ldots, X_{j}^{n}\right)$ and $\left(X_{k}^{1}, \ldots, X_{k}^{n}\right)$ are independent for all $j \neq k$, so are $\left(\widetilde{X}_{j}^{1}, \ldots, \widetilde{X}_{j}^{n}\right)$ and $\left(\widetilde{X}_{k}^{1}, \ldots, \widetilde{X}_{k}^{n}\right)$, then, $\forall 1 \leqslant k \leqslant j \leqslant t$,

$$
\begin{equation*}
\left(\tilde{X}_{1}, \ldots, \tilde{X}_{k}, X_{k+1}, \ldots, X_{t}\right) \leqslant s m\left(\tilde{X}_{1}, \ldots, \tilde{X}_{j}, X_{j+1}, \ldots, X_{t}\right) \tag{3.113}
\end{equation*}
$$

where $X_{j}=f_{j}\left(X_{j}^{1}, \ldots, X_{j}^{n}\right)$ and $\tilde{X}_{j}=f_{j}\left(\tilde{X}_{j}^{1}, \ldots, \tilde{X}_{j}^{n}\right), \forall 1 \leqslant j \leqslant t$.
Proof. Considering the temporal independence assumption and the conjunction property of supermodular order [127], we have

$$
\begin{aligned}
\left(X_{1}^{1}, \ldots, X_{1}^{n}, \ldots,\right. & \left.X_{t}^{1}, \ldots, X_{t}^{n}\right) \\
& \leqslant_{s m}\left(X_{1}^{1}, \ldots, X_{1}^{n}, \ldots, \widetilde{X}_{j}^{1}, \ldots, \widetilde{X}_{j}^{n}, \ldots, X_{t}^{1}, \ldots, X_{t}^{n}\right)
\end{aligned}
$$

Letting $g: \mathbb{R}^{t} \rightarrow \mathbb{R}$ be supermodular and denote $g^{\prime}:=g\left(f_{1}, \ldots, f_{t}\right):$ $\mathbb{R}^{t \times n} \rightarrow \mathbb{R}$, we have $g^{\prime}$ is supermodular, which follows Lemma 4. Thus, it directly implies

$$
\begin{aligned}
& \left(f_{1}\left(X_{1}^{1}, \ldots, X_{1}^{n}\right), \ldots, f_{t}\left(X_{t}^{1}, \ldots, X_{t}^{n}\right)\right) \\
& \quad \leqslant_{s m}\left(f_{1}\left(X_{1}^{1}, \ldots, X_{1}^{n}\right), \ldots, f_{j}\left(\tilde{X}_{j}^{1}, \ldots, \tilde{X}_{j}^{n}\right), \ldots, f_{t}\left(X_{t}^{1}, \ldots, X_{t}^{n}\right)\right)
\end{aligned}
$$

The proof of the other result follows the reflexivity and transitivity property of supermodular order [98].

Remark 63. The results indicate that the spatial dependence of the random parameters also influences the dependence of the stochastic process and more manipulations of the spatial dependence has more strength to transform the dependence of the stochastic process.

Remark 64. It is interesting to investigate the relationship between the requirement of the functional and the spatial dependence of the random parameters. An example is the comonotonicity dependence structure with identical marginal distribution, i.e., the random parameters are equal almost surely, thus the requirement of the function reduces to the scenario of the requirement of the univariate functional scenario, i.e., decreasing or increasing for each variate on the function domain.

We present a result without specification on the spatial and temporal dependence. Note the relaxation of the specification on dependence is replaced by the additional conditions on the functionals.

Theorem 32. Assume $f_{t}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ and $f_{t}\left(\boldsymbol{X}_{t}^{i} \mid \boldsymbol{Z}_{t}^{i}=\boldsymbol{z}_{t}^{i}\right)$ are all increasing or all decreasing at each component of $\boldsymbol{X}^{i}=\left(X_{1}^{i}, \ldots, X_{t}^{i}\right)$, for any $\boldsymbol{z}_{t}^{i}=$ $\left(x_{t}^{1}, \ldots, x_{t}^{i-1}, x_{t}^{i+1}, \ldots, x_{t}^{n}\right)$ in support of $\boldsymbol{Z}_{t}^{i}=\left(X_{t}^{1}, \ldots, X_{t}^{i-1}, X_{t}^{i+1}, \ldots, X_{t}^{n}\right)$, $\forall 1 \leqslant i \leqslant n, \forall t \geqslant 1$. Denote $\boldsymbol{z}^{i}=\left\{\boldsymbol{z}_{1}^{i}, \ldots, \boldsymbol{z}_{t}^{i}\right\}, \boldsymbol{Z}^{i}=\left\{\boldsymbol{Z}_{1}^{i}, \ldots, \boldsymbol{Z}_{t}^{i}\right\}$, and $\left(\boldsymbol{X}^{i} \mid \boldsymbol{Z}^{i}\right) \leqslant_{s m}\left(\widetilde{\boldsymbol{X}}^{i} \mid \boldsymbol{Z}^{i}\right) \Longleftrightarrow\left(\boldsymbol{X}^{i} \mid \boldsymbol{Z}^{i}=\boldsymbol{z}^{i}\right) \leqslant_{s m}\left(\widetilde{\boldsymbol{X}}^{i} \mid \boldsymbol{Z}^{i}=\boldsymbol{z}^{i}\right), \forall \boldsymbol{z}^{i} \in$ $\boldsymbol{Z}^{i}$.

If, for any $1 \leqslant i \leqslant n$,

$$
\begin{equation*}
\left(X_{1}^{i}, X_{2}^{i}, \ldots, X_{t}^{i} \mid \boldsymbol{Z}^{i}\right) \leqslant s m\left(\tilde{X}_{1}^{i}, \widetilde{X}_{2}^{i}, \ldots, \widetilde{X}_{t}^{i} \mid \boldsymbol{Z}^{i}\right) \tag{3.114}
\end{equation*}
$$

then

$$
\begin{equation*}
\left(X_{1}, X_{2}, \ldots, X_{t}\right) \leqslant_{s m}\left(\tilde{X}_{1}, \tilde{X}_{2}, \ldots, \tilde{X}_{t}\right) \tag{3.115}
\end{equation*}
$$

where $\tilde{X}_{j}=f_{j}\left(X_{j}^{1}, \ldots, X_{j}^{i-1}, \widetilde{X}_{j}^{i}, X_{j}^{i+1}, \ldots, X_{j}^{n}\right), \forall 1 \leqslant j \leqslant t$.
If, $\forall 1 \leqslant j \leqslant i$,

$$
\begin{equation*}
\left(X_{1}^{j}, X_{2}^{j}, \ldots, X_{t}^{j} \mid \boldsymbol{Z}^{j}\right) \leqslant s m\left(\tilde{X}_{1}^{j}, \tilde{X}_{2}^{j}, \ldots, \tilde{X}_{t}^{j} \mid \boldsymbol{Z}^{j}\right) \tag{3.116}
\end{equation*}
$$

then

$$
\begin{equation*}
\widetilde{\boldsymbol{X}}_{t}^{k} \leqslant s m \widetilde{\boldsymbol{X}}_{t}^{j}, \forall 0 \leqslant k \leqslant j \leqslant i \tag{3.117}
\end{equation*}
$$

with $\widetilde{X}_{t_{m}}^{l}=f_{m}\left(\widetilde{X}_{m}^{1}, \ldots, \widetilde{X}_{m}^{l}, X_{m}^{l+1}, \ldots, X_{m}^{n}\right), \quad 1 \leqslant m \leqslant t$, and $\widetilde{\boldsymbol{X}}_{t}^{l}=$ $\left(\tilde{X}_{t_{1}}^{l}, \ldots, \tilde{X}_{t_{t}}^{l}\right), l \in\{k, j\}$.

Proof. The proof follows analogically the proof of the independence scenario, by using the conditional probability.

Remark 65. The orders $(\boldsymbol{X} \mid \boldsymbol{Z}=\boldsymbol{z}) \leqslant_{s m}(\boldsymbol{Y} \mid \boldsymbol{Z}=\boldsymbol{z})$ and $\mathbb{E}(\boldsymbol{X} \mid \boldsymbol{Z}) \leqslant_{s m}$ $\mathbb{E}(\boldsymbol{Y} \mid \boldsymbol{Z})$ correspond to the conditional supermodular order in the sense of the uniform conditional ordering [142][121]. The conditional formulation influences the stochastic ordering of the probability measures, moreover, it influences the property of the functions of the random variables, e.g., the monotonicity.

Remark 66. There is an implicit condition that the spatial dependence must not influence the temporal dependence ordering, or the temporal dependence ordering is conditional on the spatial dependence. Specifically, if spatial independence is assumed, the conditional probability disappears. On the other hand, it is interesting to investigate what type of spatial dependence sufficiently imply the conditional ordering.

Remark 67. It is interesting to investigate the conditional probability and conditional stochastic order expression of the spatial dependence manipulation scenario, e.g., Theorem 31.

Remark 68. As an example of conditional probability, for the function of two random variables $f(X, Y)$, the independence assumption implies $\mathbb{E}[f(X, Y)]=\mathbb{E}_{X} \mathbb{E}_{Y}[f(X, Y)]$, while the absence of independence implies that $\mathbb{E}[f(X, Y)]=\mathbb{E}_{X} \mathbb{E}_{Y \mid X=x}[f(X, Y) \mid X=x]$.

Remark 69. As an example of conditional monotonicity of deterministic functions, letting $f(x, y)=x^{y}, x>0$, then $f(x, y \mid y>0)$ is increasing at $x, f(x, y \mid y<0)$ is decreasing at $x$, and $f(x, y \mid y=0)=1$ is constant.

Remark 70. It is interesting to extend the results in Theorem 32 and the corresponding results without conditional probability to the increasing supermodular order $\leqslant_{i s m}$ and the symmetric supermodular order $\leqslant_{\text {symsm }}$.

### 3.3.3.2 Different Marginals

We present a result about the manipulation of stochastic process based on the marginals.

Theorem 33. Assume the random parameters are spatially independent and temporally dependent.

If, for any $1 \leqslant i \leqslant n,\left(X_{1}^{i}, X_{2}^{i}, \ldots, X_{t}^{i}\right) \leqslant_{d c x}\left(\widetilde{X}_{1}^{i}, \widetilde{X}_{2}^{i}, \ldots, \widetilde{X}_{t}^{i}\right)$, and $f_{j}\left(X_{j}^{1} \ldots, X_{j}^{n}\right), \forall 1 \leqslant j \leqslant t$, are increasing and affine functions, then

$$
\begin{equation*}
\left(X_{1}, X_{2}, \ldots, X_{t}\right) \leqslant d c x\left(\tilde{X}_{1}, \widetilde{X}_{2}, \ldots, \widetilde{X}_{t}\right) \tag{3.118}
\end{equation*}
$$

where $\tilde{X}_{j}=f_{j}\left(X_{j}^{1}, \ldots, X_{j}^{i-1}, \tilde{X}_{j}^{i}, X_{j}^{i+1}, \ldots, X_{j}^{n}\right), \forall 1 \leqslant j \leqslant t$, and

$$
\begin{equation*}
\sum_{j=1}^{t} \alpha_{j} X_{j} \leqslant_{c x} \sum_{j=1}^{t} \alpha_{j} \tilde{X}_{j} \tag{3.119}
\end{equation*}
$$

where $\alpha_{j} \in \mathbb{R}_{\geqslant 0}, \forall 1 \leqslant j \leqslant t$.
If, for all $1 \leqslant i \leqslant n,\left(X_{1}^{i}, X_{2}^{i}, \ldots, X_{t}^{i}\right) \leqslant_{d c x}\left(\widetilde{X}_{1}^{i}, \widetilde{X}_{2}^{i}, \ldots, \widetilde{X}_{t}^{i}\right)$, and $f_{j}\left(X_{j}^{1} \ldots, X_{j}^{n}\right), \forall 1 \leqslant j \leqslant t$, are increasing and affine functions, then

$$
\begin{equation*}
\widetilde{\boldsymbol{X}}_{t}^{k} \leqslant d c x \widetilde{\boldsymbol{X}}_{t}^{k^{\prime}}, \forall 0 \leqslant k \leqslant k^{\prime} \leqslant n \tag{3.120}
\end{equation*}
$$

with $\widetilde{X}_{t_{m}}^{l}=f_{m}\left(\widetilde{X}_{m}^{1}, \ldots, \widetilde{X}_{m}^{l}, X_{m}^{l+1}, \ldots, X_{m}^{n}\right), \quad 1 \leqslant m \leqslant t$, and $\widetilde{\boldsymbol{X}}_{t}^{l}=$ $\left(\widetilde{X}_{t_{1}}^{l}, \ldots, \widetilde{X}_{t_{t}}^{l}\right), l \in\left\{k, k^{\prime}\right\}$, and

$$
\begin{equation*}
\sum_{j=1}^{t} \alpha_{j} X_{j}^{k} \leqslant_{c x} \sum_{j=1}^{t} \alpha_{j} \widetilde{X}_{j}^{k^{\prime}} \tag{3.121}
\end{equation*}
$$

where $\alpha_{j} \in \mathbb{R}_{\geqslant 0}, \forall 1 \leqslant j \leqslant t$.
Proof. We first prove that the composition of a directionally convex function $g: \mathbb{R}^{t} \rightarrow \mathbb{R}$ with the coordinatewise increasing and affine functions $f_{j}: \mathbb{R} \rightarrow \mathbb{R}, \forall 1 \leqslant j \leqslant t$, is a directionally convex function $g\left(f_{1}, \ldots, f_{t}\right)$. Considering $\boldsymbol{x}_{i} \in \mathbb{R}^{t}, i=1,2,3,4$, with $\boldsymbol{x}_{1} \leqslant \boldsymbol{x}_{2} \leqslant \boldsymbol{x}_{4}, \boldsymbol{x}_{1} \leqslant \boldsymbol{x}_{3} \leqslant \boldsymbol{x}_{4}$, and $\boldsymbol{x}_{1}+\boldsymbol{x}_{4}=\boldsymbol{x}_{2}+\boldsymbol{x}_{3}$, since $f_{j}, \forall 1 \leqslant j \leqslant t$, are increasing and affine, we have $f^{*}\left(\boldsymbol{x}_{1}\right) \leqslant f^{*}\left(\boldsymbol{x}_{2}\right) \leqslant f^{*}\left(\boldsymbol{x}_{4}\right), f^{*}\left(\boldsymbol{x}_{1}\right) \leqslant f^{*}\left(\boldsymbol{x}_{3}\right) \leqslant f^{*}\left(\boldsymbol{x}_{4}\right)$, and $f^{*}\left(\boldsymbol{x}_{1}\right)+$ $f^{*}\left(\boldsymbol{x}_{4}\right)=f^{*}\left(\boldsymbol{x}_{2}\right)+f^{*}\left(\boldsymbol{x}_{3}\right)$, where $f^{*}\left(\boldsymbol{x}_{i}\right)=\left(f_{1}\left(x_{i}^{1}\right), \ldots, f_{t}\left(x_{i}^{t}\right)\right), \boldsymbol{x}_{i}=$ $\left(x_{i}^{1}, \ldots, x_{i}^{t}\right), i=1,2,3,4$. Thus, $g\left(f_{1}, \ldots, f_{t}\right)\left(\boldsymbol{x}_{1}\right)+g\left(f_{1}, \ldots, f_{t}\right)\left(\boldsymbol{x}_{4}\right) \leqslant$ $g\left(f_{1}, \ldots, f_{t}\right)\left(\boldsymbol{x}_{2}\right)+g\left(f_{1}, \ldots, f_{t}\right)\left(\boldsymbol{x}_{3}\right)$, which means that $g\left(f_{1}, \ldots, f_{t}\right)$ is directionally convex [97].

Without loss of generality, we consider the first variate. Since the functional $\left\{f_{j}\right\}_{1 \leqslant j \leqslant t}$ is increasing and affine, we obtain

$$
\begin{aligned}
\left(f_{1}\left(X_{1}^{1}, x_{1}^{2}, \ldots, x_{1}^{n}\right)\right. & \left., \ldots, f_{t}\left(X_{t}^{1}, x_{t}^{2}, \ldots, x_{t}^{n}\right)\right) \\
& \leqslant_{d c x}\left(f_{1}\left(\widetilde{X}_{1}^{1}, x_{1}^{2}, \ldots, x_{1}^{n}\right), \ldots, f_{t}\left(\widetilde{X}_{t}^{1}, x_{t}^{2}, \ldots, x_{t}^{n}\right)\right)
\end{aligned}
$$

$\forall\left(x_{j}^{2}, \ldots, x_{j}^{n}\right) \in\left(X_{j}^{2}, \ldots, X_{j}^{n}\right), \forall 1 \leqslant j \leqslant t$. By taking the expectation, we obtain $\left(X_{1}, X_{2}, \ldots, X_{t}\right) \leqslant_{d c x}\left(\tilde{X}_{1}, \tilde{X}_{2}, \ldots, \tilde{X}_{t}\right)$, which further implies the convex order of the weighted sum [97].

The rest of the results follows the transitivity of the directionally convex order.

Remark 71. The results show that the manipulation of the marginal distributions of one dimension is able to transform the distribution ordering properties of the overall stochastic process, the more dimensions the more manipulation strength.

Remark 72. To implement the stochastic ordering $\left(X_{1}^{i}, \ldots, X_{t}^{i}\right) \leqslant_{d c x}$ $\left(\widetilde{X}_{1}^{i}, \ldots, \widetilde{X}_{t}^{i}\right)$, it is sufficient to consider that $[97][98]\left(X_{1}^{i}, X_{2}^{i}, \ldots, X_{t}^{i}\right)$
and $\left(\tilde{X}_{1}^{i}, \widetilde{X}_{2}^{i}, \ldots, \widetilde{X}_{t}^{i}\right)$ have the common conditionally increasing copula $C_{t}^{i}\left(u_{1}^{i}, \ldots, u_{t}^{i}\right)$, and $X_{j}^{i} \leqslant_{c x} \tilde{X}_{j}^{i}, \forall 1 \leqslant j \leqslant t$. Similar result [15] holds for the increasing directionally convex order $\leqslant_{i d c x}$.

Remark 73. The marginal distribution manipulation is feasible only for positive dependence, while the dependence structure manipulation has no dependence bias. In other words, the marginal distribution manipulation with respect to negative dependence should be avoided in practice.

The following theorems provide results of more general functionals with respect to the increasing directionally convex order.

Theorem 34. Assume the random parameters are spatially independent and temporally dependent. If $f_{j}\left(X_{j}^{1} \ldots, X_{j}^{n}\right), \forall 1 \leqslant j \leqslant t$, are increasing and directionally convex, and $\left(X_{1}^{i}, X_{2}^{i}, \ldots, X_{t}^{i}\right) \leqslant_{i d c x}\left(\widetilde{X}_{1}^{i}, \widetilde{X}_{2}^{i}, \ldots, \widetilde{X}_{t}^{i}\right)$, $\forall 1 \leqslant i \leqslant n$, the results in Theorem 33 extend to the increasing directionally convex order $\leqslant_{i d c x}$ of the random vectors and the corresponding increasing convex order $\leqslant i c x$ of the weighted partial sums.

Proof. The function $g(\boldsymbol{x})=\left(f_{1}(\boldsymbol{x}), \ldots, f_{t}(\boldsymbol{x})\right), g: \mathbb{R}^{n \times t} \rightarrow \mathbb{R}^{t}$, is increasing and directionally convex if the functions $f_{j}: \mathbb{R}^{n \times t} \rightarrow \mathbb{R}, \forall 1 \leqslant j \leqslant t$, are increasing and directionally convex [127]. The composition of an increasing and directionally convex function $g: \mathbb{R}^{t} \rightarrow \mathbb{R}$ and an increasing and directionally convex function $f: \mathbb{R}^{n \times t} \rightarrow \mathbb{R}^{t}$ is an increasing and directionally convex function $g \circ f$ [127]. The proof follows that the increasing directionally convex order is closed under conjunction [127].

Theorem 35. Assume the random parameters are spatially dependent and temporally independent. If $f_{j}\left(X_{j}^{1} \ldots, X_{j}^{n}\right), \forall 1 \leqslant j \leqslant t$, are increasing and directionally convex, and $\left(X_{j}^{1}, X_{j}^{2}, \ldots, X_{j}^{n}\right) \leqslant i d c x\left(\tilde{X}_{j}^{1}, \tilde{X}_{j}^{2}, \ldots, \tilde{X}_{j}^{n}\right)$, $\forall 1 \leqslant j \leqslant t$, then the same results hold as in Theorem 31, but in the sense of the increasing and directionally convex order $\leqslant_{i d c x}$.

Proof. Note the composition of an increasing and convex function $g: \mathbb{R} \rightarrow$ $\mathbb{R}$ and an increasing and directionally convex function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is an increasing and directionally convex function $g \circ f$ [127]. Then, the proof follows that the increasing and convex order of each elements implies the increasing and directionally convex order of the random vector with independent elements.

Remark 74. It is interesting to extend the temporal and spatial manipulation results to the conditional (increasing) directionally convex order.

Assuming independence among the random vectors, we present the directionally convex order result for random sums, which are not necessarily independent.

Theorem 36. Let $\boldsymbol{X}_{j}=\left(X_{j, 1}, \ldots, X_{j, m}\right)$ and $\boldsymbol{Y}_{j}=\left(Y_{j, 1}, \ldots, Y_{j, m}\right), j=$ $1,2, \ldots$, be two sequences of non-negative random vectors with independence among components, and let $\boldsymbol{M}=\left(M_{1}, M_{2}, \ldots, M_{m}\right)$ and $\boldsymbol{N}=$ $\left(N_{1}, N_{2}, \ldots, N_{m}\right)$ be two vectors of non-negative integer-valued random variables. Assume that both $\boldsymbol{M}$ and $\boldsymbol{N}$ are independent of the $\boldsymbol{X}_{j}$ 's and $\boldsymbol{Y}_{j}$ 's. Assume that $X_{j, i} \leqslant_{c x} X_{j+1, i}, \forall 1 \leqslant i \leqslant m, \forall j \geqslant 1$.

If $\boldsymbol{M} \leqslant_{d c x} \boldsymbol{N}$, then

$$
\begin{equation*}
\left(\sum_{j=1}^{M_{1}} X_{j, 1}, \ldots, \sum_{j=1}^{M_{m}} X_{j, m}\right) \leqslant_{d c x}\left(\sum_{j=1}^{N_{1}} X_{j, 1}, \ldots, \sum_{j=1}^{N_{m}} X_{j, m}\right) \tag{3.122}
\end{equation*}
$$

If $\boldsymbol{X}_{j} \leqslant d c x \boldsymbol{Y}_{j}, \forall j$, then

$$
\begin{equation*}
\left(\sum_{j=1}^{N_{1}} X_{j, 1}, \ldots, \sum_{j=1}^{N_{m}} X_{j, m}\right) \leqslant_{d c x}\left(\sum_{j=1}^{N_{1}} Y_{j, 1}, \ldots, \sum_{j=1}^{N_{m}} Y_{j, m}\right) \tag{3.123}
\end{equation*}
$$

If $\boldsymbol{M} \leqslant_{d c x} \boldsymbol{N}$ and $\boldsymbol{X}_{j} \leqslant_{d c x} \boldsymbol{Y}_{j}, \forall j$, then

$$
\begin{equation*}
\left(\sum_{j=1}^{M_{1}} X_{j, 1}, \ldots, \sum_{j=1}^{M_{m}} X_{j, m}\right) \leqslant{ }_{d c x}\left(\sum_{j=1}^{N_{1}} Y_{j, 1}, \ldots, \sum_{j=1}^{N_{m}} Y_{j, m}\right) \tag{3.124}
\end{equation*}
$$

Proof. The first result is available in [112][127]. For the second result, $\boldsymbol{X}_{j} \leqslant_{d c x} \boldsymbol{Y}_{j} \Longrightarrow X_{j, i} \leqslant_{c x} Y_{j, i}, \forall 1 \leqslant i \leqslant m$, the independence assumption implies that the convex order is closed under convolutions [127], i.e., $\sum_{j=1}^{n_{i}} X_{j, i} \leqslant c x \sum_{j=1}^{n_{i}} Y_{j, i}, \forall 1 \leqslant i \leqslant m$, furthermore, it implies

$$
\begin{aligned}
\mathbb{E}\left[\phi \left(\sum_{j=1}^{N_{1}} X_{j, 1}, \ldots,\right.\right. & \left.\left.\sum_{j=1}^{N_{m}} X_{j, m}\right) \mid \boldsymbol{N}=\left(n_{1}, \ldots, n_{m}\right)\right] \\
& \leqslant \mathbb{E}\left[\phi\left(\sum_{j=1}^{N_{1}} Y_{j, 1}, \ldots, \sum_{j=1}^{N_{m}} Y_{j, m}\right) \mid \boldsymbol{N}=\left(n_{1}, \ldots, n_{m}\right)\right]
\end{aligned}
$$

where $\phi$ is directionally convex. By integrating for expectation, we obtain the final result. The third result follows the transitivity of the directionally convex order.

Corollary 8. With proper revisions, the results in Theorem 36 extend to the increasing directionally convex order $\leqslant i d c x$ and (increasing) componentwise convex order $\left(\leqslant_{i c c x}\right) \leqslant_{c c x}$. Specifically, the corresponding revisions are $X_{j, i} \leqslant_{i c x}\left(\leqslant_{c x}, \leqslant_{i c x}\right) X_{j+1, i}, \boldsymbol{M} \leqslant_{i d c x}\left(\leqslant_{c c x}, \leqslant_{i c c x}\right) \boldsymbol{N}$, and $\boldsymbol{X}_{j} \leqslant_{i d c x}$ $\left(\leqslant_{c c x}, \leqslant_{i c c x}\right) \boldsymbol{Y}_{j}$.

Proof. The proof follows the properties of each stochastic orders and preliminary results in [112][127].

Remark 75. It is interesting to notice the fact that: Let $\boldsymbol{X}=\left(X_{1}, \ldots, X_{m}\right)$ be a set of independent random variables and let $\boldsymbol{Y}=\left(Y_{1}, \ldots, Y_{m}\right)$ be another set of independent random variables, then, $\boldsymbol{X} \leqslant_{d c x}\left(\leqslant_{i d c x}\right) \boldsymbol{Y} \Longleftrightarrow$ $X_{i} \leqslant_{c x}\left(\leqslant_{i c x}\right) Y_{i}, \forall 1 \leqslant i \leqslant m \Longleftrightarrow \boldsymbol{X} \leqslant c c x\left(\leqslant_{i c c x}\right) \boldsymbol{Y}$.

We study the ordering property of the partial sums under the ordering condition of the sequences.
Theorem 37. If $\left(X_{t_{1}}, \ldots, X_{t_{k}}\right) \leqslant i d c x\left(\tilde{X}_{t_{1}}, \ldots, \tilde{X}_{t_{k}}\right), \forall t_{1}, \ldots, t_{k} \in \mathbb{N}$, $\forall k \in \mathbb{N}$, then we have

$$
\begin{equation*}
\left(\sum_{j_{1} \in \mathcal{T}_{1}} X_{j_{1}}, \ldots, \sum_{j_{k} \in \mathcal{T}_{k}} X_{j_{k}}\right) \leqslant i d c x\left(\sum_{j_{1} \in \mathcal{T}_{1}} \tilde{X}_{j_{1}}, \ldots, \sum_{j_{k} \in \mathcal{T}_{k}} \tilde{X}_{j_{k}}\right) \tag{3.125}
\end{equation*}
$$

for any disjoint subsets $\mathcal{T}_{1}, \ldots, \mathcal{T}_{k} \in \mathbb{N}$.
Proof. The proof follows that, if $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{k}$ is increasing and directionally convex and $g: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is increasing and directionally convex, then the composition $f \circ g$ is increasing and directionally convex [127].

Remark 76. An alternative approach is to treat the functional stochastic process as a random field on $\mathbb{N}^{n} \times \mathbb{R}$, then the comparison result directly follows the comparison result of random field in [94][127].

Remark 77. The result indicates that the $\leqslant_{i d c x}$ ordering of the instantaneous values implies the $\leqslant_{i d c x}$ ordering of the accumulated values.

Remark 78. It is interesting to study the corresponding property of the supermodular order or the counter examples.

Since the usual stochastic order has a direct indication on the mean values, i.e., $\boldsymbol{X} \leqslant_{s t} \boldsymbol{Y} \Longrightarrow \mathbb{E} \boldsymbol{X} \leqslant \mathbb{E} \boldsymbol{Y} \Longrightarrow \sum \mathbb{E} X_{i} \leqslant \sum \mathbb{E} Y_{i}, X_{i} \in \boldsymbol{X}, Y_{i} \in$ $\boldsymbol{Y}$, it is interesting to consider the dependence manipulation with respect to the usual stochastic order when the mean value is the objective measure.

Theorem 38. Assume the random parameters are spatially independent and temporally dependent. If $f_{j}\left(X_{j}^{1} \ldots, X_{j}^{n}\right), \forall 1 \leqslant j \leqslant t$, are increasing, and $\left(X_{1}^{i}, X_{2}^{i}, \ldots, X_{t}^{i}\right) \leqslant s t\left(\widetilde{X}_{1}^{i}, \widetilde{X}_{2}^{i}, \ldots, \widetilde{X}_{t}^{i}\right), \forall 1 \leqslant i \leqslant n$, then

$$
\begin{equation*}
\left(X_{1}, X_{2}, \ldots, X_{t}\right) \leqslant_{s t}\left(\tilde{X}_{1}, \tilde{X}_{2}, \ldots, \tilde{X}_{t}\right) \tag{3.126}
\end{equation*}
$$

where $\tilde{X}_{j}=f_{j}\left(X_{j}^{1}, \ldots, X_{j}^{i-1}, \tilde{X}_{j}^{i}, X_{j}^{i+1}, \ldots, X_{j}^{n}\right), \forall 1 \leqslant j \leqslant t$, for any $1 \leqslant i \leqslant n$; and

$$
\begin{equation*}
\widetilde{\boldsymbol{X}}_{t}^{k} \leqslant s t \widetilde{\boldsymbol{X}}_{t}^{k^{\prime}}, \forall 0 \leqslant k \leqslant k^{\prime} \leqslant n \tag{3.127}
\end{equation*}
$$

where $\tilde{X}_{t_{m}}^{l}=f_{m}\left(\tilde{X}_{m}^{1}, \ldots, \tilde{X}_{m}^{l}, X_{m}^{l+1}, \ldots, X_{m}^{n}\right), \quad 1 \leqslant m \leqslant t$, and $\widetilde{\boldsymbol{X}}_{t}^{l}=$ $\left(\tilde{X}_{t_{1}}^{l}, \ldots, \widetilde{X}_{t_{t}}^{l}\right), l \in\left\{k, k^{\prime}\right\}$.

Proof. The spatial independence implies the conjunction property of the usual stochastic order $\left(\boldsymbol{X}^{1}, \ldots, \boldsymbol{X}^{i}, \ldots, \boldsymbol{X}^{n}\right) \leqslant_{s t}\left(\boldsymbol{X}^{1}, \ldots, \widetilde{\boldsymbol{X}}^{i}, \ldots, \boldsymbol{X}^{n}\right)$, where $\boldsymbol{X}^{i}=\left(X_{1}^{i}, X_{2}^{i}, \ldots, X_{t}^{i}\right)$, then the first result directly follows the closure property of the usual stochastic order [127]. The second result follows the transitivity of the usual stochastic order.

Remark 79. Particularly, if $\left(X_{1}^{i}, X_{2}^{i}, \ldots, X_{t}^{i}\right)$ and $\left(\widetilde{X}_{1}^{i}, \widetilde{X}_{2}^{i}, \ldots, \widetilde{X}_{t}^{i}\right)$ have the common copula $C_{t}^{i}\left(u_{1}^{i}, \ldots, u_{t}^{i}\right)$, the order condition $\left(X_{1}^{i}, X_{2}^{i}, \ldots, X_{t}^{i}\right) \leqslant s t$ $\left(\tilde{X}_{1}^{i}, \widetilde{X}_{2}^{i}, \ldots, \tilde{X}_{t}^{i}\right)$ can be replaced by $X_{j}^{i} \leqslant s t \tilde{X}_{j}^{i}, \forall 1 \leqslant j \leqslant t$. This result is available in [127, p. 272].

Corollary 9. Assume the random parameters are spatially dependent and temporally independent. If $f_{j}\left(X_{j}^{1} \ldots, X_{j}^{n}\right), \forall 1 \leqslant j \leqslant t$, are increasing, and $\left(X_{j}^{1}, X_{j}^{2}, \ldots, X_{j}^{n}\right) \leqslant s t\left(\tilde{X}_{j}^{1}, \widetilde{X}_{j}^{2}, \ldots, \tilde{X}_{j}^{n}\right), \forall 1 \leqslant j \leqslant t$, then the same results hold as in Theorem 31, but in the sense of the usual stochastic order $\leqslant s t$.

Proof. The results follow the closure property and transitivity of the usual stochastic order [127].

Remark 80. It is interesting to extend the results to the scenario without spatial and temporal dependence specification and express the results in terms of the conditional probability and conditional stochastic order as in Theorem 32.

We have the following results of the random sums with respect to the usual stochastic order.

Remark 81. Let $\boldsymbol{X}_{j}=\left(X_{j, 1}, \ldots, X_{j, m}\right)$ and $\boldsymbol{Y}_{j}=\left(Y_{j, 1}, \ldots, Y_{j, m}\right), j=$ $1,2, \ldots$, be two sequences of non-negative random vectors, and let $\boldsymbol{M}=$ $\left(M_{1}, M_{2}, \ldots, M_{m}\right)$ and $\boldsymbol{N}=\left(N_{1}, N_{2}, \ldots, N_{m}\right)$ be two vectors of non-negative integer-valued random variables. Assume that both $\boldsymbol{M}$ and $\boldsymbol{N}$ are independent of the $\boldsymbol{X}_{j}$ 's and $\boldsymbol{Y}_{j}$ 's.

$$
\text { If }\left\{\boldsymbol{X}_{j}, j \in \mathbb{N}\right\} \leqslant_{s t}\left\{\boldsymbol{Y}_{j}, j \in \mathbb{N}\right\} \text { and } \boldsymbol{M} \leqslant_{s t} \boldsymbol{N}, \text { then }
$$

$$
\begin{equation*}
\left(\sum_{j=1}^{M_{1}} X_{j, 1}, \ldots, \sum_{j=1}^{M_{m}} X_{j, m}\right) \leqslant s t\left(\sum_{j=1}^{N_{1}} Y_{j, 1}, \ldots, \sum_{j=1}^{N_{m}} Y_{j, m}\right) \tag{3.128}
\end{equation*}
$$

This result is available in [127]. Specifically, the proof follows the transitivity of the following results,

$$
\begin{equation*}
\left(\sum_{j=1}^{M_{1}} X_{j, 1}, \ldots, \sum_{j=1}^{M_{m}} X_{j, m}\right) \leqslant s t\left(\sum_{j=1}^{N_{1}} X_{j, 1}, \ldots, \sum_{j=1}^{N_{m}} X_{j, m}\right) \tag{3.129}
\end{equation*}
$$

which is provided in [112], and

$$
\begin{equation*}
\left(\sum_{j=1}^{N_{1}} X_{j, 1}, \ldots, \sum_{j=1}^{N_{m}} X_{j, m}\right) \leqslant s t\left(\sum_{j=1}^{N_{1}} Y_{j, 1}, \ldots, \sum_{j=1}^{N_{m}} Y_{j, m}\right) \tag{3.130}
\end{equation*}
$$

which follows the closure property of the usual stochastic order, by conditioning on $\left(N_{1}, \ldots, N_{m}\right)=\left(n_{1}, \ldots, n_{m}\right)$ and integrating for expectation.

## Chapter 4

## Conclusion

This work advocates the research on dependence control, which concerns transforming the dependence structure of a stochastic process in the system through dependence manipulation to improve the system performance. Specifically, we develop a dependence control theory and formulate three principles of dependence control, namely measurability, duality, and transformability. In the development of the theory, we adopt various mathematical techniques, like large deviation, change of measure, stochastic order, martingale, and copula. In addition, several assumptions are made, which allow to characterize weak forms of dependence and light-tailed process, and an example is the Markov additive process. We remark that, among the three principles, these assumptions are necessary only for the first. For the second principle, it relies on the assumptions when the dual potency of arrival and service dependence implies the ordering of the measure identities, and for the third principle, the results do not require these assumptions provided that the stochastic orders make sense.

We apply the dependence control theory to the wireless channels. We find that the light-tail behavior is an intrinsic property of the wireless channel capacity, which is due to the passive nature of the wireless prop-
agation environment and the power limitation in the practical systems. It is interesting to note that the marginal manipulation has a dependence bias, i.e., it is effective with respect to positive dependence rather than negative dependence. Considering the trade-off between the dependence and the marginal distributions, it is reasonable that a process with positive dependence has a better effect on system performance than a process with negative dependence and vice versa. This property indicates that the dependence is a tradable resource in the physical world and it sheds light on the development of new wireless technologies to trade off the dependence resource and other resources, e.g., exchanging dependence for transmission power. While the focus of the application is on dependence control in wireless channel capacity, many of the obtained results hold for general stochastic processes and queueing systems.

## An Outlook on Future Research

We believe that dependence control is a new direction for research. On the one hand, we hope this work paves the way for the development of the dependence control theory, on the other hand, we hope the theoretical results can stimulate the development of new mathematical techniques and new engineering technologies. Specifically, the potential research directions are outlined as follows.

1. It is interesting to study the tail property of the wireless channel capacity in the wireless network scenarios, e.g., the multi-user scenario of multiple access channel and the broadcast channel. Moreover, it is interesting to take into account the tail behavior of the noise process.
2. It is interesting to study the extreme strength of dependence transform, e.g., whether there are some strong forms of dependence that are unable to be transformed from strong to weak, or one form of dependence that
can not be transformed from one form to another form. It is interesting to study the mixing property of the Markov additive process when the dependence of the Markov chain goes from positive dependence or negative dependence to independence.
3. It is interesting to define a probability metric to quantify the dependence advantage, e.g., the distance between average power of different dependence schemes or the distance between the power distributions in the wireless channel capacity, or the distance between the asymptotic decay rates of the performance measures of a queueing sytem. While the stochastic orders provide comparison results in a qualitative way [98], it is interesting to investigate the quantitative properties regarding the comparison results, e.g., the probability metrics [36]. It is interesting to investigate the dependence advantage in different wireless channel situations or scenarios, e.g., of different signal-to-noise ratios.
4. It is interesting to consider the dependence control principles in the queueing network, where the dynamics are expressed as a high-order Lindley equation [75], which is an extension of the simple Lindley equation of the single-server queue. In addition, it is interesting to consider the scenario of a multi-server queue, where the dynamics are expressed as one type of recursive equations [79][3]. It is interesting to notice the potential duality among the multi-class arrivals [143], parallel queues [86], and multi-component shock models [87].
5. It is interesting to study new ideas of dependence control, e.g., new perspectives on dependence and new methods to transform the dependence. Specifically, it is interesting to study the additional perspectives on the measure identity, diverse manipulation techniques to transform the dependence structure, and more application scenarios. For example, it is interesting to study the left tail of the performance measures besides the right tail and it is interesting to extend the three principles of dependence
control to other forms of dependence and heavy-tailed processes.
6. It is interesting to apply the dependence control theory to simulation, e.g., for generating statistically independent random variables and for variance reduction. Specifically, the simulation provides a controllable environment, which eases the difficulty of manipulating the dependence of the stochastic process.
7. It is interesting to apply the dependence control to different physical systems, e.g., the real-time system that has strict delay requirement, the data center services, and the future Internet architecture. It is interesting to apply the dependence control concept to different research fields, e.g., economics, finance, and insurance. For instance, an analogical result is to improve the ruin probability by controlling the dependence in the risk process. In addition, the application of dependence control to reliability theory is also of interest.
8. It is interesting to develop new technologies that implement the dependence control theory as proof-of-principle of the mathematical analysis in this work. For example, by analogy with power allocation in wireless communication, it is interesting to define new dependence measures and study the mechanism of dependence allocation. It is interesting to study the possibility to encode information into dependence and decode the information from dependence. It is interesting to study the dependence management and dependence engineering.
9. It is interesting to extend the mathematics of the dependence control theory to other probability foundations, e.g., from the concrete probability space to the abstract probability space, from commutative probability to non-commutative probability, and from quantitative probability to qualitative probability. The extension requires the definitions of new concepts and relations, which are the opportunities to create new mathematics.

## Appendices

## Appendix A

## Probability Preliminaries

## A. 1 Basics

A probability space is a triplet $(\Omega, \mathscr{F}, \mathbb{P})$, where $(\Omega, \mathscr{F})$ is a measurable space and $\mathbb{P}$ is a probability measure. A filtration $\left\{\mathscr{F}_{t}\right\}_{t \in \mathbb{T}}, \mathbb{T}=\mathbb{N}$ or $\mathbb{T}=\mathbb{R}_{\geqslant 0}$, is an increasing and right-continuous family of sub- $\sigma$-field of $\mathscr{F}$, i.e., $\mathscr{F}_{s} \subset \mathscr{F}_{t}$ for $s \leqslant t$ and $\mathscr{F}_{t}=\bigcap_{s>t} \mathscr{F}_{s}$.

A stochastic basis $\left(\Omega, \mathscr{F},\left\{\mathscr{F}_{t}\right\}_{t \in \mathbb{T}}, \mathbb{P}\right)$, which is also called a filtered probability space, is a probability space $(\Omega, \mathscr{F}, \mathbb{P})$ equipped with a filtration $\left\{\mathscr{F}_{t}\right\}_{t \in \mathbb{T}}$.

A random time $\tau \leqslant \infty$ is a stopping time with respect to the filtration $\left\{\mathscr{F}_{t}\right\}_{t \in \mathbb{T}}$ if $\{\tau \leqslant t\} \in \mathscr{F} t$ for all $t \in \mathbb{T}$.

More about the stochastic basis and stopping time are available in [66][6].

## A. 2 Transforms

For a random variable $X$ with distribution function $F(x)$, the moment generating function is defined as $\widehat{F}[\theta]=\mathbb{E}\left[e^{\theta X}\right]=\int e^{\theta x} F(d x)$ and the cumulant generating function is defined as $\kappa(\theta)=\log \widehat{F}[\theta]$.

The $k$ th derivative of the moment generating function or cumulant generating function at 0 is the $k$ th moment or cumulant of the distribution. Specifically, the first cumulant is the mean, the second cumulant is the variance, and the third cumulant is the central third moment [6].

## A. 3 Time Reversal

Consider a stochastic process $X_{t}$. The reversed process $X_{t}^{*}$ with respect to time $\tau$ is defined as

$$
\begin{equation*}
X_{t}^{*}=X_{\tau-t} . \tag{A.1}
\end{equation*}
$$

If the reversed process $X_{t}^{*}$ and the original process $X_{t}$ are statistically indistinguishable, i.e.,

$$
\begin{equation*}
\left(X_{t_{1}}, X_{t_{2}}, \ldots, X_{t_{n}}\right) \stackrel{d}{=}\left(X_{\tau-t_{1}}, X_{\tau-t_{2}}, \ldots, X_{\tau-t_{n}}\right) \text { for all } t_{1}, t_{2}, \ldots, t_{n} \text { and } n \tag{A.2}
\end{equation*}
$$

the process $X_{t}$ is said to be time reversible with respect to time $\tau$.

## A. 4 Stochastic Order

The stochastic orders are special cases of the partial orders [98].
Definition 1. A binary relation $\leqslant x$ on an arbitrary set $X$ is called a partial order if it satisfies the following three properties.

1. Reflexivity: $x \leqslant_{X}$ x for any $x \in X$;
2. Transitivity: if $x, y, z \in X$ are such that $x \leqslant_{X} y$ and $y \leqslant_{X} z$, then $x \leqslant x \quad z ;$
3. Antisymmetry: if $x, y \in X$ are such that $x \leqslant_{X} y$ and $y \leqslant_{X} x$, then $x=y$.

A partially ordered set is a set $X$ together with a partial order $\leqslant_{X}$ on $X$.

We introduce the univariate usual stochastic order, the convex order, and the multivariate usual stochastic order.

Definition 2. The random variable $X$ is said to be smaller than the random variable $Y$ with respect to the usual stochastic order $\leqslant_{s t}$, if

$$
\begin{equation*}
\mathbb{P}(X>x) \leqslant \mathbb{P}(Y>x), \forall x \in(-\infty, \infty) \tag{A.3}
\end{equation*}
$$

or equivalently,

$$
\begin{equation*}
\mathbb{E}[\phi(X)] \leqslant \mathbb{E}[\phi(Y)] \text { for all increasing functions } \phi: \mathbb{R} \rightarrow \mathbb{R} \tag{A.4}
\end{equation*}
$$

provided the expectations exist.

Definition 3. The random variable $X$ is said to be smaller than the random variable $Y$ with respect to the convex order $\leqslant_{c x}$, if

$$
\begin{equation*}
\mathbb{E}[\phi(X)] \leqslant \mathbb{E}[\phi(Y)] \text { for all convex functions } \phi: \mathbb{R} \rightarrow \mathbb{R} \tag{A.5}
\end{equation*}
$$

provided the expectations exist.
Remark 82. Similarly, the increasing convex order $\leqslant_{i c x}$, the concave order $\leqslant_{c v}$, and the increasing concave order $\leqslant_{i c v}$ are defined in terms of the increasing convex functions, the concave functions, and the increasing concave functions.

Let $\boldsymbol{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ and $\boldsymbol{y}=\left(y_{1}, y_{2}, \ldots, y_{n}\right)$. We denote $\boldsymbol{x} \leqslant \boldsymbol{y}$ if $x_{i} \leqslant y_{i}$ for $i=1,2, \ldots, n$. We say that the function $\phi: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is increasing (decreasing), if $\phi(\boldsymbol{x}) \leqslant(\geqslant) \phi(y)$ whenever $\boldsymbol{x} \leqslant \boldsymbol{y}$.

Definition 4. The random vector $\boldsymbol{X}$ is said to be smaller than the random vector $\boldsymbol{Y}$ with respect to the usual stochastic order $\leqslant_{\text {st }}$, if

$$
\begin{equation*}
\mathbb{E}[\phi(\boldsymbol{X})] \leqslant \mathbb{E}[\phi(\boldsymbol{Y})] \text { for all increasing functions } \phi: \mathbb{R}^{n} \rightarrow \mathbb{R} \tag{A.6}
\end{equation*}
$$

provided the expectations exist.

## Appendix B

## Elements of Dependence

## B. 1 Dependence Order

The dependence orders are reviewed. There are many concepts of dependence corresponding to different dependence orders [98][123].

For a function, $f: \mathbb{R}^{n} \rightarrow \mathbb{R}, \varepsilon>0$, the difference operator is defined as [98][123]

$$
\begin{equation*}
\Delta_{i}^{\varepsilon} f(\boldsymbol{x})=f\left(\boldsymbol{x}+\varepsilon \boldsymbol{e}_{i}\right)-f(\boldsymbol{x}), i \in\{1, \ldots, n\} \tag{B.1}
\end{equation*}
$$

where $\boldsymbol{e}_{i}=(0, \ldots, 0,1,0, \ldots, 0)$ denotes the $i$-th unit vector.
Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R} . \quad f$ is $\Delta$-monotone [98][123], if for every subset $\left\{i_{1}, \ldots, i_{k}\right\} \in\{1, \ldots, n\}$ and $\varepsilon_{1}, \ldots, \varepsilon_{k}>0$,

$$
\begin{equation*}
\Delta_{i_{1}}^{\varepsilon_{1}} \ldots \Delta_{i_{k}}^{\varepsilon_{k}} f(\boldsymbol{x}) \geqslant 0, \forall \boldsymbol{x} \tag{B.2}
\end{equation*}
$$

Corresponding to the $\Delta$-monotone functions $\mathfrak{F}_{\Delta}$, the $\Delta$-monotone functions $\mathfrak{F}_{\Delta}$ is defined as [123] $\mathfrak{F}_{\Delta}=\left\{h: \mathbb{R}^{n} \rightarrow \mathbb{R} ; \exists f \in \mathfrak{F}_{\Delta}, h(\boldsymbol{x})=f(-\boldsymbol{x})\right\}$. The functions $h \in \mathfrak{F}_{\underline{\Delta}}$ are decreasing and satisfy $(-1)^{k} \Delta_{i_{1}}^{\varepsilon_{1}} \ldots \Delta_{i_{k}}^{\varepsilon_{k}} h(\boldsymbol{x}) \geqslant$ $0, \forall \boldsymbol{x}$, for every subset $\left\{i_{1}, \ldots, i_{k}\right\} \in\{1, \ldots, n\}$ and $\varepsilon_{1}, \ldots, \varepsilon_{k}>0$. In brief, $f(\boldsymbol{x}) \in \mathfrak{F}_{\Delta}$ if and only if $-f(-\boldsymbol{x}) \in \mathfrak{F}_{\Delta}$.

The function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is supermodular [98][123], if for all $1 \leqslant i<$ $j \leqslant n, \varepsilon, \delta>0$,

$$
\begin{equation*}
\Delta_{i}^{\varepsilon} \Delta_{j}^{\delta} f(\boldsymbol{x}) \geqslant 0, \quad \forall \boldsymbol{x} \tag{B.3}
\end{equation*}
$$

Equivalently, the function is supermodular, if

$$
\begin{equation*}
f(\boldsymbol{x} \wedge \boldsymbol{y})+f(\boldsymbol{x} \vee \boldsymbol{y}) \geqslant f(\boldsymbol{x})+f(\boldsymbol{y}), \forall \boldsymbol{x}, \boldsymbol{y} \tag{B.4}
\end{equation*}
$$

where $\boldsymbol{x} \wedge \boldsymbol{y}=\left(\min \left\{x_{1}, y_{1}\right\}, \ldots, \min \left\{x_{n}, y_{n}\right\}\right)$ and $\boldsymbol{x} \vee \boldsymbol{y}=\left(\max \left\{x_{1}, y_{1}\right\}\right.$, $\left.\ldots, \max \left\{x_{n}, y_{n}\right\}\right)$.

If the function $\log f(\boldsymbol{x})$ is supermodular, i.e., $\log f(\boldsymbol{x}) \in \mathfrak{F}_{s m}$, then the function $f(\boldsymbol{x})$ is multivariate totally positive of order 2 [123], i.e., $f(\boldsymbol{x}) \in \mathfrak{F}_{M T P_{2}}$.

If $\Delta_{i}^{\varepsilon} \Delta_{j}^{\delta} f(\boldsymbol{x}) \geqslant 0$ holds for all $i \leqslant j$, then $f$ is directionally convex [98][123]. A function is directionally convex if it is supermosular and componentwise convex [98].

Definition 5. The stochastic orders generated by the supermodular function, the increasing supermodular function, the symmetric supermodular function, the directionally convex function, and the increasing directionally convex function are respectively defined as the supermodular order $\leqslant_{s m}$, the increasing supermodular order $\leqslant_{i s m}$, the symmetric supermodular order $\leqslant_{\text {symsm }}$, the increasing directional convex order $\leqslant_{d c x}$, and the increasing directional convex order $\leqslant_{i d c x}$.

Remark 83. Since the supermodular order is invariant to both componentwise increasing transforms and componentwise decreasing transforms [98], we have $\boldsymbol{X} \leqslant_{s m} \boldsymbol{Y} \Longleftrightarrow-\boldsymbol{X} \leqslant_{s m}-\boldsymbol{Y}$. Thus, we have the chain rule, $\boldsymbol{X} \leqslant_{s m} \boldsymbol{Y} \Longleftrightarrow-\boldsymbol{X} \leqslant_{s m}-\boldsymbol{Y} \Longrightarrow \sum X \leqslant_{c x} \sum Y \Longleftrightarrow-\sum X \leqslant_{c x}$ $-\sum Y$.

The classical dependence ordering is based on the orthant ordering [123]. For two random vectors $\boldsymbol{X}, \boldsymbol{Y} \in \mathbb{R}^{n}$, the upper orthant order is
defined as $\boldsymbol{X} \leqslant{ }_{u o} \boldsymbol{Y}$, if $\bar{F}_{\boldsymbol{X}}(\boldsymbol{x}) \leqslant \bar{F}_{\boldsymbol{Y}}(\boldsymbol{x}), \forall \boldsymbol{x} \in \mathbb{R}^{n}$; the lower orthant order is defined as $\boldsymbol{X} \leqslant l o \boldsymbol{Y}$, if $F_{\boldsymbol{X}}(\boldsymbol{x}) \leqslant F_{\boldsymbol{Y}}(\boldsymbol{x}), \forall \boldsymbol{x} \in \mathbb{R}^{n}$; and the concordance order is defined as $\boldsymbol{X} \leqslant_{c} \boldsymbol{Y}$, if $\boldsymbol{X} \leqslant_{u o} \boldsymbol{Y}$ and $\boldsymbol{X} \leqslant_{l o} \boldsymbol{Y}$. Particularly, we have [98], if $\boldsymbol{X} \leqslant_{s t} \boldsymbol{Y}$, then $\boldsymbol{X} \geqslant_{l o} \boldsymbol{Y}$ and $\boldsymbol{X} \leqslant_{u o} \boldsymbol{Y}$. Note $\leqslant_{l o}$ and $\leqslant_{u o}$ are denoted as the lower concordance order and upper concordance order in [98]. We denote the stochastic order $\leqslant \Delta$ and $\leqslant \Delta$, which are respectively generated by the $\Delta$-monotone functions and $\underline{\Delta}$-monotone functions. Then, the upper orthant order is equivalently expressed as [123]

$$
\begin{equation*}
\boldsymbol{X} \leqslant_{u o} \boldsymbol{Y} \Longleftrightarrow \boldsymbol{X} \leqslant_{\Delta} \boldsymbol{Y} \tag{B.5}
\end{equation*}
$$

and the lower orthant order is equivalently expressed as [123]

$$
\begin{equation*}
\boldsymbol{X} \leqslant_{l o} \boldsymbol{Y} \Longleftrightarrow \boldsymbol{X} \leqslant_{\Delta} \boldsymbol{Y} . \tag{B.6}
\end{equation*}
$$

In addition, the positive orthant order and negative orthant order are defined by comparing the probability measure with the probability measure of independence [98].

Since the multivariate distribution function and survival function are supermodular functions, for $\boldsymbol{X}, \boldsymbol{Y} \in \mathbb{R}^{n}$, we have the follows relation [98][123]

$$
\begin{equation*}
\boldsymbol{X} \leqslant_{s m} \boldsymbol{Y} \Longrightarrow \boldsymbol{X} \leqslant_{c} \boldsymbol{Y}, \forall n \geqslant 2 \tag{B.7}
\end{equation*}
$$

particularly, $\boldsymbol{X} \leqslant_{s m} \boldsymbol{Y} \Longleftrightarrow \boldsymbol{X} \leqslant_{c} \boldsymbol{Y}$ and $\boldsymbol{X} \leqslant_{u o} \boldsymbol{Y} \Longleftrightarrow \boldsymbol{X} \leqslant_{l o}$ $\boldsymbol{Y} \Longleftrightarrow \boldsymbol{X} \leqslant_{c} \boldsymbol{Y}$, for $n=2$. It indicates that the comparison based on the supermodular order is stronger than the comparision based on the orthant order [123].

Remark 84. The relationships between the supermodular order, (weak) association, and (weakly) conditional increasing are elaborated in [98][26][123]. Another reference is [81]. In case of positive dependence, the dependence concepts ranging from strong to weak are as follows [123]: multivariate
totally positive of order 2, conditional increasing, conditional increasing in sequence, associated, weak associated, weak associated in sequence, and positive supermodular dependent. In case of negative dependence, the strong to weak ranging is as follows [98][26][63]: negatively associated, negatively supermodular dependent, negative concordance, and negatively lower and upper orthant dependence.

Remark 85. The directionally convex order, compared to the convex order, is more suitable for the comparison of random vectors with a common copula [97], moreover, the convex order of the marginals can not imply the convex order of the partial sum, if the components are negatively dependent [98]. Thus, a common conditionally increasing copula, which indicates positive dependence, is assumed for the comparison of the partial sum.

Remark 86. For a Polish space with a closed partial order, that the space is totally ordered is equivalent to that every probability measure on this space is associated [98, p. 124], i.e., exhibiting positive dependence.

Remark 87. It is interesting to find the extreme negative dependence by symmetric of the extreme positive dependence in terms of some stochastic orders, i.e., letting $\boldsymbol{X}^{*}$ be with the extreme positive dependence and $T\left(\boldsymbol{X}^{*}\right)$ be with the extreme negative dependence for some transform $T$, such that $T\left(\boldsymbol{X}^{*}\right) \leqslant \mathcal{F} \boldsymbol{X} \leqslant \mathcal{F} \boldsymbol{X}^{*}$ for any $\boldsymbol{X}$, provided the order $\leqslant_{\mathcal{F}}$ exists. Thus, to find the symmetric negative dependence, it is fundamental to find the transform that is symmetric with respect to the dependence structure and equivalent with respect to the stochastic order, which boils down to the definition of the symmetry and equivalence.

Remark 88. It is interesting to give an overview of the different dependence concepts and link the dependence concepts to the stochastic orders. It is interesting to investigate the the extension of the dependence control with respect to different dependence orders, which manifests the characteristics of different dependence definitions.

## B. 2 Markov Process

Let $\left(\Omega, \mathscr{F},\left(\mathscr{F}_{t}\right)_{t \in \mathbb{N}}, \mathbb{P}\right)$ be a filtered probability space and $\left(\boldsymbol{X}_{t}\right)_{t \in \mathbb{N}}$ be an adapted stochastic process. $\boldsymbol{X}$ is a Markov process if and only if

$$
\begin{equation*}
\mathbb{P}\left(\boldsymbol{X}_{t} \leqslant x \mid \boldsymbol{X}_{t-1}, \boldsymbol{X}_{t-2}, \ldots, \boldsymbol{X}_{0}\right)=\mathbb{P}\left(\boldsymbol{X}_{t} \leqslant x \mid \boldsymbol{X}_{t-1}\right) \tag{B.8}
\end{equation*}
$$

A Markov additive process is defined as a bivariate Markov process $\left\{X_{t}\right\}=\left\{\left(J_{t}, S(t)\right)\right\}$ where $\left\{J_{t}\right\}$ is a Markov process with state space $E$ and the increments of $\{S(t)\}$ are governed by $\left\{J_{t}\right\}$ in the sense that [7]

$$
\begin{equation*}
\mathbb{E}\left[f(S(t+s)-S(t)) g\left(J_{t+s}\right) \mid \mathscr{F}_{t}\right]=\mathbb{E}_{J_{t}, 0}\left[f(S(s)) g\left(J_{s}\right)\right] \tag{B.9}
\end{equation*}
$$

We consider the finite state space and discrete time scenario $[6][7]$.
In discrete time, a Markov additive process is specified by the measurevalued matrix (kernel) $\mathbf{F}(d x)$ whose $i j$ th element is the defective probability distribution

$$
\begin{equation*}
F_{i j}(d x)=\mathbb{P}_{i, 0}\left(J_{1}=j, Y_{1} \in d x\right) \tag{B.10}
\end{equation*}
$$

where $Y_{t}=S(t)-S(t-1)$. An alternative description is in terms of the transition matrix $\mathbf{P}=\left(p_{i j}\right)_{i, j \in E}, p_{i j}=\mathbb{P}_{i}\left(J_{1}=j\right)$, and the probability measures

$$
\begin{equation*}
H_{i j}(d x)=\mathbb{P}\left(Y_{1} \in d x \mid J_{0}=i, J_{1}=j\right)=\frac{F_{i j}(d x)}{p_{i j}} \tag{B.11}
\end{equation*}
$$

With respect to a transition probability $p_{i j}$, the increment of $\left\{S_{t}\right\}$ has a distribution $B_{i j}$.

Consider the matrix $\widehat{\mathbf{F}}_{t}[\theta]=\left(\mathbb{E}_{i}\left[e^{\theta S(t)} ; J_{t}=j\right]\right)_{i, j \in E}$. In discrete time,

$$
\begin{equation*}
\widehat{\mathbf{F}}_{t}[\theta]=\widehat{\mathbf{F}}[\theta]^{t} \tag{B.12}
\end{equation*}
$$

where $\widehat{\mathbf{F}}[\theta]=\widehat{\mathbf{F}}_{1}[\theta]$ is a $E \times E$ matrix with $i j$ th element $\widehat{F}^{(i j)}[\theta]=$
$p_{i j} \int e^{\theta x} H^{(i j)}(d x)$, and $\theta \in \Theta=\left\{\theta \in R: \int e^{\theta x} H^{(i j)}(d x)<\infty\right\}$ [6]. By Perron-Frobenius theorem, $\hat{\mathbf{F}}[\theta]$ has a positive real eigenvalue with maximal absolute value $e^{\kappa(\theta)}$. The corresponding right and left eigenvectors are respectively $\mathbf{h}(\theta)=\left(h_{i}(\theta)\right)_{i \in E}$ and $\mathbf{v}(\theta)=\left(v_{i}(\theta)\right)_{i \in E}$, with the normalization in particular, $\mathbf{v}(\theta) \mathbf{h}(\theta)=1$ and $\boldsymbol{\pi} \mathbf{h}(\theta)=1$, where $\boldsymbol{\pi}=\mathbf{v}(0)$ is the stationary distribution and $\mathbf{h}(0)=\mathbf{1}$.

If the stationary distribution $\boldsymbol{\pi}=(\pi(j))_{j \in E}$ exists, the time reversed process, $\left\{\left(J_{n}^{*}, X_{n}^{*}\right)\right\}$, is represented by [5]

$$
\begin{equation*}
F^{*}(i, j ; A)=\mathbb{P}_{\boldsymbol{\pi}}\left(J_{0}=j, X_{1} \in A \mid J_{1}=i\right)=\frac{\pi(j)}{\pi(i)} F(j, i ; A) \tag{B.13}
\end{equation*}
$$

i.e., $\pi(i) F^{*}(i, j ; A)=\pi(j) F(j, i ; A)$. The time-reversed transition probability, when looking at $\left\{J_{n}^{*}\right\}$ alone, is $p_{i j}^{*}=\frac{\pi(j)}{\pi(i)} p_{j i}$, i.e., $\boldsymbol{P}^{*}=\boldsymbol{\Delta}_{\boldsymbol{\pi}}^{-1} \boldsymbol{P}^{T} \boldsymbol{\Delta}_{\boldsymbol{\pi}}$, where $\boldsymbol{\Delta}_{\boldsymbol{\pi}}$ is the diagonal matrix with $\boldsymbol{\pi}$ on the diagonal, see [6, p. 314], and that the conditional distribution of $X_{1}^{*}$ given $J_{0}^{*}=i$ and $J_{1}^{*}=j$ is the same as the conditional distribution of $X_{1}$ given $J_{0}=j$ and $J_{1}=i$, i.e., $H^{*}(i, j ; A)=H(j, i ; A)$. Considering the matrix $\widehat{\mathbf{F}}^{*}[\theta]=\boldsymbol{\Delta}_{\boldsymbol{\pi}}^{-1} \widehat{\mathbf{F}}[\theta]^{T} \boldsymbol{\Delta}_{\boldsymbol{\pi}}$, the roots of $\operatorname{det}(\widehat{\mathbf{F}}[\theta]-\boldsymbol{I})=1$ and $\operatorname{det}\left(\widehat{\mathbf{F}}^{*}[\theta]-\boldsymbol{I}\right)=1$ are the same $[6$, p. 331], i.e., the same eigenvalues with the Perron-Frobenius eigenvalue in particular

$$
\begin{equation*}
\lambda^{*}(\theta)=\lambda(\theta) \tag{B.14}
\end{equation*}
$$

Letting $\widehat{\mathbf{F}}[\theta] \boldsymbol{h}^{*}(\theta)=\lambda(\theta) \boldsymbol{h}^{*}(\theta)$, then $\boldsymbol{h}^{*}(\theta)^{T} \boldsymbol{\Delta}_{\boldsymbol{\pi}} \widehat{\mathbf{F}}[\theta]=\lambda(\theta) \boldsymbol{h}^{*}(\theta)^{T} \boldsymbol{\Delta}_{\boldsymbol{\pi}}$. Thus, if the matrix $\widehat{\mathbf{F}}[\theta]$ has the Perron-Frobenius eigenvalue $\lambda(\theta)$ with the corresponding left eigenvector $\boldsymbol{\nu}(\theta)$, the matrix $\widehat{\mathbf{F}}^{*}[\theta]$ has the same Perron-Frobenius eigenvalue $\lambda(\theta)$ with the corresponding right eigenvector

$$
\begin{equation*}
\boldsymbol{h}^{*}(\theta)=\boldsymbol{\Delta}_{\boldsymbol{\pi}}^{-1} \boldsymbol{\nu}(\theta)^{T} \tag{B.15}
\end{equation*}
$$

Similarly, if the matrix $\widehat{\mathbf{F}}[\theta]$ has the Perron-Frobenius eigenvalue $\lambda(\theta)$ with the corresponding right eigenvector $\boldsymbol{h}(\theta)$, the matrix $\widehat{\mathbf{F}}^{*}[\theta]$ has the same

Perron-Frobenius eigenvalue $\lambda(\theta)$ with the corresponding left eigenvector

$$
\begin{equation*}
\boldsymbol{\nu}^{*}(\theta)=\boldsymbol{\nu}(\theta)^{T} \boldsymbol{\Delta}_{\boldsymbol{\pi}} \tag{B.16}
\end{equation*}
$$

Remark 89. The fact that the time reversed process and the original process have the same Perron-Frobenius eigenvalue for a Markov additive process, which further determines the asymptotic decay rate of the performance measures in the queueing system, implies that the influence of dependence is robust to the time reversibility assumption.

Considering a Markov additive process $\left(J_{t}, S(t)\right)$ with the kernel $\mathbf{F}(A)$ and a linear transformation $T: \mathbb{R} \rightarrow \mathbb{R}$, letting $S^{\star}(t)=T(S(t))$, then $\left(J, S^{\star}(t)\right)$ is a Markov additive process with the kernel $\mathbf{F}^{\star}(B)$ such that [105]

$$
\begin{equation*}
F_{i j}^{\star}(B)=F_{i j}\left(T^{-1}(B)\right) \tag{B.17}
\end{equation*}
$$

The more general formation is shown in [105]. The result is useful for studying the dual process of the queueing processes, e.g., the dual process of the service process or the arrival process. The problem lies in the specification of the process, e.g., letting the dual process be $\left(J_{t},-S(t)\right)$, the transition matrix remains the same as the original process. Particularly, for the kernel matrix of the moment generating functions, considering the dual process on the positive parameter axis is equivalent to considering the original process on the negative parameter axis.

Remark 90. It is interesting to study the marginal distribution of the Markov additive process. Since the Markov additive process is not stationary in general, it can not be compared with an independently and identically distributed process based on the supermodular order. On the other hand, it is interesting to study whether or not the Markov additive processes with respectively negative and positive dependence can be compared based on the supermodular order.

## B. 3 Copula

Consider a joint distribution $F\left(X_{1}, \ldots, X_{n}\right)$ with marginal distribution $F_{i}\left(X_{i}\right), i=1, \ldots, n$. Denote $u_{i}=F_{i}\left(X_{i}\right)$, which has a uniform distribution, then

$$
\begin{align*}
F\left(X_{1}, \ldots, X_{n}\right) & =F\left(F_{1}^{-1}\left(u_{1}\right), \ldots, F_{n}^{-1}\left(u_{n}\right)\right)  \tag{B.18}\\
& \equiv C\left(u_{1}, \ldots, u_{n}\right) \tag{B.19}
\end{align*}
$$

where $C$ is a copula, with standard uniform marginals [40]. Specifically, if the marginals are continuous, the copula is unique. It is interesting to study the relationship between copula and other dependence concepts, e.g., autocorrelation, regression and association.

It is well known that the copula is invariant to the strictly increasing transforms. However, for the strictly decreasing transform, we have the following result [43]. Let $\left(X_{1}, \ldots, X_{n}\right)$ be a vector of continuous random variables with copula $C_{X_{1}, \ldots, X_{n}}$. Let $f_{1}, \ldots, f_{n}$ be strictly monotone on the range $\operatorname{Ran} X_{1}, \ldots, \operatorname{Ran} X_{n}$, respectively, and let $\left(f_{1}\left(X_{1}\right), \ldots, f_{n}\left(X_{n}\right)\right)$ have copula $C_{f_{1}\left(X_{1}\right), \ldots, f_{n}\left(X_{n}\right)}$. Furthermore let $f_{k}$ be strictly decreasing for some $k$. Without loss of generality let $k=1$. Then [43],

$$
\begin{align*}
& C_{f_{1}\left(X_{1}\right), \ldots, f_{n}\left(X_{n}\right)}\left(u_{1}, \ldots, u_{n}\right)=C_{f_{2}\left(X_{2}\right), \ldots, f_{n}\left(X_{n}\right)}\left(u_{2}, \ldots, u_{n}\right) \\
&-C_{X_{1}, f_{2}\left(X_{2}\right), \ldots, f_{n}\left(X_{n}\right)}\left(1-u_{1}, u_{2}, \ldots, u_{n}\right) . \tag{B.20}
\end{align*}
$$

Recursively, the copula $C_{f_{1}\left(X_{1}\right), \ldots, f_{n}\left(X_{n}\right)}$ can be expressed in terms of the copula $C_{X_{1}, \ldots, X_{n}}$ and its lower-dimensional marginals [43].

Example 3. For the 2-dimensional case, let $f_{1}$ and $f_{2}$ be strictly decreasing, then [43]

$$
\begin{equation*}
C_{f_{1}\left(X_{1}\right), f_{2}\left(X_{2}\right)}\left(u_{1}, u_{2}\right)=u_{1}+u_{2}-1+C_{X_{1}, X_{2}}\left(1-u_{1}, 1-u_{2}\right) . \tag{B.21}
\end{equation*}
$$

The Markov property is solely a property of copula [32, 104]. The $n$ dimensional process $\mathbf{X}$ is a Markov process, if and only if, for all $t_{1}<t_{2}<$ $\ldots<t_{p}$, the copula $C_{t_{1}, \ldots, t_{p}}$ of $\left(\mathbf{X}_{t_{1}}, \ldots, \mathbf{X}_{t_{p}}\right)$ satisfies [104]

$$
\begin{equation*}
C_{t_{1}, \ldots, t_{p}}=C_{t_{1}, t_{2}} \stackrel{C_{t_{2}}(\cdot)}{\star} C_{t_{2}, t_{3}} \stackrel{C_{t_{3}}(\cdot)}{\star} \ldots \stackrel{C_{t_{p-1}}(\cdot)}{\star} C_{t_{p-1}, t_{p}}, \tag{B.22}
\end{equation*}
$$

where $C_{t_{i}, t_{i+1}}$ is the $(\mathrm{n}+\mathrm{n})$-dimensional copula between $\boldsymbol{X}_{t_{i}}$ and $\boldsymbol{X}_{t_{i+1}}$, and $C_{t_{i+1}}$ is the copula of $\boldsymbol{X}_{t_{i+1}}$. Provided that the integral exists for all $\mathbf{x}, \mathbf{y}, \mathbf{z}$, the operator $\stackrel{C(\cdot)}{\star}$ is defined by

$$
\begin{equation*}
(A \stackrel{C(\mathbf{z})}{\star} B)(\mathbf{x}, \mathbf{y})=\int_{0}^{\mathbf{z}} A_{, C}(\mathbf{x}, \mathbf{r}) \cdot B_{C}(\mathbf{r}, \mathbf{y}) C(d \mathbf{r}) \tag{B.23}
\end{equation*}
$$

where $A$ is a $(k+n)$-dimensional copula, $B$ is a $(n+l)$-dimensional copula, $C$ is a $n$-dimensional copula, $A_{, C}(\mathbf{x}, \mathbf{y})$ and $B_{C,}(\mathbf{x}, \mathbf{y})$ are defined by the derivative of the copula $A(\mathbf{x}, \cdot)$ and $B(\cdot, \mathbf{y})$ with respect to the copula $C$, i.e, $A(\mathbf{x}, d \mathbf{y})=A_{, C}(\mathbf{x}, \mathbf{y}) C(d \mathbf{y})$ and $B(d \mathbf{x}, \mathbf{y})=B_{C,}(\mathbf{x}, \mathbf{y}) C(d \mathbf{x})$. $A_{, C}$ and $B_{C}$, are well-defined. Specifically, for 1-dimensional Markov process, the copula is expressed by [32]

$$
\begin{equation*}
C_{t_{1}, \ldots, t_{p}}=C_{t_{1}, t_{2}} \star C_{t_{2}, t_{3}} \star \ldots \star C_{t_{p-1}, t_{p}} \tag{B.24}
\end{equation*}
$$

where $C_{t_{1}, \ldots, t_{p}}$ is the copula of $\left(X_{t_{1}}, \ldots, X_{t_{p}}\right), C_{t_{k-1}, t_{k}}$ is the copula of $\left(X_{t_{k-1}}, X_{t_{k}}\right)$, and $A \star B$ is written as

$$
\begin{align*}
& A \star B\left(x_{1}, \ldots, x_{m+n-1}\right) \\
& =\int_{0}^{x_{m}} A_{, \xi}\left(x_{1}, \ldots, x_{m-1}, \xi\right) B_{\xi,}\left(\xi, x_{m+1}, \ldots, x_{m+n-1}\right) d \xi \tag{B.25}
\end{align*}
$$

for $m$-dimensional copula $A$ and $n$-dimensional copula $B$.

Remark 91. Considering the supermodular order of the Markov process, $\boldsymbol{X} \leqslant s m \widetilde{\boldsymbol{X}}$, the question reduces to the supermodular order of the cop-
ula of the Markov process, i.e., $C \leqslant s m \widetilde{C}$. It is interesting to study the stochastic ordering of the Markov copula. Specifically, it is interesting to study the relationship between $C_{t_{i}, t_{i+1}} \leqslant s m \widetilde{C}_{t_{i}, t_{i+1}}, \forall 0<t_{i}<t_{p}<t$, and $C_{t_{1}, \ldots, t_{p}} \leqslant s m \widetilde{C}_{t_{1}, \ldots, t_{p}}$.

The copula representation of the Markov property requires the Markov family copula [32][104][64]. Examples of Markov family copula are Gaussian copula and Fréchet copula [104]. The 2-dimensional Fréchet copula is available in [32] and the $n$-dimensional extension is available in [104].

Example 4. The n-dimensional Gaussian copula is written as [104]

$$
\begin{equation*}
C_{\boldsymbol{\Sigma}}(\boldsymbol{u})=\Phi_{\boldsymbol{\Sigma}}\left(\Phi^{-1}\left(u_{1}\right), \ldots, \Phi^{-1}\left(u_{n}\right)\right) \tag{B.26}
\end{equation*}
$$

where $\Phi_{\boldsymbol{\Sigma}}$ denotes the joint distribution of the n-dimensional standard normal distribution with linear correlation matrix $\boldsymbol{\Sigma}$, and $\Phi^{-1}$ denotes the inverse of the distribution function of the 1-dimensional standard normal distribution. The Gaussian copula allows for equal degrees of positive and negative dependence. [136].

Remark 92. Considering the two Gaussian random vectors, $\boldsymbol{X} \sim \mathcal{N}(\boldsymbol{\mu}, \boldsymbol{\Sigma})$ and $\widetilde{\boldsymbol{X}} \sim \mathcal{N}(\widetilde{\boldsymbol{\mu}}, \widetilde{\boldsymbol{\Sigma}}), \boldsymbol{X} \leqslant_{s m} \widetilde{\boldsymbol{X}}$ if and only if $\boldsymbol{X}$ and $\widetilde{\boldsymbol{X}}$ have the same marginals and $\sigma_{i j} \leqslant \tilde{\sigma}_{i j}$ for all $i, j$ [98, p. 144]. Specifically, the Gaussian copulas are supermodular ordered if and only if the linear correlation matrices are correspondingly ordered.

Example 5. The extremely positive dependence, independence, and extremely negative dependence are expressed by copulas. For 2-dimensional copula, the extremely positive copula, product copula (independence), and extremely negative copula are defined as $M(x, y)=\min (x, y), P(x, y)=$ $x y$, and $W(x, y)=\max (x+y-1,0)$.

A convex combination of $M, P$, and $W$ is a Fréchet copula [32], i.e.,

$$
\begin{equation*}
C_{s t}=\alpha(s, t) W+(1-\alpha(s, t)-\beta(s, t)) P+\beta(s, t) M \tag{B.27}
\end{equation*}
$$

if and only if [32, 104], for $s<u<t$,

$$
\begin{align*}
& \alpha(s, t)=\beta(s, u) \alpha(u, t)+\alpha(s, u) \beta(u, t)  \tag{B.28}\\
& \beta(s, t)=\alpha(s, u) \alpha(u, t)+\beta(s, u) \beta(u, t) \tag{B.29}
\end{align*}
$$

where $\alpha(s, t) \geqslant 0, \beta(s, t) \geqslant 0$, and $\alpha(s, t)+\beta(s, t) \leqslant 1$. For homogeneous case, $\alpha(s, t)=\alpha(t-s)$ and $\beta(s, t)=\beta(t-s)$, a solution is as follows

$$
\begin{align*}
& \alpha(h)=e^{-2 h}\left(1-e^{-h}\right) / 2  \tag{B.30}\\
& \beta(h)=e^{-2 h}\left(1+e^{-h}\right) / 2 \tag{B.31}
\end{align*}
$$

Let $\alpha=e^{-h}$, it's a one-parameter copula [32]

$$
\begin{equation*}
C_{\alpha}=\frac{\alpha^{2}(1-\alpha)}{2} W+\left(1-\alpha^{2}\right) P+\frac{\alpha^{2}(1+\alpha)}{2} M \tag{B.32}
\end{equation*}
$$

where $-1 \leqslant \alpha \leqslant 1$, if $|\alpha|$ is small, independence is indicated, if $\alpha$ is near 1, strongly positive dependence is indicated, and if $\alpha$ is near -1 , strongly negative dependence is indicated. The n-dimensional extension is available in [104].
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