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Abstract:
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control in discrete-time. The main goal is to obtain optimal control moves in presence

of disturbances despite inaccuracies in the model of the system. This implies the need

for a robust controller as well as a control algorithm that is not time consuming to com-

pute. The research described in this thesis addresses the combination of the strengths
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The �rst approach presents the combination of generalized predictive and sliding
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of parameter perturbations. Digital simulation results are given to verify the sliding
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disturbance estimator is introduced to account for system nonlinearities and unknown

disturbances, as well as to ensure better system steady-state accuracy. The proposed

algorithms are demonstrated by conducting several real-time experiments. Robustness

of the closed loop, a�ected by tuning parameter values, is demonstrated as well.

Scienti�c Field:

Electrical Engineering and Computer Science

Scienti�c Discipline:

Automation

Keywords:

sliding mode control, model predictive control, chattering suppression, tube model pre-

dictive control, predictive sliding mode control, orthogonal functions, Laguerre network,

DC servo system

UDC:

(681.5.015+681.5.01):681.513.3+519

CERIF Classi�cation:

T125

Creative Commons Licence type:

CC BY-SA



Podaci o doktorskoj disertaciji

Mentori:

Prof. dr Morten Hovd, Norve²ki univerzitet za nauku i tehnologiju (NTNU),

Fakultet informacionih tehnologija i elektrotehnike,

Katedra za kibernetiku

Prof. dr Dragan Anti¢, Univezitet u Ni²u,

Elektronski fakultet,

Katedra za automatiku

Naslov:

Model prediktivno upravljanje zasnovano na kliznim reºimima

Rezime:

Projektovanje regulatora koji sluºi za upravljanje procesom u cilju postizanja ºeljenih

performansi celokupnog sistema je standardni problem u svim granama industrije. Razvoj

ra£unara i mikroprocesora je u zna£ajnoj meri uticao na pove¢anje interesovanja za is-

traºivanje u oblasti projektovanje regulatora u diskretnom domenu. Glavni cilj je do-

bijanje optimalnog upravljanja u prisustvu poreme¢aja bez obzira na ta£nost modela

procesa. To podrazumeva robustnost regulatora kao i to da algoritam upravljanja ne

koristi previ²e procesorskog vremena za izra£unavanje. Istraºivanje koje je opisano u

ovoj tezi prikazuje kombinaciju dobrih osobina dveju metodologija u cilju projektovanja

optimalnog i robusnog upravljanja sa bezna£ajnim uslovima online izra£unavanja pri

unapred de�nisanim ograni£enjima.

Prvi prilaz pokazuje kombinaciju generalizovanog prediktvnog upravljanja i upravl-

janja sa kliznim reºimima u ciju pobolj²anja robustnosti pri promeni parametara sis-

tema. Predloºeni algoritam upravljanja pripada grupi zakona upravljanja sa kliznim

reºimima koji smanjuju £etering i obezbe�uju minimalnu vrednost kriterijumske funkcije

pri parametarskoj perturbaciji. Rezultati digitalne simulacije su dati u cilju provere up-

ravljanja generalizovanog prediktivnog upravljanja zasnovanog na kliznim reºimima.

Slede¢i pristup prikazuje Tube model prediktivno upravljanje (TMPU) sa regula-
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Chapter 1

Introduction

1.1 Motivation

The primary objective of this chapter is to provide a compact overview of some aspects

of the control approaches used as a starting point for the research in the area of control

systems leading to this thesis.

The idea was to examine how two di�erent control methodologies can be combined to

obtain a robust control method which would give the desired performance to the closed-

loop system in the presence of the disturbances and uncertainties. One of these control

methodologies is MPC that has the capability to cope with constraints on the input,

output or states of the controlled system. The computational e�ciency of a nominal

(error-free) MPC problem is acceptable, and the design for the online implementation

is straightforward, but as is noted in [1], optimal or close-to-optimal approaches to

robust MPC generally have prohibitive online calculation requirements. More practical

approaches are therefore a compromise between performance and online calculation

requirements.

To overcome this issue, some second control method can be combined with MPC. One

of the control methods known for its robustness to parameter variations and external

disturbances is Sliding Mode Control (SMC). Due to its order reduction property1, and

negligible online calculation requirements, SMC is a good candidate for combining with

MPC to develop a control approach inheriting the strengths of both.

For a better understanding of the work described in this thesis, the next sections

give the structure and contribution of the thesis, following the basic concepts of MPC,

SMC and related elements de�ned in Chapter 2.

1See section 2.3 for details
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1.2 Structure and Contributions of the Thesis

Chapter 2 presents background theory on dynamic system models, together with key

elements of the MPC and SMC control methodologies that are used as starting points

for this research.

Chapter 3 presents a novel control design algorithm for improving robustness of

the system using techniques inspired by a particular subclass of discrete-time SMC

algorithms. The design is based on an input/output model, combining Generalized

Minimum Variance Control (GMVC) and discrete-time SMC techniques. Developments

in the �eld of predictive control makes it natural to use of Generalized Predictive Control

(GPC) instead of GMVC [2], resulting in better system performance. Similar to the case

with GMVC, GPC replaces the equivalent control in the traditional discrete-time SMC

design based on state-space models. This combination of SMC and GPC is analyzed

and the results are published in [3]:

� D. Miti¢, M. Spasi¢, M. Hovd, D. Anti¢, �An Approach to Design of Sliding

Mode based Generalized Predictive Control,� Proceedings of IEEE 8th Interna-

tional Symposium on Applied Computational Intelligence and Informatics (SACI)

2013, pp. 347�351, May 2013.

This paper proposes the modi�cation of the SMC component by implementing the

chattering free SMC algorithm, which results in improvement of the system robustness.

Chapter 4 presents a Tube Model Predictive Control (TMPC) method that uses

SMC as an auxiliary controller. In this chapter, it is chosen to use a nominal TMPC

as in the original TMPC formulation, in order to highlight the robustness improvement

from the auxiliary controller. The work in this area is published in [4]:

� M. Spasi¢, M. Hovd, D. Miti¢, D. Anti¢, �Tube Model Predictive Control with an

Auxiliary Sliding Mode Controller,� Modeling, Identi�cation and Control, vol. 37,

pp. 181�193, November 2016.

In addition to describing the implementation of two proposed types of SMC auxiliary

controllers within a TMPC framework, the paper also presents how to calculate, for each

constraint, how far in the direction of constraint the true system can be driven by the

model uncertainty. This gives a direct measure of how much each constraint will need

to be tightened for the two proposed of SMC auxiliary controllers.

Chapter 5 extends the examination of the TMPC approach. The results presented

herein are the modi�ed control methods, elaborated in previous chapter, where the

nominal traditional MPC is replaced by one based on discrete-time Laguerre functions.

Obtained results are published in [5]:

� M. Spasi¢, D. Miti¢, M. Hovd, D. Anti¢, �Tube Model Predictive Control based
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on Laguerre functions with an Auxiliary Sliding Mode Controller,� Proceedings

of IEEE 15th International Symposium on Intelligent Systems and Informatics

(SISY) 2017, pp. 243�248, September 2017.

The main advantage of using Model Predictive Control based on Laguerre Functions

(MPCBLF) lies in the design of the nominal MPC de�ned by only few parameters of

the Laguerre functions obtained from the discrete-time Laguerre network. This allows

reduction of number of parameters, smaller number of decision variables, thereby making

the optimization problem smaller. It also provides possibility of faster online calculations

for the nominal MPC for large prediction horizons.

Chapter 6 deals with Predictive Sliding Mode Control (PSMC) that uses Laguerre

functions in the design of a control input signal. Two types of PSMC algorithms are con-

sidered: one originating from the discrete-time equivalent control method approach, and

another containing an additional sliding mode control component that provides robust-

ness and determines the system dynamics in reaching mode. In both cases, the Laguerre

functions compose the control components that are the analogues to the discrete-time

equivalent control of SMC. These results are published in [6]:

� M. Spasi¢, D. Miti¢, M. Hovd, D. Anti¢, �Predictive Sliding Mode Control based

on Laguerre functions,� Journal of Control Engineering and Applied Informatics,

vol. 21, no. 1, pp. 12�20, March 2019.

The improvement compared to the previously published approaches is obtained using

Laguerre functions for the controller design, where the cost function is optimized with

respect to the coe�cients of the Laguerre functions. The system dynamics in reaching

mode is fully determined and the system state attains the sliding mode in a �nite

number of steps. Improved system robustness and steady-state accuracy is achieved by

introducing the one-step delayed disturbance estimator.

1.3 Papers not included in the Thesis

During the PhD work, the author has also contributed to the papers in addition to the

publications that this thesis is based on. Some of them are listed below.

� M. Milovanovi¢, D. Anti¢, M. Spasi¢, S. Nikoli¢, S. Peri¢ and M. Milojkovi¢,

�Improvement of DC Motor Velocity Estimation Using a Feedforward Neural Net-

work,� Acta Polytechnica Hungarica, vol. 12, no.6, pp. 107�126, 2015.

� M. Milovanovi¢, D. Antic, M. Milojkovi¢, S. Nikolic, S. Peri¢, and M. Spasi¢,

�Adaptive PID control based on orthogonal endocrine neural networks,� Neural

Networks, vol. 84, pp. 80�90, 2016.

� M. Milovanovi¢, D. Anti¢, S. Nikoli¢, S. Peri¢ and M. Milojkovi¢, and M. Spasi¢,
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�Neural Network Based on Orthogonal Polynomials Applied in Magnetic Levita-

tion System Control,� ELEKTRONIKA IR ELEKTROTECHNIKA, vol. 23, no.

3, pp. 24�29, 2017.

� M. Milovanovi¢, D. Anti¢, M. Milojkovi¢, S. Nikoli¢, M. Spasi¢, and S. Peri¢

�Time Series Forecasting With Orthogonal Endocrine Neural Network Based on

Postsynaptic Potentials,� Journal of Dynamic Systems, Measurement, and Con-

trol, vol. 139, no. 4, pp. 041006-1�041006-9, 2017.

� N. Dankovi¢, D. Anti¢, S. Nikoli¢, S. Peri¢ and M. Spasi¢, �Generalized Cascade

Orthogonal Filters based on Symmetric Bilinear Transformation with Application

to Modeling of Dynamic Systems,� Filomat, vol. 32, no. 12, pp. 4275�4284, 2018.

� M. Spasi¢, D. Anti¢, N. Dankovi¢, S. Peri¢ and S. Nikoli¢, �Digital Model Pre-

dictive Control of the Three Tank System based on Laguerre Functions,� FACTA

UNIVERSITATIS Series: Automatic Control and Robotics, vol. 17, no. 3, pp.

153�164, 2018.
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Chapter 2

Background theory

2.1 Dynamic System Models

Any MPC method is based on a dynamic model of the system, that describes the

process behavior over time. Most physical systems are more naturally described us-

ing continuous-time models. However, most controllers are implemented in computers,

leading to discrete-time control action. This is invariably the case for controllers with

substantial computational requirements, such as MPC. This leads to a need for dynamic

system models also in discrete-time. This thesis is not concerned with the development

of dynamic models per se. Therefore, the starting point for the presentation in this

thesis is the de�nition of a linear time-invariant model of the system.

If the system is de�ned by a continuous-time linear model in the form of

dx(t)

dt
= Acx(t) +Bcu(t)

y(t) = Ccx(t) (2.1)

x(0) = x0

in which x(t) ∈ Rnx is the state, u(t) ∈ Rnu is the input, y(t) ∈ Rnp is the output,

and t ∈ R is time, then the matrices Ac ∈ Rnx×nx , Bc ∈ Rnx×nu , and Cc ∈ Rnp×nx

represent the state transition, input and output matrices of the system represented by

eq. (2.1), respectively. The initial condition is de�ned by the state x(t) at time t = t0.

The solution of eq. (2.1) is

x(t) = eActx0 +

∫ t

0

e−AcτBcu(τ)dτ. (2.2)

The dynamics described by the discrete-time model corresponds to the behaviour

observed when sampling the states and outputs of the continuous-time model (2.1).

The aim is to obtain the discrete-time representation of the system model (2.1) that

describes its evolution in interval kT ≤ t ≤ (k + 1)T , where k ∈ I≥0 is a non-negative
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2. Background theory

integer representing sample instant, which is interconnected to time by t = kT , where

T is the sampling time.

The evolution of the discrete-time state xk with time, starting from the initial con-

dition x0, as it is a�ected by the manipulated, discrete-time input uk, can be obtained

from eq. (2.1). Assuming a sampling time T and zero order hold, the value of the state

xk at t = kT + T can be calculated by

x(kT + T ) = eAcTx(kT ) +

∫ kT+T

kT

eAc(kT+T−τ)Bcu(τ)dτ (2.3)

The discrete-time representation of eq. (2.3) is

xk+1 = Adxk +Bduk (2.4)

where

Ad = eAcT , (2.5)

Bd =

∫ kT+T

kT

eAc(kT+T−τ)Bcu(τ)dτ. (2.6)

In that way, the corresponding discrete-time state-space model of the system de-

scribed in continuous time by eq. (2.1) has a form

xk+1 = Adxk +Bduk (2.7)

yk = Cdxk

where Cc = Cd. Throughout the thesis it is assumed that the model of the system is

known, i.e., a discrete-time model of the system is available. The subscript d in eq.

(2.7) will be omitted in the rest of the thesis for notational simplicity.

If the exact structure of a system is not known, it is possible to neglect the system

states and to consider only inputs and outputs. There are many forms of discrete-time

input-output system models that can be used, such as:

� Impulse Response Model (IRM), where the connection between the output and

the input of the system is described by

yk =
∞∑
i=1

hiuk−i. (2.8)

The sampled output yk is obtained when the process is excited by the unit input

function hi. If the sum in eq. (2.8) is �nite, the model is then called a Finite

Impulse Response (FIR) model, and is represented by

yk =
N∑
i=1

hiuk−i = H(z−1)uk (2.9)
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2.2. Model Predictive Control (MPC)

where z−1 is a backward shift operator such that ukz−1 = uk−1, and H(z−1) is

written as

H(z−1) = h1z
−1 + h2z

−2 + · · ·+ hNz
−N ; (2.10)

� Step Response Model (SRM) where, by exciting the system with the step input

signal, the output is obtained by

yk = y0 +
N∑
i=1

gi∆uk−i = y0 +G(z−1)∆uk (2.11)

with ∆ = 1− z−1, and
� Transfer Function (TF) model in the form:

A(z−1)yk = B(z−1)uk (2.12)

with

A(z−1) = 1 + a1z
−1 + a2z

−2 + · · ·+ anaz
−na (2.13)

B(z−1) = b0 + b1z
−1 + b2z

−2 + · · ·+ bnb
z−nb

where A(z−1) and B(z−1) are appropriate polynomials of the system's transfer

function G(z−1) = B(z−1)/A(z−1), where na and nb represents the order of A(z−1)

and B(z−1), respectively.

In this thesis, for the design and demonstration of the control methods, only the

discrete-time TF and state-space models are used.

2.2 Model Predictive Control (MPC)

MPC is a family of advanced control methods. Traditionally, MPC has been applied

to systems with relatively slow dynamics, in particular those found in the chemical

processing industries. However, more recently this control method has found application

in a wide range of industries, owing both to more e�cient optimisation formulations and

the availability of computational power. The main idea is to use a dynamical model

and an optimization formulation to optimize the predicted future plant behaviour, with

future inputs as degrees of freedom in the optimization.

The characteristics of all MPC-based strategies are presented in Fig. 2.1.

The future outputs of the controlled system within the prediction horizon Np are

denoted as yk+j, for j = 1, . . . , Np. They depend on the already known values of the

output up to instant k or equivalently the value of the state at time k, and the future

input signal uk+j for j = 0, . . . , Nc, that is going to be calculated and applied. Nc is the

control horizon and it is less or equal to Np. The future input signal uk+j is obtained by
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Figure 2.1: MPC-based strategy

minimization of some objective function J , with the goal of steering the process output

as close as possible to the given reference trajectory rk+j. The objective function J is

usually a quadratic function of the deviation of the predicted output from the reference

signal (or the states from the desired reference trajectory) and the deviation of the inputs

from the desired input trajectory. From the set of calculated optimal control signals,

whose size is given by Nc, only the �rst element of this set is applied to the process.

The optimization is performed at every time instant with �xed control and prediction

horizons. This concept is used all controllers in the MPC family and, is known as the

receding horizon method.

Another feature that di�erentiates MPC from other optimal control methods is a

possibility that input, output and state constraints can be accounted for when opti-

mal control action is calculated. Such constraints typically arise from the technical

limitations of the system, or its related safety requirements. The ability to take such

considerations into account when calculating the optimal control action is a signi�cant

advantage for MPC. It means that the optimal control action is calculated with consid-

eration of such previously de�ned bounds.

Despite the fact that the MPC family of controllers is very large, herein will be

presented in detail only the MPC formulations used later in this thesis. The next

section contains a short history of MPC, after which the basics of the MPC strategy

and the methods applied in this thesis will be described.
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2.2.1 A brief history of MPC

Although MPC is known as an optimal control strategy, at the very beginning of its

development the close connection with traditional optimal control theory was not re-

ally recognized [7�9]. The �rst representatives of MPC familly were Model Predictive

Heuristic Control (MPHC) and Dynamic Matrix Control (DMC). These approaches use

a �nite-impulse response and �nite-step response models, respectively, to forecast the

future system behaviour and calculate the future optimal control actions [10, 11]. The

MPHC algorithm drives the predicted future output trajectory as closely as possible to

a reference trajectory, de�ned as a �rst order path from the current output value to

the desired set point. The speed of the desired closed-loop response is set by the time

constant of the reference trajectory. This is important in practice because it provides a

natural way to control the aggressiveness of the algorithm and increasing the time con-

stant leads to a slower but more robust controller. The DMC approach relates changes

in a process output to a weighted sum of past input changes, i.e. input moves. By using

the step response model one can write predicted future output changes as a linear com-

bination of future input moves. The matrix that ties these two together is the so-called

dynamic matrix. One of the disadvantages of the DMC algorithm was a fact that only

�rst N step response coe�cients (where N is the number of time steps necessary to

reach the steady-state) can be used for the process modelling. This disadvantage was

also addressed in [12], where it is proposed to separate DMC into a predictor and an

optimizer. A tuning strategy for unconstrained multivariable DMC is proposed in [13].

The authors noted that the prediction horizon Np should be following the settling time

of the process. Also, the control horizon Nc should be greater than or equal to the

number of unstable modes of the system [14]. An on-line tuning strategy based on the

use of sensitivity functions for the closed-loop response concerning the MPC tuning pa-

rameters is described in [15]. Both MPHC and DMC use Linear Program (LP) methods

for solving the optimization problem.

The next MPC formulation, named Quadratic Dynamic Matrix Control (QDMC),

is used for solving constrained, linear, open-loop optimal control problem employing

Quadratic Programming (QP) [16]. The method is based on the online solution of a

quadratic program to calculate the input required to keep the process variable close

to its reference, and at the same time avoiding violation of de�ned constraints. The

constraints are described by linear inequalities that capture the dynamic behaviour of

the constrained variables.

The impulse/step response plant models, obtained by reasonably simple experiments,

were very convenient for the approaches mentioned above, but the main issue is that a

large number of parameters are needed. To get better models with fewer parameters,
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researchers started to use TF models, based on physical models or system identi�cation.

In [17] the authors worked with the TF model of the plant and used Diophantine equa-

tions to compute future Minimum Variance Control (MVC) input. The optimization

problem is solved by minimizing the error between the current output and the reference.

Generalised MVC (GMVC) was developed from MVC by including a cost on the input

and introducing modi�cations allowing it to handle non-Minimum Phase (nMP) zeros.

Generalised Predictive Control ( GPC) was then developed from GMVC [18�20]. The

quadratic optimization is de�ned by a cost function which penalizes predicted output

errors. There are di�erent variations also of GPC, and the formulation used in this

thesis will be described in detail later.

From a system theoretic point of view, simple impulse or step inputs used for system

identi�cation could be also an issue. This leads to the more common MPC formulation

nowadays, which also results in a low number of model parameters - the state-space

model based MPC. One of the �rst publications that presents the state-space model in

the MPC design is [21]. Linear quadratic �ltering theory is used for the output feedback

realization. At the same time, the linear quadratic regulatory theory is used for the

target tracking and embedding the integral action in the controller. Here, tuning of

the controller for achieving nominal stability is eliminated by incorporating a nominal

stabilizing constrained regulator [14]. Nominal stability of the controlled systems can be

also achieved by adding a terminal cost and constraints or by introducing long horizons

for the online calculation of the optimization problem [22].

Earlier MPC methods have been designed to control systems based on nominal mod-

els when uncertainty is not taken into account. Di�erent types of uncertainties can be

considered, like additive disturbance, model uncertainty, etc. This challenge produced

a new generation of MPCs, so-called robust MPC. The main characteristic of a robust

MPC is that the control objectives must be ful�lled by the controlled system for all

realizations of the uncertainty. Several approaches have been proposed for achieving ro-

bustness with MPC. The simplest one is to rely on the inherent robustness of feedback,

and hope that it provides adequate robustness for the closed-loop system. The second

method of achieving robustness in the context of conventional MPC is the introduction

of all possible realizations of the uncertainty in the MPC optimization problem, and

minimization the objective function for the worst case uncertainty (min-max open-loop

model predictive control). This generaly leads to very demanding optimization prob-

lems, which may be di�cult to execute in real time. Other approaches combine the

nominal performance and constraint handling capabilities of MPC with some other con-

trol algorithm whose main purpose is to provide robustness. As is noted in [1], optimal

or close-to-optimal approaches to robust MPC generally have prohibitive online calcu-

lation requirements. More practical approaches are therefore a compromise between
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performance and online calculation requirements.

In last 15 years di�erente MPC methodologies are developed. So-called Tube MPC

(TMPC), where the MPC essentially controls the nominal plant, and an auxiliary con-

troller keeps 'all possible' trajectories inside a 'tube' close to the nominal plant response.

A thorough introduction to TMPC is given in [1]. The nominal trajectory is the center

of the tube, while the tube represents the set of the possible states. To ensure robust

constraint satisfaction, the state/output constraints of the nominal MPC have to be

modi�ed to account for the width of the tube, and the magnitudes of control inputs

that are available to the nominal MPC also have to be reduced to account for the addi-

tional input component coming from the auxiliary controller. A modi�cation of TMPC

is proposed in [23], where the authors developed a solution for the robust MPC problem

in the presence of bounded disturbances. The initial state is employed as a decision vari-

able in the quadratic optimal control problem solved online. Some recent contributions

in this area can be seen in [24�27].

Another contribution to the traditional MPC was introducing the orthonormal func-

tions for design of the controllers. To generalize the traditional design, authors in [28]

suggested introducing a set of discrete-time Laguerre functions into the design. They

argue that this generalization helps with re-formulating the predictive control problem

and simplifying the solutions, in addition to providing a set of new performance-tuning

parameters that can be readily understood by engineers. Furthermore, a long control

horizon can be realized through the exponential nature of the Laguerre functions, with-

out having to solve a very large optimization problem. This method is used to replace the

conventional MPC providing the reduced burden of online calculations. In this manner,

in recent years, Model Predictive Control based on Laguerre Functions (MPCBLF) is

used for di�erent applications such as control of three-phase voltage source inverter [29],

a real-time walking pattern generator [30] or control of dynamic positioning system of

vessels [31].

The next three sections of this chapter present the basic formulations and elements

of the used GPC, TMPC and TMPC based on orthonormal basis functions.

2.2.2 Generalized Predictive Control

GPC is a predictive control method that was proposed in 1987 [18, 19, 32]. The model

of the plant used for the design of the controller is a TF model. GPC can deal with a

wide range of plant control problems with a fair number of design variables, depending

on prior knowledge of the plant and control objectives. It is already mentioned that

GPC has been derived from GMVC. The design goal in GMVC is to de�ne the control
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that provides a minimum variance of the variable g de�ned by

gk+1 = C(z−1)(yk+1 − rk+1) +Q(z−1)uk (2.14)

whose minimum value ensures the good system tracking of the reference input rk i.e. in

the ideal case the zero value of the tracking error

ek = yk − rk. (2.15)

The polynomials C(z−1) and Q(z−1) are given by

C(z−1) = c0 + c1z
−1 + ...+ cncz

−nc , (2.16)

Q(z−1) = q0 + q1z
−1 + ...+ qnqz

−nq , (2.17)

having the degrees nc and nq, respectively, and should be selected to assign the desired

closed-loop systems dynamics. The variable ûk is obtained from the control input as

ûk = C(z−1)uk. (2.18)

The predictions of the control signal is based on using a discrete-time model of the

single-input single-output (SISO) plant given by

A(z−1)yk = z−1B(z−1)uk (2.19)

where uk is the input and yk is the output. A(z−1) and B(z−1) are model polynomials

as de�ned in eq. (2.13).

To obtain a set of predicted control moves using this approach, a quadratic cost

function, which measures the distance between the future output signals and given

reference ones plus the control e�ort of the form

J = gTg + ûTλû (2.20)

have to be minimized, where λ is a control weighting constant and

g = [gk+1 · · · gk+N ]T (2.21)

û = [∆ûk · · · ∆ûk+N−1] (2.22)

with N denoting the prediction horizon and ∆ = 1− z−1 denoting the di�erence oper-

ator. By minimizing the objective function in eq. (2.20), the computed future control

increments drive the system output yk close to the reference rk.

To design GPC, let one consider the next two Diophantine equations

Ej(z
−1)A(z−1)∆ + z−1Fj(z

−1) = 1, (2.23)

Ej(z
−1)B(z−1) = Gj(z

−1) + z−1Hj(z
−1) (2.24)
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whose solutions are the following polynomials:

Ej(z
−1) = e0

j + e1
jz−1 + ...+ ej−1

jz−(j−1), (2.25)

Fj(z
−1) = f0

j + f1
jz−1 + ...+ fna

jz−na , (2.26)

Gj(z
−1) = g0 + g1z

−1 + ...+ gj−1z
−(j−1), (2.27)

Hj(z
−1) = h0

j + h1
jz−1 + ...+ hnb−1

jz−(nb−1), (2.28)

for j = 1, ..., N . The �rst Diophantine equation (2.23) is used for obtaining the predic-

tion output, whereas the second one (2.24) distinguishes future and past control values.

By multiplying the both sides of eq. (2.19) with Ej(z
−1)∆ and by substituting

eqs. (2.23) and (2.24) in the obtained result, the variable de�ned by eq. (2.14) can be

rewritten as

gk+j = C(z−1)[Fj(z
−1)yk +Gj(z

−1)∆uk+j−1 +Hj(z
−1)∆uk−1]

− C(z−1)rk+j +Q(z−1)∆uk−1 (2.29)

for j = 1, ..., N , or in more compact form as

g = C(z−1)F(z−1)yk + Gû− C(z−1)r + [C(z−1)H(z−1) + Q(z−1)]∆uk−1 (2.30)

where:

F(z−1) = [F1(z
−1) · · · ]FN(z−1)]T , (2.31)

Q(z−1) = Q(z−1)̂I, Î = [1 · · · 1]T , (2.32)

H(z−1) = [H1(z
−1) · · · ]HN(z−1)]T , (2.33)

û = [∆ûk · · ·∆ûk+N−1]T , (2.34)

r = [rk+1 · · · rk+N ]T , (2.35)

G =


g0 0 0 . . . 0

g1 g0 0 . . . 0
...

...
...

...
...

gN−1 gN−2 gN−3 . . . g0

 . (2.36)

The next step is to minimize the cost function represented by eq. (2.20) with respect to

the control û, taking into account eq. (2.30), which gives the following control vector

û = − (GTG + λI)−1GT{C(z−1)F(z−1)yk − C(z−1)r

+ [C(z−1)H(z−1) + Q(z−1)]∆uk−1}. (2.37)

GPC algorithm is now given by the �rst row of eq. (2.37):

∆ûk = −m1{C(z−1)F(z−1)yk − C(z−1)r + [C(z−1)H(z−1) + Q(z−1)]∆uk−1} (2.38)
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2. Background theory

where

M = (GTG + λI)−1GT = [m1 m2 · · · mN ]T , (2.39)

and can be represented by

∆uk
GPC = −Φ−1(z−1)(Υ(z−1)yk −Ψ(z−1)rk+N), (2.40)

with

Φ(z−1) = C(z−1) + m1z
−1[C(z−1)H(z−1) + Q(z−1)], (2.41)

Υ(z−1) = m1C(z−1)F(z−1), (2.42)

Ψ(z−1)rk+N = m1C(z−1)r. (2.43)

Substituting eq. (2.40) in eq. (2.19) yields the closed-loop system transfer function

described by

yk+1 =
B(z−1)Ψ(z−1)

Φ(z−1)A(z−1)∆ +B(z−1)Υ(z−1)z−1
rk+N . (2.44)

As one can see, by the proper choice of the polynomials C(z−1) and Q(z−1), the desired

closed-loop dynamics can be obtained. Moreover, the polynomials C(z−1) and Q(z−1)

can be calculated uniquely from

Φ(z−1)A(z−1)∆ + z−1B(z−1)Υ(z−1) = PCL(z−1) (2.45)

if nc = na + 1 and nq = nc + nb − 1, where PCL(z−1) is the polynomial obtained by

assigning the desired closed-loop poles. Furthermore, the tracking error disappears if

Υ(1) = Ψ(1) [33].

2.2.3 General MPC calculations

General algorithm for calculation of MPC is given by the next steps:

� Specify prediction and control horizons, Np and Nc, respectively.

� De�ne an optimization problem using appropriate form of an objective function

J .

� De�ne the set-point or the reference trajectory, r.

� Measure (or estimate) the states xk (or x0 when k = 0).

� Make the predictions over the prediction horizon Np.

� Calculate the predicted output trajectory u by minimizing the objective function

over the control horizon Nc, and apply the �rst one to the plant.

� Repeat the last three steps at every next time instant.
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2.2. Model Predictive Control (MPC)

Let one consider the linear, discrete-time system described by a state-space model

described by eq. (2.7) and assume that the state xk can be measured and is available to

the controller at each sampling instant k ≥ 0. For ease of the presentation it is assumed

that SISO systems are used, but all following methods can be applied to multiple-input

multiple-output (MIMO) systems as well.

For the unconstrained case, the predictive model of the system described by eq. (2.7)

can be represented as

x =


A

A2

...

ANp

xk +


B

AB
...∑Np

i=0A
iB

uk−1 +


B · · · 0

AB +B · · · 0
... . . . ...∑Np−1

i=0 AiB · · ·
∑Np−Nc

i=0 AiB

u (2.46)

where the predicted control trajectory is de�ned as

u = [uk uk+1 · · · uk+Nc ]
T , (2.47)

and the predicted state trajectory is

x = [xk+1 xk+2 · · · xk+Np−1]
T . (2.48)

Using this concept, the vector of the future output of the system

y = [yk+1 yk+2 · · · yk+Np ]T (2.49)

can be calculated by

y = Fxk + Ψuk−1 + Φu (2.50)

where

F =


CA

CA2

...

CANp

 ; Ψ =


CB

CAB
...∑Np

i=0CA
iB

 ; (2.51)

Φ =


CB · · · 0

C(AB +B) · · · 0
... . . . ...∑Np−1

i=0 CAiB · · ·
∑Np−Nc

i=0 CAiB

 . (2.52)
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The general form of the objective function, where the aim is that the system output

follows the reference, and the control is penalized to reduce the big changes of the

manipulated variable, can be chosen as

J =

Np∑
j=0

(yk+j − rk+j)TQ(yk+j − rk+j) +
Nc∑
j=1

(uk+j − uk+j−1)TR(uk+j − uk+j−1), (2.53)

where Q, R are positive de�nite matrices. If the vector of the future referent trajectory

is described by

r = [r(k + 1) r(k + 2) · · · r(k +Np)]
T , (2.54)

minimizing the cost function represented by eq. (2.53) gives the control action in a form

of

u = (ΦT Q̄Φ + R̄)−1ΦT (r− Fxk −Ψuk−1), (2.55)

where

Q̄ =


Q 0 · · · 0 0

0 Q
. . . ... 0

...
... . . . Q 0

0 0 · · · 0 S

 ; R̄ =


R 0 · · · 0 0

0 R
. . . ... 0

...
... . . . R 0

0 0 · · · 0 R

 . (2.56)

The �rst element, for SISO, or the �rst nu rows for MIMO systems, of the control u

given by

uk = m1(r− Fxk −Ψuk−1) (2.57)

is applied to the process, and m1 is the �rst row of the matrix (ΦT Q̄Φ + R̄)−1ΦT .

An incremental state-space model can be derived from eq. (2.7) as well. The design

is based on the computation of the future control increments

∆uk+j, j = 1, Nc − 1,

which means that the model for the design of the controller is embedded with an in-

tegrator as in [28]. By de�ning ∆xk = xk − xk−1 and ∆uk = uk − uk−1, a new state

variable vector can be formulated by

xk
aug = [∆xk yk]

T . (2.58)

The augmented model is now obtained in the form

xk+1
aug = Aaugxk

aug +Baug∆uk

yk
aug = Caugxk

aug (2.59)

where

Aaug =

 A 0T

CA 1

 ; Baug =

 B

BC

 ; Caug =
[
0 1

]
. (2.60)
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2.2. Model Predictive Control (MPC)

Vector 0 is the vector with zeros of appropriate dimension. For the notation simplic-

ity, Aaug, Baug, Caug, xkaug and ykaug will be denoted as A, B, C, xk and yk, respectively.

The predicted control trajectory is de�ned by

∆u = [∆uk ∆uk+1 · · · ∆uk+Nc−1] (2.61)

then, the predicted, augmented state vector x = [xk+1 xk+2 · · · xk+Np ]T can be

calculated using augmented system matrices described by eq. (2.60) as follows

xk+1 = Axk +B∆uk (2.62)

xk+2 = A2xk + AB∆uk +B∆uk+1

...

xk+Np = ANpxk + ANp−1B∆uk + · · ·+ ANp−Nc−1B∆uk+Nc−1.

Eqs. (2.62) can be rewritten in a form

x = F̃ xk + Φ̃∆u (2.63)

where

F̃ =


A

A2

...

ANp

 ; Φ̃ =


B 0 0 · · · 0

AB B 0 · · · 0
...

...
... · · · 0

ANp−1B ANp−2B ANp−3B · · · ANp−Nc−1B

 . (2.64)

The predicted output of the system can be calculated as well by

y = Cx = Fxk + Φ∆u. (2.65)

The cost function can be chosen as

J = (r− y)T Q̄(r− y) + ∆uT R̄∆u (2.66)

where Q̄ and R̄ are de�ned by eq. (2.56) and r is a future set-point vector de�ned by

eq. (2.54). Substituting eq. (2.65) into eq. (2.66) the cost function J has a following

form

J = (r− Fxk)
T Q̄(r− Fxk)− 2∆uTΦT Q̄(r− Fxk) + ∆uT (ΦT Q̄Φ + R̄)∆u (2.67)

and by its minimization, the optimal control increment sequence is calculated from

∆u = (ΦT Q̄Φ + R̄)−1ΦT (r− Fxk), (2.68)

and once again, only the �rst control increment ∆uk from eq. (2.68) is applied to the

process in a form

uk = uk−1 + ∆uk. (2.69)
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Constrained control problem for state-space models

The previous optimization problems are formulated without introducing the constraints

in the calculations of the optimal control actions. When constraints are present, the

optimization problem in MPC can be formulated as a QP problem in the standard form

min
θ

1

2
θTHθ + hT θ (2.70)

subject to

Lθ ≤ b (2.71)

where the structure and size of the appropriate vectors and matrices depends on the

used formulation. The matrix H is the Hessian matrix1 that has to be positive de�nite.

The linear part of the objective function is de�ned by the vector h whereas the matrix

L and the vector b represent the linear constraints. Only the formulation for the state-

space model with embedded integrator will be presented, but the similar approach is

applicable to the other formulations presented in this thesis.

The constrained MPC problem can be de�ned by the following inequalities

u ≤ uk ≤ ū

∆u ≤ ∆uk ≤ ∆ū (2.72)

y ≤ yk ≤ ȳ

If the cost function for the predictive model described by eq. (2.63) is de�ned by eq.

(2.66), penalizing the deviation of the predicted output y from the reference signal r,

and the predicted increment of the control signal ∆u, then the constraints de�ned by

eq. (2.72) can be expressed in term of the parameter vector ∆u as follows. The control

signal constraints can be represented as

U ≤ L1uk−1 + L2∆u ≤ Ū (2.73)

where U = [u u · · · u]T , Ū = [ū ū · · · ū]T are the vectors of size Nc− 1 and

L1 =


I

I
...

I

 ; L2 =


I 0 0 · · · 0

I I 0 · · · 0
...

...
... · · · 0

I I I · · · I

 (2.74)

1The Hessian matrix defines the quadratic term in the objective function, and is a symmetric matrix.

Positive definiteness means that all eigenvalues are positive - for a mono-variable optimization problem

this implies that the coefficient for the quadratic term in the objective function is positive.
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2.2. Model Predictive Control (MPC)

of appropriate dimensions. In a standard QP formulation the constraints described by

eq. (2.73) are represented as L2

−L2

∆u ≤

 Ū − L1uk−1

−U + L1uk−1

 . (2.75)

The increment of control signal constraints can be rewritten as

∆U ≤ ∆u ≤ ∆Ū (2.76)

or in a standard QP form  I

−I

∆u ≤

∆Ū

∆U

 (2.77)

where ∆U = [∆u ∆u · · · ∆u]T , ∆Ū = [∆ū ∆ū · · · ∆ū]T are of the same

dimensions as vector ∆u. The output constraints can be also be expressed in terms of

the control increment signal ∆u, regarding the predictive output vector de�ned by eq.

(2.65) by

Y ≤ Fxk + Φ∆u ≤ Ȳ . (2.78)

The form of standard QP problem formulation is then represented with Φ

−Φ

∆u ≤

 Ȳ − Fxk

−Y + Fxk

 (2.79)

Finally, the constrained MPC problem as a standard QP formulation is de�ned by

H = ΦT Q̄Φ + R̄ (2.80)

hT = (r− xkF)T Q̄Φ (2.81)

and the linear constraints matrices are

L =



L2

−L2

I

−I

Φ

−Φ


; b =



Ū − L1uk−1

−U + L1uk−1

∆Ū

∆U

Ȳ − Fxk

−Y + Fxk


. (2.82)
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2.2.4 MPC based on orthogonal basis functions

Another modi�cation of the known MPC design procedures is orthogonal functions based

representation of the input signal. The purpose of introducing orthogonal basis functions

in the de�nition of the input signal is to be able to handle a long control horizon while

having an optimization problem of modest size. The formulation used in this thesis uses

Laguerre polynomials for the design of the MPC based on orthogonal basis functions.

Reducing the degrees of freedom in the optimization reduces the computational load,

caused by a very large number of parameters for on-line solving of the optimization

problem, which provides the controller with the ability to handle both slow and fast(er)

dynamics with a low number of decision variables. One of the Laguerre functions based

realization is described in [28,34].

The assumption, which justi�es the use of Laguerre networks, is that the control

increment performs like impulse response of a stable system. This means that it could

be expressed by a Laguerre impulse response model. A good property of using this class

of functions within the MPC framework is that there are only two tuning parameters

which are independent of the sampling time T , and the closed-loop tuning is not much

of an issue.

The method, presented in [28], shows the procedure for calculation of control incre-

ment ∆u using a set of discrete-time Laguerre networks de�ned by

Li(z) =

√
(1− a)2

1− az−1
[ z−1 − a

1− az−1
]i−1

, (2.83)

where a represents the pole of the discrete-time Laguerre network, 0 ≤ a < 1, and

i = 1, . . . , N , where N denotes the number of Laguerre network terms.

The future control increment ∆uk+j is de�ned using the parameters of the discrete-

time Laguerre function as follows

∆uk+j =
N∑
i=1

cili(j); j = 0, · · · , Np, (2.84)

where ci are the coe�cients to be determined by the optimization problem and li is

a function obtained using inverse z-transform of the discrete-time Laguerre network

term Li. The set of Laguerre functions described by eq. (2.83), can be represented by

di�erence equation in a following form

Lk+1 = ΩLk (2.85)
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2.2. Model Predictive Control (MPC)

where

Lk = [l1(k) l2(k) · · · lN(k)] (2.86)

Ω =



a 0 · · · 0

a2 − 1 a · · · 0

a(a2 − 1) a2 − 1 · · · 0
...

... . . . ...

aN−2(a2 − 1) aN−3(a2 − 1) · · · a


(2.87)

with initial condition

L0
T =

√
(1− a2)[1 a a2 · · · aN−1]. (2.88)

Eq. (2.84) now can be represented in a vector form

∆uk+j = LTj η (2.89)

where η = [c1 c2 · · · cN ]. Thus, computation of the optimal control input is ob-

tained by minimization of the cost function in a form de�ned by eq. (2.66). Because

the increment of the control action is parameterized in terms of η, the coe�cient vector

η is going to be calculated by solving the MPC optimization problem.

Using Laguerre functions, the future state at sample instant j can be calculated as

xk+j = Ajxk +

j−1∑
i=0

Aj−i−1BLi
Tη, (2.90)

as well as the future output

yk+j = CAjxk +

j−1∑
i=0

CAj−i−1BLi
Tη. (2.91)

It is obvious that obtaining the optimal control move is done by the optimization of the

cost function over the coe�cient vector of the Laguerre functions η. Hence, the new

cost function is formulated as

J =

Np∑
j=1

xk+j
TQxk+j + ηRη (2.92)

where weighting matrices Q ≥ 0 is chosen as Q = CTC, and R ≥ 0 have the dimen-

sions equal to η. Substituting eq. (2.90) into eq. (2.92), and minimizing over η, the

unconstrained optimal solution of Laguerre functions coe�cients are computed as

η = −

(
Np∑
j=1

φiQφi
T +R

)−1( Np∑
j=1

φiQA
j

)
xk, (2.93)
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where

φi =

j−1∑
i=0

CAj−i−1BLi
T . (2.94)

When η is calculated using eq. (2.93), control increment ∆uk is then obtained from

eq. (2.89), and applied control action is computed by

uk = uk−1 + ∆uk. (2.95)

Constrained control problem for MPC based on Laguerre functions

If the cost function is represented by eq. (2.92), the future control increment constraints,

in terms of Laguerre coe�cients vector η, can be expressed as

∆U ≤


Li1

T 02
T · · · 0m

T

01
T Li2

T · · · 0m
T

...
... . . . ...

01
T 02

T · · · Lim
T

 η ≤ ∆U (2.96)

The constraints on the future control signal vector, de�ned using Laguerre coe�cient

vector η can be represented by

U ≤



∑i−1
j=0 Lj1

T 02
T · · · 0m

T

01
T

∑i−1
j=0 Lj2

T · · · 0m
T

...
... . . . ...

01
T 02

T · · ·
∑i−1

j=0 Ljm
T

 η ≤ U (2.97)

Finally, the vector of future outputs in terms of η, using eq. (2.94) can be transformed

as

yk+j = CAjxk + φiη. (2.98)

and the constraints are de�ned as

Y ≤


CA

CA2

...

CAm

xk +


φi1 0 · · · 0

0 φi2 · · · 0
...

... . . . ...

0 0 · · · φim

 η ≤ Y (2.99)
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If the matrices from eqs. (2.97), (2.96) and (2.99) are denoted as

M1 =


Li1

T 02
T · · · 0m

T

01
T Li2

T · · · 0m
T

...
... . . . ...

01
T 02

T · · · Lim
T

 , M2 =



∑i−1
j=0 Lj1

T 02
T · · · 0m

T

01
T

∑i−1
j=0 Lj2

T · · · 0m
T

...
... . . . ...

01
T 02

T · · ·
∑i−1

j=0 Ljm
T

 ;

Φ̃ =


φi1 0 · · · 0

0 φi2 · · · 0
...

... . . . ...

0 0 · · · φim

 ,

then the standard QP formulation for the MPC problem based on Laguerre functions

as in eq. (2.70) subject to constraints de�ned by eq. (2.71) can be formulated as

H = Φ̃T Q̄Φ̃ + R̄, (2.100)

hT = Φ̃T Q̄Aj (2.101)

subject to constraints

L =



M1

−M1

M2

−M2

Φ̃

−Φ̃


; b =



∆Ū

−∆U

Ū

−U

Ȳ − Fxk

−Y + Fxk


. (2.102)

2.2.5 Stability of MPC

Stability of MPC is not always guaranteed, especially for reason of using constrained,

�nite-horizon optimal control principle. The typical way of establishing closed-loop sta-

bility is introducing terminal state xNp together with designing a 'hypothetical' state-

feedback controller. This controller is usually discrete-time linear quadratic (LQ) con-

troller Klq with already de�ned Q and R weighting matrices that are used in the MPC

formulation. It should be able to keep the state xNp within a set inside which all state

and input constraints are inactive for all i > Np. This set is called the maximal output

admissible set (MOAS), denoted by O∞, whose properties and the algorithm for its

determination are presented in [35].
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Design of the stabilizing state feedback controller Klq, together with calculation of

a stable weight on the terminal state, S, can be done by solving the Riccati equation.

The obtained results are the terminal weight S calculated by

S = ATSA+Q− ATSB(R +BTSB)−1BTSA (2.103)

and the corresponding controller given by

Klq = −(BTSB +R)−1BTSA. (2.104)

This controller, with the MOAS de�ned for it, will provide closed-loop stability and

assure that constraints are not violated over the in�nite horizon, is de�ned by

∆uk+Np = −Klqxk+Np (2.105)

Adding the terminal weight S to the objective function, and adding the MOAS as a

terminal set will ensure stability of the MPC. Note that the terminal controller Klq is

never (explicitly) used, since the MPC is formulated to be equivalent to Klq when no

constraints are active.

2.2.6 Tube Model Predictive Control

A popular approach among such MPC formulations that trade o� performance against

online calculation requirements is the so-called Tube MPC [1, 23]. The applied control

signal consist of two components: the auxiliary controller which is used to suppress

disturbances and uncertainties, and a standard MPC which is applied on a nominal

model of the system to be controlled.

Let one consider the plant to be controlled is described by

xk+1 = Axk +Buk + Ewk (2.106)

yk = Cxk (2.107)

where the state x, the input u and the output y are de�ned as in eq. (2.7), and w ∈ Rn
w

is a bounded disturbance. Constraints on the state and input trajectories are de�ned

by

Fx ≤ f

Γu ≤ γ (2.108)

or in a compact form

(xk, uk) ∈ Z (2.109)
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It is assumed that sets W and Z are polyhedral, bounded, of full dimension and contain

the origin in their interior. The nominal model of the plant de�ned by eq. (2.106) can

be obtained by eliminating the disturbance. The nominal dynamics is given as

zk+1 = Azk +Bvk (2.110)

where z and v are the nominal state and nominal input, respectively. If the vector of

the future inputs is calculated for the nominal plant, then the predicted nominal state

trajectory (starting from x) can be obtained by the recursion

zk+1 = Azk +Bvk; z0 = x. (2.111)

If the real plant is disturbed, the true state will di�er from the nominal state trajectory,

causing a deviation, ek = xk − zk. To cope with this issue, the auxiliary controller can

be added. It will force the trajectory to lie as close as possible to the nominal one by

choosing the control action expressed as

uk = vk +Kek. (2.112)

Using eqs. (2.106), (2.110) and (2.112), the dynamics of the error signal is obtained as

ek+1 = AKek + wk; AK = A+BK. (2.113)

The feedback control gain K is chosen such that AK is Hurwitz, so the evolution of error

is bounded and always is in a Robust Positively Invariant (RPI) set φK [23]. The set

φK is called an RPI set for the system (2.113) if AKφK ⊕W ⊆ φK [36, 37].

Regarding to this de�nition of the RPI set, the tube of trajectories can be represented

as the set of possible trajectories of the disturbed system de�ned by eq. (2.106) and

controlled by eq. (2.112). This set is de�ned by xk ∈ zk ⊕ φK for any value of the

disturbance wk. Then, the trajectories and inputs satisfy

(xk, vk +K(xk − zk)) ∈ Z (2.114)

for any value of the disturbance wk ∈ Rn
w as well. It means that using tighter constraints

for the nominal system will provide robustly admissible evolution of the disturbed system

[38].

The nominal optimal control problem is solved by the procedure described in section

2.2.3. The gain K, of the auxiliary controller, is very important because it a�ects

the closed-loop system dynamics when the disturbance is present. There are di�erent

procedures for computation of the gain K, and some of them can be found in [38,39].

The objective in this section has been to give an introduction to TMPC, and therefore

the most basic formulation has been presented. However, various di�erent forms of the

auxiliary controller and its design are possible. This thesis proposes a new method for

designing the auxiliary controller. The full details of this design are given in Chapter 4

for a traditional MPC, and in Chapter 5 for MPC based on Laguerre functions.
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2.3 Sliding Mode Control (SMC)

As it is already mentioned, one of the main issues of modern control theory is a control in

the presence of uncertainties. Uncertainty in the controlled system is usually caused by

di�erences between the actual plant and its mathematical model dynamics used for the

design of the controller. The most common di�erences are unknown plant parameters

and external disturbances. Providing the desired closed-loop system performance in such

a case is a very challenging problem, and it had led to huge research interest for �nding

robust control laws and methods that will solve this problem. SMC, as a particular kind

of Variable Structure System (VSS), is one approach to robust controller design.

Dynamical systems, whose structure changes depending on the state in which the

system is currently located, are called VSS. They can be considered as systems consist-

ing of independent control structures and switching logic, whose control is formed as a

discontinuous function of the state. Due to the use of switching control, the dynamic

behaviour of the VSS is de�ned by the dynamics of its structures, which enables the

combination of the useful properties of each of the structures at the expense of addi-

tional complexity of the controller. A VSS may even have new features that are not

present in any one of its structures. For example, an asymptotically stable Variable

Structure Control Systems (VSCS) can consist of structures that are not individually

asymptotically stable.

SMC is based on de�nition of a properly designed function, named the switching

function. When the value of this function becomes equal to zero, it de�nes the sliding

manifold. The idea of SMC is to bring the system trajectory to the de�ned manifold, and

to keep the trajectory on the manifold thereafter using the properly designed controller.

The dynamics on the sliding manifold need to be stable. A brief history of development

of this method, as well as the SMC design technique, will be described in the sequel.

2.3.1 A brief history of SMC

The history of Variable Structure Control (VSC) originated in early 60's, and Russian

scientist Emelyanov was a pioneer in this area of automatic control systems [40]. From

that time, the theory of VSC has been applied to many di�erent types of automatic

control for both SISO and MIMO systems. Until the 1980's, very few papers were

published in the �eld of discrete-time VSC where the discrete-time implementation of

the switching function and the hardware realisation of the continuous-time VSCS with

the help of digital electronic circuits were considered. Around the same time, interest

of researchers for this area of automatic control increased resulting in many published

papers [41�45]. In [44], the term of zigzag motion was introduced, which later became
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known as the chattering phenomenon. In discrete-time, VSC often forces the system

state to stay within the vicinity of sliding manifold rather than exactly on it, resulting

in so-called quasi-sliding mode (qSM) [45] or pseudo-sliding mode (pSM) in [46�48].

The necessary and su�cient conditions for the existence of qSM were analysed in

[49�52], while discrete-time equivalent control2, Lyapunov stability and discrete-time

sliding mode were initially introduced and later elaborated and exploited in many papers

[53�56]. In the 90's, discrete-time equivalent control, combined with triple relay control,

was used to ensure the system moves in the prede�ned region [55]. Based on the so-

called reaching law method for continuous-time systems, a new approach was developed

for the design of discrete-time qSM control, which does not only de�ne the dynamics

of the system in the qSM but also de�nes a reaching phase [56]. The design of some

adaptive methods within discrete-time SMC shows that an ideal sliding motion could

be achieved if appropriate parameters are used [57]. The control algorithm considered

in [58,59] is inspired by the Gao's chattering-free reaching law method [56]. Chattering

does not exist in the case of a nominal plant if the so-called continuous-time chattering

free SMC with discrete-time signal processing is applied [60]. Another posibility for

elimination of chattering is using higher-order SMC [61, 62]. Since discrete-time quasi

Sliding Mode Control (qSMC) does not guarantee the invariance of the system to the

e�ects of external disturbance, to increase robustness, it is necessary to introduce a

disturbance estimator. The most commonly used type of estimator is the so-called one-

step-delayed estimator [63�65], whose use leads to the increase in the system accuracy.

VSCS are quite interesting because of their simple implementation.

There are many papers where VSC systems are analysed, and the surveys are given

in [65�71]. Herein, only the linear, discrete-time SMC will be considered, but the next

section will present the continuous-time SMC terminology for better understanding of

the SMC methodology.

2.3.2 Continuous-time SMC

Consider the following linear, continuous-time system described by

ẋ(t) = Acx(t) +Bcu(t) (2.115)

where x(t) ∈ Rnx is a state vector, u(t) ∈ Rnu is a control input vector, and Ac and Bc

are the continuous-time system matrices. As it is earlier mentioned, there are minimum

two diferent structures de�ned in VSCS. All such structures are determined by the

sign of the vector g(x(t)), representing the switching surfaces de�ned by the switching

2The term equivalent control will be explained in the next section in detail.
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functions

g(x(t)) = Kx(t) (2.116)

and

g(x(t)) = 0 (2.117)

de�nes a so-called sliding surface. Let x(0) = x(t0) represents the initial state of the

system at time t0. If for any x(0), located at the switching surface g(x(t0)), all the

states of the system are always placed on that surface for t > t0, then the trajectory x(t)

describes the sliding mode motion of the system de�ned by eq. (2.115). This means that

the system states move towards the switching surface described by eq. (2.116) whenever

they are not on it. Then, once they reach the switching surface, they slide along it, and

this surface is called a sliding surface, represented by eq. (2.117). Fig. 2.2 shows the

sliding mode motion of a 2nd order system.

As it is already mentioned, the properties of SMC are di�erent for each of three parts

of the system motion. The �rst one is reaching mode, the second one is sliding mode,

and the last one is steady-state. In order to determine the condition for moving the

system states towards, and for falling onto the sliding surface, the reaching conditions

should be de�ned.

SMC design procedure consists of:

� the design of switching function g(x(t)) which provides design of the sliding surface

as in eq. (2.117) de�ning the desired system dynamics together with

� the design of the control law

u(t) =

 u+ for g(x(t)) > 0

u− for g(x(t)) ≤ 0
(2.118)

Figure 2.2: 2nd order system sliding mode motion
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which drives the state x(t) to the sliding surface in a �nite time, and provide that

it stays on that surface afterwards.

The motion of the system in sliding mode can be obtained and analyzed by the equivalent

control method [72,73], de�ned from the idea that the trajectories of the system remains

on the sliding surface described by eq. (2.117) after they reach it. That motion is de�ned

by

ġ(x(t)) =
∂g(x(t))

∂x(t)
Acx(t) +

∂g(x(t))

∂x(t)
Bcu(t) = 0. (2.119)

From eq. (2.119), the equivalent control is calculated by

u(t)eqc = −

(
∂g(x(t))

∂x(t)
Bc

)−1
∂g(x(t))

∂x(t)
Acx(t) (2.120)

and for a linear time-invariant systems is given by

u(t)eqc = −
(
KBc

)−1
KAcx(t). (2.121)

Substituting eq. (2.121) in eq. (2.115) gives the dynamic of the system in sliding mode

as

ẋ(t)eqc =
[
I −Bc

(
KBc

)−1
K
]
Acx(t)eqc. (2.122)

SMC can be realized by di�erent switching schemes which have the switching function

of prede�ned order [72,73], the switching function of free order [74], or eventual switching

scheme based on a Lyapunov function candidate. When the sliding manifold and sliding

motion are de�ned, one can design the control as

u = u(t)eqc + u(t)d (2.123)

where

u(t)d = −λsgn(g(x(t))), λ > 0 (2.124)

provides that trajectory reach the switching manifold. If Lypaunov function candidate

has the form

V (x(t)) =
1

2
g(x(t))2 (2.125)

the reaching and existence conditions of sliding mode are given by V̇ (x(t)) < 0, i.e.

g(x(t)ġ(x(t)) < 0 (2.126)

Evaluating the time derivative of V (x(t)) for the system de�ned by eq. (2.115) gives

V̇ (x(t)) = g(x(t))
(
Kẋ(t)

)
= g(x(t))

(
KAcx(t) +KBcu(t)

)
= g(x(t))

(
KAcx(t) +KBc[u(t)eqc + u(t)d]

)
(2.127)

= g(x(t))
(
KAcx(t) +KBc[−(KBc)

−1KAcx(t)− λsgn(g(x(t)))]
)

= −g(x(t))KBcλsgn(g(x(t))) = −KBcλ|g(x(t)|
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Therefore, the reaching and existence conditions, de�ned by eq. (2.126), are obtained

using K > 0.

To ensure a �nite reaching time, the condition de�ned by eq. (2.126) is often replaced

by

g(x(t)ġ(x(t)) ≤ −µ|g(x(t))|, µ > 0. (2.128)

Thus, the �nite reaching time trt can be calculated from |g(x(t))− g(x(0))| ≤ −µt as

trt =
|g(x(0))|

µ
. (2.129)

The reaching mode is commonly a fast phase of the system motion, because the

state trajectories reach the sliding surface in a short period of time. The dynamics of

the system before the reaching method control approaches [66, 74] was described only

for the sliding mode as expressed by the reduced-order system model. To de�ne the

reaching phase, which describes the motion of the system before the sliding mode, this

law has to satisfy the conditions de�ned by eq. (2.126).

The ideal sliding mode does not exist and �nite switching time between the struc-

tures causes the undesirable excitation of high-frequency un-modelled dynamics of the

system. This oscillating motion is known as chattering (see Fig. 2.3) and can degrade

system response, as well as cause heavy heat losses in electric circuits, or fraying of the

mechanical parts of the system.

Among many methods for the suppression of the chattering phenomenon one can

use a continuous approximation instead of sgn(g(x(t))) function as

sat
(
g(x(t))

)
=


u+ for

g(x(t))

ε
≥ u+

u− for
g(x(t))

ε
≤ u−

g(x(t))

ε
for
∣∣∣g(x(t))

ε

∣∣∣ < u+

(2.130)

for a design of SMC [66,75�77]. This approach is called boundary layer control because

the switching function does not converge to zero but to close neighborhood de�ned

Figure 2.3: Chattering of the 2nd order system trajectory
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by an aditional parameter ε ≈ 0. In [78, 79] the boundary layer is replaced with a

sliding sector. Some algorithms uses second (or higher) order sliding mode to eliminate

chattering [80, 81] or by the integration of the relay component of the control [82].

Another method for chattering suppression is using of fuzzy sliding mode controllers as

in [83,84].

The next section presents key elements of discrete-time SMC.

2.3.3 Discrete-time SMC

Realisation of discrete-time SMC is very similar to the structure used in continuous-time

approach and can be achieved by partial or complete discretisation, which implies:

� discretization of the switching function gk = g(x(kT )), whereas the control signal

stays continuous, i.e. u = u(t);

� discretization of the control signal uk = u(kT ), whereas the switching function

stays continuous, e.i. g(t) = g(x(t));

� discretization of both switching function and control signal, i.e. gk = g(x(kT ))

and uk = u(kT ), respectively.

In this thesis, the latter will be used, i.e. complete discretization of both signals. The

discretization a�ects the characteristics of the discrete-time SMC in the following way.

Firstly, ideal sliding of the system states on the sliding surface is not possible due to the

non-zero sampling time, which provides di�erent control signal value for the di�erent

sample instants, and the constant value of the control signal between to subsequent

time instants [55]. This causes the trajectory to stay in a close neighbourhood of the

switching surface. The second feature is that the equivalent control cannot be precisely

de�ned so that the system trajectory stays on the sliding surface [85]. These two reasons

leads to the de�nition of so-called quasi-Sliding Mode (qSM) [56].

De�nition 1 The qSM is a motion that satis�es the following conditions:

� once the trajectory has crossed the switching surface gk the �rst time, it will cross

the surface again in every successive time instant, resulting in a zigzag motion

about the switching surface gk;

� the size of each successive zigzagging step is non-increasing, and the trajectory

stays within a speci�ed band.

This de�nition is too restrictive, since moving in a prede�ned area can also be

achieved without the successive crossing of the switching surface in each subsequent

step, which is of great importance in the practical reliance of discrete-time SMC, since

such a movement does not produce chattering. Therefore, the following de�nition seems

to better describe qSM.
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De�nition 2 [86]. qSM is motion in a prede�ned ∆ environment of the sliding sur-

face gk, such that once the trajectory of the system enters this area it never leaves, i.e.

it is always valid that |gk| ≤ ∆, where 2∆ denotes the width of this area around gk.

The motion in discrete-time SMC also consists of three phases: the reaching phase,

the qSM, and the steady state according to [56], i.e. the reaching phase, switching phase

and chattering phase according to [87]. All three ones are described by the following

de�nitions.

De�nition 3 Discrete-time VSCS is in the reaching phase if

sgn(gk+1) = sgn(gk), ∀k ∈ (0, %) (2.131)

and

|gk+1| < |gk| (2.132)

where % > 0 is a �nite number.

De�nition 4 Discrete-time VSS is in chattering phase if

sgn(gk+1) = −sgn(gk), ∀k. (2.133)

The existence condition for qSM can be proved using a Lyapunov function candidate

of the form

V (xk) = |gk|, (2.134)

and the result of the second Lyapunov method necessary and su�cient conditions for

existence of qSM, i.e.

|gk+1| < |gk| (2.135)

which is the same result given in eq. (2.132). Eq. (2.135) can be rewritten as in [50] as

(gk+1 − gk)sgn(gk) < 0, (2.136)

(gk+1 + gk)sgn(gk) ≥ 0. (2.137)

These inequalities show that trajectory of the system converges to the sliding surface

gk = 0, and stays in the area around the sliding surface, changing the side in the

every future time instant, which represents the qSM motion of the system. In this way

sliding conditions and convergence conditions are de�ned by eqs. (2.136) and (2.137),

respectively.

Let one consider the discrete-time state-space model of the nominal plant is de�ned

as

xk+1 = Axk +Buk, (2.138)

yk = Cxk (2.139)
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where

A = eAcT , B =

∫ T

0

eAcλBcdγ. (2.140)

Ac and Bc are the matrices of the continuous-time system described by eq. (2.115), and

it is assumed that (Ac, Bc) is controllable. This implies that (A,B) is also controllable

for all T .

As it is the case with continuous-time SMC, the design of discrete-time SMC consists

of two stages. The �rst one is choosing the appropriate switching function gk that de�nes

the system dynamics in SMC and then, design of the discrete-time SMC. The reaching

and existence of qSM have to be achieved.

The sliding surface can be de�ned as

gk = Kxk. (2.141)

The coe�cients matrix K is chosen to provide sliding mode on the sliding surface gk =

gk+1 for all k. The equivalent control of the system (2.138), using eq. (2.141) is obtained

by

gk = gk+1

gk = Kxk+1

gk = K(Axk −Bueqk ) (2.142)

From above, the equivalent control has the following form

ueqk = −(KB)−1(KAxk − gk). (2.143)

The discrete-time SMC law is then de�ned as

uk = ueqk + udk (2.144)

where udk is the discontinuous part of the control law. This part could be designed in

di�erent ways. Two of them are used within this thesis and the design procedures will

be presented in Chapters 4 - 6.

If the system is not represented by the state-space formulation, and only the input

and output signals could be measured, one of the techniques used is discrete-time SMC

based on GMVC were the model used for the design of the controller is de�end by eq.

(2.19).

One version of this approach introduces the SMC component into GMVC [88].

GMVC is used to replace the discrete-time equivalent control. This control method

suppresses chattering using a discrete-time integrator, which provides almost smooth
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control action. If the plant is represented by the input-output model described by eq.

(2.19), then this control law can be designed as

uk = −F (z−1)yk − C(z−1)rk+1 + udk
E(z−1)B(z−1) +Q(z−1)

(2.145)

where E(z−1) and F (z−1) are the solutions of the Diophantine equation

E(z−1)A(z−1) + z−1F (z−1) = C(z−1) (2.146)

and the switching function is de�ned by

gk+1 = C(z−1)(yk+1 − rk+1) +Q(z−1)uk (2.147)

which is equal to the variable de�ned by eq. (2.14) in GMVC. The polynomial C(z−1)

should be stable, i.e. roots should be inside the unit circle of the z-plane. In addition,

the polynomial Q(z−1) should meet the equality

Q(1) = 0 (2.148)

and rk+1 is the reference signal at time instant k+ 1. There are many di�erent forms of

SMC components that can be introduced within this framework. In [2], it is proposed

to use

udk =
αT

1− z−1
sgn(gk) (2.149)

Substituting eq. (2.145) into eq. (2.19), taking into account eqs. (2.146), (2.147) and

(2.149) yields in

gk+1 = gk − αT sgn(gk) (2.150)

An appropriate value for α is chosen by the conditions given in [2].

2.4 Combination of SMC and MPC

When confronted with the often diverse set of requirements of practical control problems,

it is a natural approach to try to combine the strengths of di�erent control algorithms.

This is also the underlying idea of this thesis, which studies the combination of two

advanced control algorithms, MPC and SMC. When uncertainty is present, whether in

the form of additive disturbances or model error, the design of MPC can be a challenge

because of the complexity of the resulting optimal control problem. A good candidate

for improving robustness properties of MPC is introducing SMC which have lower online

calculation requirements. Herein will be presented some of the results that represent

the starting points for the research presented in this thesis.
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For the case when TF models are used in the design of the controller, authors in [89]

have suggested the addition of an auxiliary input realized by combining GPC, described

in Section 2.2.2 of this thesis, and SMC components. They shoved that the proposed

controller improves the closed-loop response of the system, minimizes the size of the

control signal during the transient response, and adds extra tuning parameters for the

nonlinear part of the control. The SMC component provides robustness with respect

to parameter variations, and damping to the transient response. The calculation of

the future sliding surface values are obtained only using the past values of the control

without considering its future values.

Authors in [90] uses a similar idea, but with included future control movements for

more precise prediction of the sliding surface. The discontinuous part of the control is

simple and has fewer tuning parameters in comaprison to the one in [89]. It is used

to guide the system to the sliding surface. A continuous part is developed in GPC

manner, and it is used to keep the controlled variable close to the reference value. It is

also demonstrated that proper values of the tuning parameters provide stability of the

sliding mode predictive controller when it is applied to the non-minimum phase systems.

In [91,92] the algorithm proposed in [90] is applied for controlling a chemical process

and a solar air conditioning plant, which is a non-minimum phase, nonlinear systems

with time delay. The cost function is partially optimized with respect to only the pre-

dictive part of controller, while sliding mode control is not involved in the optimization

problem.

Unfortunately, all these approaches cannot deal with MIMO systems. This is one

of the main reasons why the state-space models are dominantly used for the design

of the MPC and SMC approaches. Two di�erent approaches in integrating discrete-

time SMC and MPC are proposed in [93]. The �rst one applies direct optimization

of a cost function criterion with respect to the equivalent control. The second control

method splits the controller into the equivalent control part, ensuring the system to stay

on sliding surface once reached, and the reaching control part that guides the system

towards the sliding surface. The cost function is optimized with respect to the latter

control term.

Hierarchical control schemes, consisting of a high level MPC and a low level SMC,

are considered in [94�97], where the SMC component rejects the matched disturbances

acting the plant, and reduces uncertainty for the MPC design in that way.
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Chapter 3

Sliding Mode based Generalized Pre-

dictive Control (SMGPC)

This chapter presents the combination of GPC and SMC techniques in order to improve

system robustness to parameter variations. A modi�cation of the SMC component of

the design in [89] is proposed to improve the system robustness. The minimum value

of the cost function for the perturbed systems is ensured by using the chattering free

SMC algorithm. The proposed control algorithm belongs to the group of chattering free

sliding mode control laws, and it provides the minimum value of the cost function in

the presence of parameter perturbations. Digital simulation results are given to verify

the sliding mode based generalized predictive controller.

The chapter is organized as follows. In section 3.1, the control problem is introduced.

Sliding Mode based GPC (SMGPC) is presented in section 3.2. The existence condition

of Sliding Mode (SM) is thoroughly discussed herein. Section 3.3 presents the results

of digital simulation of the system with the proposed control algorithm. Section 3.4

contains some concluding remarks.

3.1 Problem statement

The discrete-time model is considered, with the form as in eq. (2.19)

A(z−1)yk = z−1B(z−1)uk, (3.1)

with

A(z−1) = 1 + a1z
−1 + ...+ anaz

−na , (3.2)

B(z−1) = b0 + b1z
−1 + ...+ bnb

z−nb (3.3)

where z−1 denotes the unit delay operator, uk and yk are the input and the output of

plant, na and nb are the degrees of the polynomials A(z−1) and b(z−1), respectively. It
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is assumed that the control input uk is bounded, i.e. |uk| ≤ Ū and Ū = cons, which

typically holds in practical implementations, due to saturation nonlinearities existing in

real plants.

The goal of design is to �nd the control law which will minimize the cost function:

J = gTg + ûTλû (3.4)

where λ is a control weighting constant and:

g = [gk+1 · · · gk+N ]T (3.5)

û = [∆ûk · · · ∆ûk+N−1] (3.6)

with N denoting prediction horizon, ∆ = 1− z−1 denoting the di�erence operator, and:

gk+j = C(z−1)(yk+j − rk+j) +Q(z−1)∆uk−1 (3.7)

representing the variable whose minimum value ensures the good system tracking of the

reference input rk i.e. in the ideal case the zero value of the tracking error:

ek = yk − rk. (3.8)

The polynomials C(z−1) and Q(z−1) are given by:

C(z−1) = c0 + c1z
−1 + ...+ cncz

−nc , (3.9)

Q(z−1) = q0 + q1z
−1 + ...+ qnqz

−nq , (3.10)

having the degrees nc and nq, respectively, and should be selected to assign the desired

closed-loop systems dynamics. The variable ûk is obtained from the control input as:

ûk = C(z−1)uk. (3.11)

3.2 Sliding Mode based Generalized Predictive Con-

trol Design

The basic idea of existing GPC strategies with SM is to use GPC as a replacement for

the so-called equivalent control in VSS with SM [72, 98]. The basic GPC method and

design procedure are represented in subsection 2.2.2 and this section will describe how

to design the SMGPC.

If the switching function of the SMC is de�ned as

ĝk+1 = Υ(z−1)yk −Ψ(z−1)rk+N , (3.12)
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3.2. Sliding Mode based Generalized Predictive Control Design

note that

ĝk+1 = 0 (3.13)

de�nes the sliding surface in our case, and:

gk+1 = ĝk+1 + Φ(z−1)∆uk. (3.14)

Matrices Υ(z−1),Ψ(z−1),Φ(z−1) are de�ned as in Section 2.2.2.

The control law will be found next, and will establish the sliding motion in the

vicinity of (3.13) and provide gk+1 = 0 at the same time. This sliding mode based

control algorithm can be expressed now in the following form

∆uk = −Φ−1(z−1){Υ(z−1)yk −Ψ(z−1)rk+N − ĝk + min(|ĝk|, α)sgn(ĝk)}. (3.15)

Theorem 3.2.1. The system (3.1) with the control law (3.15) guarantees gk+1 = 0 and

vanishing of the tracking error if

α > 3Λ = max |Φ(z−1)∆uk−1|. (3.16)

Proof. As the input signal is bounded by assumption, there is a constant α always

satisfying (3.16). Substituting eq. (3.15) into eq. (3.14), taking into account eq. (3.12),

yields:

gk+1 = ĝk+1 −min(|ĝk|, α)sgn(ĝk), (3.17)

i.e.

gk+1 = gk −min(|ĝk|, α)sgn(ĝk)− Φ(z−1)∆uk. (3.18)

Suppose that gk > 0, ĝk > 0 and ĝk > α. Then, gk converges to the domain:∑
= {gk : |gk| < α + Λ} (3.19)

and enters it at k = K0 determined by:

K0 = int((|g0| − α− Λ)/(α− Λ)) + 1, (3.20)

where g0 denotes the initial value of eq. (3.14). Let gk = α + Λ , then ĝk could be still

greater than α, but in the next step ĝk+1 < 3Λ < α. It means that immediately after

the entrance in the domain defined by eq. (3.19), ĝk < α and eq. (3.18) become

gk+1 = gk − ĝk − Φ(z−1)∆uk−1 = 0. (3.21)

Assume that ĝk > 0 and gk < 0. In that case, Φ(z−1)∆uk−1 is negative and

ĝk = |Φ(z−1)∆uk−1| < α (3.22)

so (3.21) occurs. The proof is similar for gk < 0.
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Corollary 2.1. The control law, de�ned by eqs. (3.15) and (3.16), ensures the

existence of a quasi-sliding mode in eq. (3.1) in the vicinity of sliding surface ĝk+1 = 0.

Proof. The implementation of eq. (3.15) into eq. (3.14) gives

ĝk+1 = ĝk −min(|ĝk|, α)sgn(ĝk)− Φ(z−1)∆uk. (3.23)

If α is selected in accordance with eq. (3.16), ĝk reaches the domain de�ned by eq.

(3.19) with ĝ0 representing the initial value of eq. (3.12). In eq. (3.18) ĝk < α, so

ĝk+1 = −Φ(z−1)∆uk and

ĝk+1 < Λ (3.24)

for every value of k.

Corollary 1 presents the results of the chattering-free discrete-time SMC [59], ob-

tained by the discretization process of the well-known chattering-free power rate reach-

ing law method [74]. In this chapter, a similar chattering-free control law is obtained,

trying to ensure gk+1 = 0 by using the switching function ĝk of SMC, de�ned by eq.

(3.12).

3.3 Digital simulation results

In order to verify the proposed sliding mode based generalized predictive controller,

digital simulations are performed by using the Van der Vusse reactor as a plant. This

chemical process is very often utilized as a benchmark problem for desiging process

control algorithms. The example and the parameter values of the reactor are taken

from [89] and [99]. The normalized model of process is given by:

ẋ1 = −50x1 − 10x1
2 + u(10− x1), (3.25)

ẋ2 = 50x1 − 100x2 + u(−x2), (3.26)

y = x2, (3.27)

where x1 and x2 denote the concentrations of components A and B, respectively, and u

is an inlet �ow rate. The operating point is determined by X10 = 3.0 , X20 = 1.12 and

U0 = 34.4.

To obtain the discrete-time plant model described by eq. (3.1), linearization of the

nonlinear process de�ned by eqs. (3.25)-(3.27) has been done around the operating

point, and discretization has been performed with the sampling period T = 0.005h.

The results are the polynomials:

A(z−1) = 1− 0.997z−1 + 0.248z−2, (3.28)

B(z−1) = −1.29 ∗ 10−3 + 3.73 ∗ 10−3z−1. (3.29)
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The zero initial conditions of the plant are taken and the polynomials C(z−1) and Q(z−1)

are chosen as:

C(z−1) = 1 + 151.667z−1 − 143.502z−2 + 33.675z−3, (3.30)

Q(z−1) = −879.661 + 828.859z−1 − 194.331z−2 + 0.0125z−3. (3.31)

yielding the closed-loop poles: p1 = 0.1, p2 = 0.2, p3 = 0.4, p4 = 0.4, p5 = 0.5, p6 = 0.6,

p7 = 0.7. The prediction horizon of the proposed controller is N = 5 and α = 1. The

reference input is rk = 0.62 for k = 1, 2, . . . , and the system starts from the steady state

corresponding to the initial reference r0 = X20 = 1.12.

Figure 3.1 presents the output signal of the Van der Vusse reactor with GPC. The

system response is not satisfactory since the coe�cients of polynomials A(z−1) and

B(z−1) caused by non-linearities signi�cantly di�ers from the `nominal' values used in

the calculation of GPC parameters. The control signal de�ned by eq. (2.40) is shown

in Fig. 3.2.

The implementation of the proposed sliding mode based GPC (SMGPC) in the

control of Van der Vusse reaction process yields the results presented in Figs. 3.3 -

3.6. The output response is given in Fig. 3.3, and the system response is much better

comparing to the response of system with GPC. The control signal de�ned by eq. (3.15)

is depicted in Fig. 3.4. As one can see, there is no high frequency component in the

control signal, so there is no chattering phenomenon at all.

The zero value of gk is ensured as it is shown in Fig. 3.5. The quasi-sliding mode is

reached on sliding surface de�ned by the switching function ĝk (Fig. 3.6).

In order to analyze the robustness of the proposed SMGPC, 20% perturbation of the

plant parameters is considered in digital simulation. Figs. 3.7 - 3.10 show the responses

of the perturbed system with the proposed control. The variations of plant parameters

cause the oscillation in output response (Fig. 3.7). There is no chattering in the system,

as the control contains only low frequency components (Fig. 3.8).

The zero value of gk is still ensured (see Fig. 3.9), whereas the quasi-sliding motion

occurs in the vicinity of ĝk, determined by eq. (3.24).

41



3. Sliding Mode based Generalized Predictive Control

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
0.4

0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3

Time (h)

y
k

 

 
yk
rk

Figure 3.1: Output yk of system with GPC.
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Figure 3.2: Control signal ∆uk of system with GPC
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Figure 3.4: Control signal ∆uk of system with SMGPC
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Figure 3.5: gk of system with SMGPC
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Figure 3.7: Output yk of perturbed system with SMGPC
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Figure 3.8: Control signal ∆uk of perturbed system with SMGPC
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Figure 3.9: gk of perturbed system with SMGPC
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Figure 3.10: Switching function ĝk of perturbed system with SMGPC
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3.4. Conclusion

3.4 Conclusion

A novel sliding mode based generalized predictive control is presented in this chap-

ter. The advantages of both sliding mode control and generalized predictive control are

combined in order to obtain the control algorithm that would improve the robustness

of system to parameter perturbations1. The given control law ensures the cost function

minimum in the presence of internal disturbances. As the main advantage of model

predictive control, compared to classical optimal control, is the ability to handle con-

straints in both inputs and states/outputs, the future work should consider the inclusion

of constraints in generalized predictive control formulation.

1All files for the controller design can be found on http://automatika.elfak.ni.ac.rs/mspasic/
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Chapter 4

Tube MPC with an Auxiliary SMC

This chapter studies TMPC with a SMC as an auxiliary controller. It is shown how to

calculate the tube widths under SMC control, and thus how much the constraints of the

nominal MPC have to be tightened in order to achieve robust stability and constraint

ful�lment.

The chapter is organized as follows. In Section 4.1, the control problem is introduced.

Section 4.2 brie�y describes two proposed discrete-time sliding mode control approaches.

The algorithms for calculating the constraints tightening is presented in Section 4.3. The

new TMPC with an auxiliary SMC has been applied to the real DC servo system [100],

and the digital simulation and experimental results are given in Section 4.4. Section 4.5

contains some concluding remarks.

4.1 Problem description

Consider the discrete time system described by the model

xk+1 = Axk +Buk + Ewk, (4.1)

with the system state x ∈ Rnx , the input u ∈ Rnu , and the disturbance w ∈ Rnw . There

are also constraints on the allowable state

x ∈ X = {x|Fx ≤ f}, (4.2)

constraints on the allowable input

u ∈ U = {u|Γu ≤ γ}, (4.3)

and constraints on the possible range of disturbances

w ∈W = {w|Hw ≤ h}. (4.4)
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Figure 4.1: Control scheme

It follows from the description above that the sets X,U, and W are polyhedral; it will

be also assumed that they are bounded (and thus that the sets are polytopic), of full

dimension, and contain the origin in their interior.

In the following, the system state is split into two components, a nominal component

z and a deviation from nominal ε

x = z + ε. (4.5)

Similarly, the input is split into the input from the nominal MPC v, and the input ν

from the auxiliary controller

u = v + ν. (4.6)

The dynamics, described by eq. (4.1), may therefore be split into the nominal dynamics

and the deviation from nominal

zk+1 = Azk +Bvk (4.7)

εk+1 = Aεk +Bνk + Ewk (4.8)

Clearly, eqs. (4.7) and (4.8) add to eq. (4.1). The control scheme is illustrated in

Figure 4.1.

At each timestep, the nominal MPC solves the problem

min
z,v

J(z,v) (4.9)

subject to

zk+i ∈ {zk+i|Fzk+i ≤ f − δzi } i ∈ {0, 1, . . . , N},

vk+i ∈ {vk+i|Γvk+i ≤ γ − δvi } i ∈ {0, 1, . . . , N}.
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4.2. Discrete-time Sliding Mode Control

The function J(z,v) is the MPC cost function1, N is the length of the prediction horizon

for the MPC, z is the vector of present and future nominal states in the prediction

horizon, zT =
[
zTk z

T
k+1 . . . z

T
k+N

]
, and v is the vector of present and future inputs from

the nominal MPC in the prediction horizon, vT =
[
vTk v

T
k+1 . . . v

T
k+N

]
. The vector δzi

quanti�es how much the nominal state constraints have to be restricted at time k + i

in order to ensure that the true state adheres to the original constraints, while the

vector δvi quanti�es how much the constraints on the nominal MPC input have to be

restricted at time k + i in order to ensure that the total input adheres to the original

constraints. The simplest TMPC formulations treat δzi and δvi as constants over the

prediction horizon, whereas other formulations allow these to vary to account for the

fact that the disturbance will typically be able to drive the true state further from the

nominal state (also under the action of the auxiliary control) over a time period of

several timesteps than over a single timestep.

Remark. A special terminal set for the state is a common ingredient in MPC

formulations guaranteeing closed loop stability. Such a terminal set is ignored in eq.

(4.9) for reasons of notational simplicity, but it adding such a terminal set would be

straight forward.

From eq. (4.9), it is clear that δzi and δvi have to be found in order to be able to

formulate the nominal MPC. This will be addressed in Section 4.3.

4.2 Discrete-time Sliding Mode Control

To design the auxiliary discrete-time SMC, the deviated system dynamics is considered

and described by eq. (4.8). Two control algorithms are implemented herein. The �rst

one is a traditional relay based sliding mode control de�ned by

νk = −(KB)−1(KAεk − gk + ∆usgn(gk)) (4.10)

where

gk = Kεk (4.11)

denotes the switching function and

gk = 0 (4.12)

is the equation for the sliding surface or the intersection of sliding surfaces if nu > 1 .

Notice that Kεk is usually selected as an auxiliary control in TMPC and a matrix K

has dimension nu × nx. Here sgn(gk) is understood to be a vector with elements ±1,

1The cost function will not be specified at present, but it is naturally assumed a sensible cost function

ensuring that the control of the nominal system is stable, and one which allows the optimization problem

to be solved efficiently.
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4. Tube MPC with an Auxiliary SMC

and ∆u is a diagonal matrix with constants representing the relay outputs. The sliding

surface, i.e. K, should be selected so that the system [55]

εk+1 = (A−B(KB)−1K(A− I))εk (4.13)

Kεk = 0 (4.14)

is stable. Eqs. (4.13) and (4.14), describing system dynamics in sliding mode, are

obtained by implementing the well-known equivalent control

νeqck = −(KB)−1(KAεk − gk) (4.15)

in eq. (4.8). Substituting eq. (4.10) in eqs. (4.8) and (4.11) yields

gk+1 = gk −∆usgn(gk) +KEwk (4.16)

de�ning the switching function dynamics at time instant k, whereas in the prediction

horizon it is determined by

gk+i+1 = gk+i −∆usgn(gk+i) +KEwk+i, (4.17)

i ∈ {0, 1, . . . , N}

In order to provide stable switching function dynamics, ∆u should be calculated accord-

ing to the following theorem.

Theorem 4.2.1. If ∆u is chosen to satisfy the following inequality

∆u1 > Ω > max |KEwk|, (4.18)

where Ω is a positive real vector and 1 is a vector of 1’s, then, for every initial state

gk, there exists a positive integer number k0 = k0(gk) < N , such that the system phase

trajectory, described by eqs. (4.17) and (4.18), enters the domain defined by

G = {gk+i : |gk+i| < ∆u1 + Ω}, (4.19)

after k0 timesteps and remains in this domain for all i > k0.

Proof. See Appendix A.

However, relay feedback is known to often result in very fast switching, which for

some applications will not be desirable. A common remedy is then to replace the 'in�nite

gain' at the switching surface with a steep linear function, leading to a chattering free

SMC. The second auxiliary discrete-time SMC, used in this chapter, is so-called robust

discrete-time chattering free sliding mode control [59]

νk = − (KB)−1
(
KAεk − gk (4.20)

+ min(I|gk|,∆u)sgn(gk)
)
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auxiliary controllers

Implementing eq. (4.20) in eq. (4.8), the switching function dynamics becomes

gk+1 = gk −min(I|gk|,∆u)sgn(gk) +KEwk (4.21)

and, inside the prediction horizon it is formulated by

gk+i+1 = gk+i −min(I|gk+i|,∆u)sgn(gk+i)

+ KEwk+i, i ∈ {0, 1, . . . , N} (4.22)

The next theorem gives su�cient conditions for stable sliding motion.

Theorem 4.2.2. The system phase trajectory, described by eqs. (4.22) and (4.18),

reaches the domain G defined by eq. (4.19) in k0 = k0(gk) < N timesteps for every

initial gk, and remains in it for all i > k0.

Proof. See Appendix B.

4.3 Calculating the required constraint tightening

with SMC-based auxiliary controllers

This section describes how to calculate the required constraint tightening for TMPC for

each of the SMC controls de�ned by eqs. (4.10) and (4.20).

4.3.1 Constraint tightening for traditional SMC

Denote the relay term in eq. (4.10) as

ϑk = ∆usgn(Kεk), (4.23)

To proceed, for each element ϑj of ϑ a binary variable sj is de�ned, such that

ϑj > 0 ⇒ sj = 1, and sj = 0 otherwise. Also needed are upper and lower bounds on

each component of the vector Kε. From eqs. (4.2) and (4.5), it is clearly safe to assume

Fε ≤ f , and the lower bounds mj and upper bounds µj on element j of Kε can be

found from the LPs

mj = min
Fε≤f

Kjε (4.24)

and

µj = max
Fε≤f

Kjε (4.25)

where Kj is row j of K. Let 1 denote a vector of 1's. Equation (4.23) is then implied

by [101]

ϑk = ∆uS −∆u(1− s) = ∆u(2s− 1), (4.26)
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where the value of the binary variables s follow from the constraints

mj(1− sj) < Kjε (4.27)

−µjsj < −Kjε (4.28)

Note that numerical optimization solvers cannot distinguish between strict and non-

strict inequalities. The formulation above will leave the value of sj undecided if Kjε = 0.

It will then be left for the optimization routine to choose the optimal value.

The furthest from the origin the disturbance sequence {wk} may drive the deviation

state εk in the direction of the state constraint Flxk ≤ fl over a horizon of N timesteps

can then be found by solving

δfj,N = maxwk,sk,εk FlεN (4.29)

subject to

ε0 = 0

Hwk ≤ h; k = 0, . . . , N − 1

εk+1 = Aεk +B∆u(2sk − 1) + Ewk;

k = 0, . . . , N − 1

A = A−B(KB)−1K(A− I)

B = −B(KB)−1

diag{mj}(1− sk) < Kεk; k = 0, . . . , N − 1

−diag{µj}sk < −Kεk; k = 0, . . . , N − 1

sk ∈ {0, 1}nu

For each state constraint j, this optimization should be solved for a number of horizon

lengths N . For each timestep i, the elements of δzi are given by δfj,i. If the system under

the relay feedback is stable, δfj,N will approach an upper bound as N grows large.

4.3.2 Constraint tightening for chattering free SMC

Instead of eq. (4.23), the following control law is used

ϑj = min(|Kjε|,∆uj)sgn(Kjε) (4.30)
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where ∆uj denotes the j'th element on the main diagonal of the diagonal matrix ∆u,

and Kj as before refers to row j of K. Eq. (4.30) is rewritten as

ϑj = sat(Kjx) =


∆uj if Kjε ≥ ∆uj

Kjε if −∆uj ≤ Kjε ≤ ∆uj

−∆uj if Kjε ≤ −∆uj

(4.31)

To capture this behaviour, two binary variables, sj and tj are needed for each auxiliary

input ϑj, such that

Kjε < −∆uj → sj = 0 (4.32)

Kjε > −∆uj → sj = 1 (4.33)

Kjε < ∆uj → tj = 0 (4.34)

Kjε > ∆uj → tj = 1 (4.35)

De�ne

qj = Kjε−mj (4.36)

where mj is calculated as in eq. (4.24). It is noted that qj is non-negative in the domain

of interest. The actual input from the auxiliary controller may then be calculated from

the expression

ϑj = −(1− sj)∆uj + (sj − tj)(qj +mj) + tj∆uj (4.37)

where is also noted that sj ≥ tj. The di�culty in the above equation lies in the bilinear

terms sjqj and tjqj, both being the product of a binary variable and a non-negative real.

To proceed, the auxiliary variables σj = sjqj and τj = tjqj are introduced. From [102],

it can be seen that the set

R = {(qj, sj, σj) : σj = sjqj, 0 ≤ qj ≤ aj, sj ∈ {0, 1}} (4.38)

can equivalently be expressed as

M = {(qj, sj, σj) : 0 ≤ σj ≤ ajsj, (4.39)

qj + ajsj − aj ≤ σj ≤ qj, sj ∈ {0, 1}}

and similarly for (qj, tj, τj). Recognizing that in this case aj = µj−mj, and introducing

m1j = mj + ∆uj (4.40)

µ1j = µj + ∆uj (4.41)

m2j = mj −∆uj (4.42)

µ2j = µj −∆uj (4.43)
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De�ning the diagonal matrices Λ = diag(aj), M1 = diag(m1j), M̄1 = diag(µ1j), M2 =

diag(m2j), and M̄2 = diag(µ2j), and forming the column vectors m = vec(mj), sk =

vec(skj), tk = vec(tkj), σk = vec(σkj), and τk = vec(τkj), the optimization formulation

is obtained as

δfl,N = maxwk,ϑk,σk,τk,sk,tk,εkFlεN (4.44)

subject to (4.45)

ε0 = 0 (4.46)

Hwk ≤ h; k = 0, . . . , N − 1 (4.47)

εk+1 = Aεk +Bϑk + Ewk; k = 0, . . . , N − 1 (4.48)

ϑk = −∆u(1− sk) +M(sk − tk) + σk − τk (4.49)

+∆utk; k = 0, . . . , N − 1

M1(1− sk) < Kεk + ∆u1; k = 0, . . . , N − 1 (4.50)

−M̄1sk < −Kεk −∆u1; k = 0, . . . , N − 1 (4.51)

M2(1− tk) < Kεk −∆u1; k = 0, . . . , N − 1 (4.52)

−M̄2tk < −Kεk + ∆u1; k = 0, . . . , N − 1 (4.53)

σk > 0; k = 0, . . . , N − 1 (4.54)

τk > 0; k = 0, . . . , N − 1 (4.55)

σ1k < Λsk; k = 0, . . . , N − 1 (4.56)

τk < Λtk; k = 0, . . . , N − 1 (4.57)

σk < Kεk −m; k = 0, . . . , N − 1 (4.58)

τk < Kxk −m; k = 0, . . . , N − 1 (4.59)

Kεk + Λsk − Λ1−m < σk; k = 0, . . . , N − 1 (4.60)

Kεk + Λtk − Λ1−m < τk; k = 0, . . . , N − 1 (4.61)

sk ∈ {0, 1}nu , tk ∈ {0, 1}nu (4.62)

Clearly, with νk as in eqs. (4.10) and (4.20) taking into account Fε ≤ f as speci�ed

above, we have

δvi = max(νk) ∀i. (4.63)

4.4 Digital simulation and experimental results

The validation of the proposed control methods is performed by using the modular servo

system [100] shown in Figure 4.2. The objective is to control the angular position of the

DC motor shaft. The system consists of the following components: a tachogenerator, a

DC motor, an encoder and an inertia load. This modular experimental setup supports
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4.4. Digital simulation and experimental results

real-time design and implementation of advanced control algorithms, and is interfaced

with the MATLAB/Simulink using speci�c RT-DAC4/USB board for transferring the

measured signals from the tachogenerator and encoder, and the control signals to the

power interface unit. The angular position θ of the DC motor shaft is measured by the

incremental encoder, and the angular velocity ω is proportional to the voltage produced

by the tachogenerator. The DC motor is controlled by a PWM signal with the scaled

input voltage

U(t) = V (t)/Vmax (4.64)

where |U(t)| ≤ 1 and Vmax = 12[V ].

In order to identify the model of the system, the identi�cation tool within Modular

Servo Toolbox, which operates directly in the MATLAB/Simulink environment, is used.

The identi�cation procedure is also given in [100]. The following transfer function is

obtained

G(s) =
θ(s)

u(s)
=

Ks

s(Tss+ 1)
(4.65)

where Ks = 184.73 and Ts = 1.3s.

By denoting x1 = θ and x2 = ω, the state space model of servo system is

ẋ1 = x2 (4.66)

ẋ2 = ax2 + bu+ w

where a = −1/Ts and b = Ks/Ts, and w represents the Coulomb friction de�ned by

w = Fcsgn(x2) (4.67)

treated as the unmodeled disturbance.

Figure 4.2: DC servo system setup

57



4. Tube MPC with an Auxiliary SMC

The sampling period is set to T = 0.01s, and the discrete-time state space model is

given by

xk+1 = Axk +Buk + Ewk (4.68)

yk = Cxk

with

A =

1 0.01

0 0.9923

 , B =

0.0071

1.4155

 , E =

0

1


C =

[
1 0

]
. (4.69)

The weight matrices are chosen as

Q =

50 0

0 1

 (4.70)

R = 1000 (4.71)

and the prediction horizon of N = 20 is considered.

The dynamics described by eq. (4.68) is split into the nominal one, eq. (4.7), and

the deviation from the nominal, eq. (4.8).

Three sets of the digital simulations and real-time experiments are conducted in

order to validate the proposed TMPC control methods. The reference signal is de�ned

by

r =


0 if Time steps < 50

40 if 50 ≤ Time steps ≤ 500

0 if Time steps > 500

(4.72)

In all three sets, the nominal MPC, v, is calculated by the nominal model only, and

SMC, ν, is used as the auxiliary controller to eliminate the disturbance.

A. Nominal MPC

In order to show the system response, when only the nominal MPC is applied, the

�rst set of the digital simulation and real-time experiment is conducted. The following

control

−1 ≤ u ≤ 1 (4.73)
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4.4. Digital simulation and experimental results

and the state

−50 ≤ x1 ≤ 50 (4.74)

−34 ≤ x2 ≤ 34

constraints are de�ned.

Initially, the nominal MPC, shown in Figure 4.3, is applied to the nominal model.

The digital simulation results, together with the corresponding experimental results, are

depicted in Figures 4.4 and 4.5.

It is shown that both nominal and real states respect the constraints de�ned by eq.

(4.74), but there is discrepancy between the responses of the nominal model and real

plant. This demonstrates the lack of robustness of the nominal MPC when it is applied

to the real-time DC servo system in the presence of disturbance.

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
−2

0

2

4

6

8

10

12

14

Time (h)

σ
k

 

 
σk

Figure 4.3: Nominal MPC signal
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Figure 4.5: The angular velocity z2 of the nominal model, and x2 of the real plant for the nom-

inal MPC

B. Tube MPC with traditional SMC

The traditional SMC de�ned by eq. (4.10), as an auxiliary controller of TMPC, is

applied to cope with the disturbance. The two control components are now constrained

separately.
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4.4. Digital simulation and experimental results

The constraints for the nominal MPC and SMC are de�ned by

−0.7 ≤ vk ≤ 0.7 (4.75)

−0.3 ≤ νk ≤ 0.3 (4.76)

which satisfy eq. (4.73), i.e. −1 ≤ v+ν ≤ 1. The new state constraints are calculated by

using the tightening procedure described in Section 4.3. The tightened state constraints

used for the nominal system are now de�ned by

−45 ≤ z1 ≤ 45 (4.77)

−25 ≤ z2 ≤ 25

and the real system has to satisfy constraints de�ned by eq. (4.74). First, the digital

simulation is performed, where nominal MPC signal is applied to the nominal model.

Obtained results are shown in Figures 4.6 and 4.7.

It can be seen that the nominal states respect constraints de�ned by eq. (4.77).

The nominal MPC signal also respects the constraints de�ned by eq. (4.75), which

is illustrated in Figure 4.8. Then, the TMPC with the traditional auxiliary SMC is

applied to the real-time DC servo system in order to eliminate the disturbance. The

parameters of the SMC component are ∆u = 0.3 and K = [−0.0118 − 0.0071]. The

real-time system responses are also presented in Figures 4.6 and 4.7.
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Figure 4.6: The angular position z1 of the nominal model for the nominal MPC, and x1 of the

real plant for the proposed control
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Figure 4.7: The angular velocity z2 of the nominal model for the nominal MPC , and x2 of the

real plant for the proposed control
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Figure 4.8: Nominal MPC component of the proposed control

In Figure 4.9 the SMC component of the TMPC is presented. Comparing the

previous two experimental results, it is shown that the disturbance is rejected, but there

is a little chattering in the output signal. The next experiment demonstrates how to

eliminate the chattering phenomenon.
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Figure 4.9: Traditional SMC component of the proposed control

C. Tube MPC with chattering free SMC

The same control and state constraints, de�ned by eqs. (4.75), (4.76) and (4.77),

respectively, are used herein. The nominal MPC is applied to the nominal model �rst.

The obtained nominal and real-time system responses are illustrated in Figures 4.10 and

4.11. After that, TMPC with the chattering free SMC is applied to the real DC servo

system. The SMC component is de�ned by eq. (4.20) and the parameters are ∆u = 0.3

and K = [−0.0118− 0.0071]. Figure 4.10 shows that the chattering is eliminated.

The oscillations in SMC component between 0 and 200, as well as 500 and 700

timesteps in Figure 4.13 originate from noise existing in angular velocity signal taken

from tachogenerator (Figure 4.11 ). Therefore, they are not caused by chattering phe-

nomenon. As in the previous experiments, all states and control signals respect the

de�ned constraints.
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Figure 4.10: The angular position z1 of the nominal model for the nominal MPC, and x1 of the

real plant for the proposed control

0 200 400 600 800 1000
−40

−30

−20

−10

0

10

20

30

40

Time steps

A
ng

ul
ar

 p
os

iti
on

 [
ra

d/
s]

 

 

x2

z2

x2max

z2max

z2min

x2min

Figure 4.11: The angular velocity z2 of the nominal model for the nominal MPC, and x2 of the

real plant for the proposed control
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Figure 4.12: Nominal MPC component of the proposed control
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Figure 4.13: Chattering free SMC component of the proposed control
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4. Tube MPC with an Auxiliary SMC

4.5 Conclusion

In this chapter, the TMPC with a SMC as an auxiliary controller is studied in order

to improve the robustness of the overall system. Due to the presence of the SMC

component, it is necessary to tighten the constraints of the nominal MPC part. The

online calculations for SMC are not time consuming and the use of the SMC in a

TMPC setting allows for the use of a simple nominal MPC which also has modest

online calculation requirements. The traditional and chattering-free SMC algorithms are

introduced in TMPC in order to reject disturbances and to achieve better performances

of the real system. Procedures for calculating the required constraint tightening are

derived for the both cases. The good characteristics of the proposed control algorithms
2 are demonstrated by conducting several digital simulations and real-time experiments

on a DC servo system.

2All files for the controllers design can be found on http://automatika.elfak.ni.ac.rs/mspasic/
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Chapter 5

Tube Model Predictive Control based

on Laguerre functions with an Aux-

iliary Sliding Mode Controller

This chapter deals with Tube Model Predictive Control (TMPC) based on Laguerre

functions with a Sliding Mode Controller (SMC) as an auxiliary controller. Two types

of SMC are implemented: the traditional one and the robust chattering-free discrete-

time SMC. It is shown how much the constraints of the nominal Laguerre functions based

MPC have to be tightened in order to achieve robust stability and control constraints

ful�lment. The proposed approach is veri�ed by experimental results.

This Chapter is organized as follows. In Section 5.1, the control problem is intro-

duced. The Laguerre functions based MPC design is presented in Section 5.2. Section

5.3 describes two proposed discrete-time sliding mode control algorithms used for the

design of MPCBLF. The novel TMPC based on Laguerre functions with an auxiliary

SMC has been applied to a real DC servo system [100], and the experimental results are

given in Section 5.4. Concluding remarks are given in Section 5.5.

5.1 Problem description

The model of the considered discrete time system is described by

xk+1 = Axk +Buk + Ewk, (5.1)

the system state , the input, and disturbance are de�ned as in eq. (4.1). The constraints

on the input and possible range of disturbance are de�ned as in eqs. (4.3) and (4.4) as

well. The input increment ∆uk is also determined at time k, i.e., ∆uk = uk − uk−1.
It follows from those descriptions that the sets U, and W are polyhedral and it is also

assumed that they are bounded (and thus that the sets are polytopic), of full dimension,
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Auxiliary Sliding Mode Controller

and contain the origin in their interior as in the previous chapter.

If the system state is split into a nominal component z and a deviation from the

nominal ε (eq. (4.5)), and the control is split into the input from the nominal Laguerre

functions based MPC v, and the input ν from the auxiliary controller

u = v + ν, (5.2)

then the dynamics of the system described by eq. (5.1), may therefore be split into the

nominal dynamics zk+1 and the deviation from nominal εk+1 as in eqs (4.7) and (4.8).

zk+1 = Azk +Bvk, (5.3)

εk+1 = Aεk +Bνk + Ewk. (5.4)

At each timestep, the nominal Laguerre functions based MPC solves the problem

minv J(v), (5.5)

subject to

vk+i ∈ {vk+i|Γvk+i ≤ γ − δvi }. (5.6)

Here, J(v) is the Laguerre functions based MPC cost function and it is also assumed a

sensible cost function ensuring that the control of the nominal system is stable, and the

one which allows the optimization problem to be solved e�ciently. The vector v consists

of present and future inputs from the nominal Laguerre functions based MPC in the

prediction horizon and N is the length of the prediction horizon. All the parameters are

de�ned as in Section 4.1.

From (5.5), it is clear that δvi have to be found in order to be able to formulate the

nominal MPC.

5.2 MPC based on Laguerre functions

Discrete-time Laguerre functions are obtained using the inverse z-transform of Laguerre

networks and can be represented in a vector form

Lk = [l1k l2k ... lNk]
T . (5.7)

The di�erence equation of discrete-time Laguerre functions is de�ned as

Lk+1 = AlLk (5.8)

68



5.2. MPC based on Laguerre functions

where the matrix Al, containing the parameters a (as de�ned in section 2.2.4) and

β = 1− a2 of the Laguerre functions , is given in the following form

Al =


a 0 0 ... 0

β a 0 ... 0

−aβ β a ... 0

−aN−2β −aN−3β ... −aN−Nβ a

 (5.9)

with the vector of initial condition represented by

L(0)T =
√
β[1 − a a2 − a3 ... (−1)N−1aN−1]. (5.10)

In order to design Laguerre functions based MPC, an augmented state-space model

needs to be used. If the states di�erence is de�ned as

zk+1 − zk = A(zk − zk−1) +B(vk − vk−1), (5.11)

and if ∆z and ∆v are introduced as

∆zk = zk − zk−1, (5.12)

∆vk = vk − vk−1, (5.13)

the augmented state-space model is obtained by connecting ∆zk to the output yk∆zk+1

yk+1

 =

 A 0T

CA 1

∆zk

yk

+

 B

CB

∆vk,

yk =
[
0 1

]∆zk

yk

 . (5.14)

The new matrices can be denoted as

zk
aug =

∆zk

yk

 , Aaug =

 A 0T

CA 1

 ,
Baug =

 B

CB

 , Caug =
[
0 1

]
.

The nominal augmented state-space system model is now described by

zk+1
aug = Aaugzk

aug +Baug∆vk, (5.15)

yk = Caugzk
aug.
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The constraints on the input signal and its increment are de�ned in the form of a set of

linear inequalities

vmin 6 vk+i 6 vmax, (5.16)

∆vmin 6 ∆vk+i 6 ∆vmax, (5.17)

where vmin, vmax,∆vmin, and ∆vmax represents the lower and upper limits on the input

and the increment of the input signals, respectively.

The control increment ∆vk+i is captured by a set of Laguerre functions (5.7), i.e.

∆vk+i =
N∑
j=1

cjklj i, (5.18)

where k and i are the initial time and future sampling instants, respectively, N is

the number of Laguerre terms, and cj are Laguerre coe�cients. The main goal of

using such parameterization of the control input over the prediction horizon is that it

is calculated with only few Laguerre terms, i.e. Laguerre coe�cients, which provides

smaller optimization problem.

Equation (5.18) can be written in vector form as

∆vk+i = Li
Tηk, (5.19)

where ηk = [c1k c2k ... cNk]
T is a vector of Laguerre coe�cients. In order to calculate

the control increment ∆vk de�ned as in (5.19), the optimal Laguerre parameters η have

to be calculated and have to satisfy the new set of constraints de�ned by

Θηk 6 Π, (5.20)

where

Θ =


M1

−M1

M2

−M2

 , Π =


∆vmax

−∆vmin

vmax − vk−1
−vmin + vk−1

 , (5.21)

and

M1 =


Li1

T 02
T ... 0T

02
T Li2

T ... 0T

...
... . . . ...

02
T 02

T ... Linu

T

 , (5.22)
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M2 =



∑i−1
j=0 Lj1

T 02
T ... 0m

T

02
T

∑i−1
j=0 Lj2

T ... 0m
T

...
... . . . ...

02
T 02

T ...
∑i−1

j=0 Ljnu

T

 ,

where nu is the number of inputs.

The constraints de�ned by eq. (5.20) are linear in the decision variables and the

provided objective function is convex. There are a number of optimization routines that

can handle this type of optimization problems [103].

The Laguerre functions based MPC signal vk is applied to the nominal system de-

scribed by eq. (5.3) and to the plant de�ned by eq. (5.1). The deviation from nominal

system dynamics is then eliminated using the auxiliary SMC. The design of proposed

SMC is described in sequel.

5.3 Auxiliary Sliding Mode Controller Design

To design the auxiliary discrete-time SMC, the deviation from nominal system dynamics

described by eq. (5.4) is considered. The proposed control law is given by

νk = −(KB)−1(KAεk − gk + τ(gk)), (5.23)

where

gk = Kεk (5.24)

denotes the switching function and

gk = 0 (5.25)

is the equation for the sliding surface or the intersection of sliding surfaces if nu > 1 .

Two control algorithms are proposed: the traditional relay based sliding mode control

τ(gk) = ∆usgn(gk)) (5.26)

and the robust discrete-time chattering free sliding mode control [59]

τ(gk) = min(I|gk|,∆u)sgn(gk). (5.27)

Here sgn(gk) is understood to be a vector with elements ±1, ∆u is a diagonal matrix

with constants representing the relay outputs and the min function produces a diagonal

matrix output by applying the scalar min operation to the diagonal elements of the

inputs. Substituting eq. (5.23) into eq. (5.4) and taking account eq. (5.24) yields

gk+1 = gk − τ(gk) +KEwk (5.28)
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de�ning the switching function dynamics at time instant k, whereas in the prediction

horizon it is de�ned by

gk+i+1 = gk+i − τ(gk+i) +KEwk+i, (5.29)

i ∈ {0, 1, . . . , N}

To provide stable switching function dynamics, ∆u should satisfy the Theorems 4.2.1

and 4.2.2 as well.

Clearly, with νk as in eq. (5.23), taking into account eqs. (5.2) and (5.6), it is

obtained that

δvi = max(νk) ∀i. (5.30)

5.4 Experimental results

The proposed control algorithms are veri�ed on the modular servo system described

in [100]. The transfer function of the DC servo system has the following form

G(s) =
θ(s)

u(s)
=

Ks

s(Tss+ 1)
, (5.31)

where Ks = 184.73 and Ts = 1.3s.

By choosing T = 0.01s for a sampling period, the parameters of the discrete-time

state-space model described by eq. (5.1) is calculated as

A =

1 0.01

0 0.9923

 , B =

0.0071

1.4155

 , C =
[
1 0

]
.

The parameters for design of Laguerre functions based MPC (5.14) are: prediction

horizon Np = 50, number of the Laguerre terms N = 4, Laguerre function parameter

a = 0.4. The parameters of the SMC components for the both auxiliary controllers are

∆u = 0.3 and K = [−0.0118− 0.0071], and the reference signal is de�ned by

r =


0 if Time steps < 50

40 if 50 ≤ Time steps ≤ 500

0 if Time steps > 500

. (5.32)

First, only the Laguerre functions based MPC is applied to the DC servo system with

the following constraints on control and its increment

−1 ≤ uk ≤ 1, −0.5 ≤ ∆uk ≤ 0.5. (5.33)
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Figure 5.1: Laguerre functions based MPC signal increment ∆u
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Figure 5.2: Laguerre functions based MPC signal u

The results are given in Figs. (5.1), (5.2) and (5.3). It is obvious that the control

signal respects both constraints de�ned by eq. (5.33), but there is huge di�erence in the

responses of the nominal model and the real plant.

The constraints on the components of the control input signal and its increments for
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Figure 5.3: The angular position z1 of the nominal model, and x1 of the real plant for the La-

guerre functions based MPC

the Laguerre functions based MPC with auxiliary SMC are de�ned by

−0.7 ≤ vk ≤ 0.7,

−0.2 ≤ ∆vk ≤ 0.2, (5.34)

−0.3 ≤ νk ≤ 0.3,

which satisfy eq. (5.33), i.e. −1 ≤ v + ν ≤ 1.

The Laguerre functions based MPC signal and its increment, respecting constraints

de�ned by eq. (5.35), are presented in Figs. (5.4) and (5.5).

The traditional SMC de�ned by (5.23), as an auxiliary controller of TMPC, applied

to cope with the disturbance, is depicted in Fig. (5.6). The response of DC servo

system with Laguerre functions based MPC with auxiliary traditional SMC is given in

Fig. (5.7). It is clear that the disturbance is rejected, but there is a chattering in the

SMC controller signal, leading to slight oscillations in the real state x1.

The next experiment, which uses the control law de�ned by eq. (5.23) with eq.

(5.27) shown in Fig. (5.8), alleviates the chattering phenomenon signi�cantly in DC

servo system response, given in Fig. (5.9).
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Figure 5.4: Laguerre functions based MPC signal increment ∆v when the auxiliary SMC con-

troller is introduced
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Figure 5.5: Laguerre functions based MPC signal v
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Figure 5.6: Traditional SMC component of the proposed control as an auxiliary controller
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Figure 5.7: The angular position z1 of the nominal model for the Laguerre functions based

MPC, and x1 of the real plant for the proposed control
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Figure 5.8: Chattering free SMC component of the proposed control as an auxiliary controller
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Figure 5.9: The angular position z1 of the nominal model for the nominal MPC, and x1 of the

real plant for the proposed control
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5.5 Conclusion

In this chapter, the TMPC based on Laguerre functions with a SMC as an auxiliary

controller is studied in order to improve the robustness of the overall system. Due to

the presence of the SMC component, it is necessary to tighten the constraints on the

control input and its increment of nominal MPC component. The online solving of

constrained optimization problem for MPCBLF is not time consuming and the realisa-

tion of SMC is rather simple. The traditional and chattering-free SMC algorithms are

introduced as auxiliary control part to alleviate disturbances and to achieve better real

system performances. The proposed control laws demonstrate the good system charac-

teristics, which is shown by conducting several real-time experiments on the modular

DC servo system. Using the Laguerre functions based MPC parameters, the size of

the optimization problem is reduced while allowing for large prediction horizons. The

obtained results demonstrate that the performance of the modular DC servo system is

very good. Furthermore, better tracking results compared to the ones presented in [4]

are obtained.
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Chapter 6

Predictive Sliding Mode Control based

on Laguerre Functions

This chapter deals with Predictive Sliding Mode Control (PSMC) that uses Laguerre

functions in the design of a control input signal. Two types of PSMC algorithms are

considered: one originating from the discrete-time equivalent control method approach,

and another containing an additional sliding mode control component that provides the

robustness and determines the system dynamics in reaching mode. A one-step-delayed

disturbance estimator is introduced to account for system nonlinearities and unknown

disturbances, as well as to ensure better system steady-state accuracy. The proposed

algorithms are demonstrated by conducting several real-time experiments on a modular

DC servo system. Robustness of the closed loop, a�ected by tuning parameter values,

is demonstrated as well.

6.1 Problem Formulation

6.1.1 Mathematical Model of Plant

Consider a discrete-time state-space model of plant given by

xk+1 = Axk +Buk + dk, (6.1)

yk = Cxk (6.2)

where xk ∈ Rnx , uk ∈ Rnu , and dk ∈ Rnx represent vectors of system state, control input

signals and disturbances, respectively. To introduce integral action in the controller, the

following augmented state-space model is obtained

xe,k+1 = Aexe,k +Be∆uk + δk (6.3)

yk = Cexe,k (6.4)
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6. Predictive Sliding Mode Control Based on Laguerre Functions

where the control increment ∆uk = uk − uk−1 is used as an optimization variable and

xe,k =

 xk

uk−1

 ; δk =

I
0

 dk; (6.5)

Ae =

A B

0 I

 ;Be =

B
I

 ;Ce =
[
C 0

]
. (6.6)

It is assumed that the pair (Ae, Be) is controllable.

6.1.2 Sliding Mode Control

The design procedure for the sliding mode control of discrete-time systems can be carried

out in two steps. The �rst one involves the selection of a switching function

Gk = Kxe,k (6.7)

where rank(K) = nu. Note that Gk = 0 denotes a so-called sliding surface, also known

as a sliding manifold, de�ning the system behaviour in a desired manner. In the second

step, the discrete-time control signal ∆uk is selected such that the reaching and existence

conditions of sliding mode are satis�ed.

To determine the system dynamics in sliding mode, the equivalent control method

is used [72, 73]. Starting with Gk+1 = Kxe,k+1 = 0, taking into account eq. (6.3), the

equivalent control input signal is obtained in the form of

∆ueqk = −(KBe)
−1K(Aexe,k + δk). (6.8)

Substituting eq. (6.8) into eq. (6.3), the system dynamics in sliding mode is de�ned by

xe,k+1 = (Ae −Be(GBe)
−1GAe)xe,k. (6.9)

in the absence of any disturbance. If the system state is close to the sliding manifold,

the equivalent control can drive the system along the sliding surface. However, since δk
is not available, a one-step-delayed estimator obtained from eq. (6.3) as

δ̂k = δk−1 = xe,k − Aexe,k−1 +Be∆uk−1 (6.10)

is usually utilized in design of ∆uk

∆uk = −(KBe)
−1K(Aexe,k + δ̂k). (6.11)

Substituting eq. (6.11) into eq. (6.3), using eq. (6.7), the switching function dynamics

is described by

Gk+1 = K(δk − δk−1). (6.12)
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This control approach belongs to the class of deadbeat controllers with some drawbacks.

The control input signal de�ned by eq. (6.11) drives the system state to the sliding

manifold at one sampling period T , so it may enter saturation because of its high

calculated values. Therefore, the system dynamics in reaching mode is not de�ned at

all. Oscillatory motion may also occur in perturbed systems (when the model used is in

error) due to such large control input values, since the system is overcompensated and

the system state crosses the sliding surface at the very next time instants. Finally, if

the disturbance depends on the control input

δk = δ∗k + (∆Be)∆uk (6.13)

where ∆Be represents the error in Be and δ∗k is independent of the control input, the

system can either go unstable or produce chattering [63, 85]. In the latter case, the

switching function dynamics is de�ned by

Gk+1 = −K∆Be(GBe)
−1[2Gk −Gk−1] +O(T 2) (6.14)

and for signi�cant error in the control matrix ∆Be, the poles of the equation (6.14) can be

outside the unit disk in the z-plane. However, it is typically neither necessary nor optimal

to force the system to reach the sliding mode at the very next instant. Therefore, in

order to avoid high control input signals and to determine switching function dynamics in

reaching mode, the additional control component is introduced into the control algorithm

yielding

∆uk = − (KBe)
−1K(Aexe,k + δ̂k − xe,k

+ min
(
|Gk| , diag(K)

)
sgn(Gk) (6.15)

and de�ning the switching function dynamics in the following form

Gk+1 = Gk − min
(
|Gk| , diag(K)

)
sgn(Gk)

+ K(δk − δk−1) (6.16)

where K ∈ Rnu is a gain vector. The control signal de�ned by eq. (6.15) will drive the

system state to the sliding manifold in a �nite number of sampling instants if

K > ∆ (6.17)

where

|K(δk − δk−1)| < ∆ (6.18)

and ∆ is a positive vector [104].

81



6. Predictive Sliding Mode Control Based on Laguerre Functions

Unfortunately, if the disturbance has the form of eq. (6.13), the system may become

unstable in this case as well. In order to cope with the later issue and to incorporate

and solve the problem of control signal saturation in SMC design, model predictive

control (MPC) is used due to its ability to deal with constraints and stability problem

caused by model error. In this chapter, unlike the algorithm described in [93], Laguerre

functions based MPC is proposed to reduce the number of decision variables making the

optimization problem smaller.

6.2 Predictive SMC based on Laguerre functions

The procedure for using Laguerre functions in the design of MPC is already described

in section 5.2. The control increment is denoted as ∆u and is de�ned by

∆uk+i = Li
T ηk (6.19)

already de�ned in section 5.2. Herein will be shown how to introduce that approach in

the PSMC design.

The PSMC based on the equivalent control method is considered �rst. The future

values of the switching function can be obtained by extending eq. (6.7) within the

prediction horizon as follows

Gk+1 = Kxe,k+1 = K(Aexe,k +Be∆uk + δk)

Gk+2 = Kxek+2
= K(Aexe,k+1 +Be∆uk+1 + δk+1)

= K(Ae
2xe,k + AeBe∆uk + Aeδk +Be∆uk+1)

.

.

.

Gk+Np = Kxek+Np

= K(Aexe,k+Np−1 +Be∆uk+Np−1 + δk+Np−1)

= K(Ae
Npxe,k +

Np−1∑
i=0

Ae
iBe∆uk+Np−i−1)

+ K

Np−1∑
i=0

Ae
iδk+Np−i−1 (6.20)

Substituting eq. (6.19) into eq. (6.20) one obtain the prediction of the future switching
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6.2. Predictive SMC based on Laguerre functions

function as

Gk+m = KAe
mxe,k +K(

m−1∑
i=0

Am−i−1e BeLi
T )ηk

+ K(
m−1∑
i=0

Ae
iδk+m−i−1). (6.21)

The design goal is to �nd optimal ηk by minimising a cost function

J =

Np∑
m=1

Gk+m
TGk+m + ηk

TRηk (6.22)

subject to the constraints de�ned by eq. (5.20), where R > 0 is a weighting matrix.

The control input increment ∆uk is then calculated using eq. (6.19). Unfortunately,

the latter control input does not de�ne the system dynamics in reaching mode. That is

why PSMC, based on the control approach described by eq. (6.15), is considered in the

sequel.

One should expand the di�erence ∆Gk+m = Gk+m−Gk+m−1 in the prediction horizon

(m = 1, Np) �rst. This gives

∆Gk+1 = Kxe,k+1 −Kxe,k +Kδk

= K(Ae − I)xe,k +KBe∆uk +Kδk

∆Gk+2 = Kxek+2
−Kxe,k+1

= K(Aexe,k+1 +Be∆uk+1 + δk+1)

− K(Aexe,k +Be∆uk + δk)

= K(Ae − I)Aexe,k +K(Ae − I)Be∆uk

+ KBe∆uk+1 +K(Ae − I)δk +Kδk+1

.

.

.
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.

.

.

∆Gk+Np = Kxek+Np
−Kxek+Np−1

= K(Ae − I)Ae
Np−1xe,k

+ K

Np−1∑
i=0

Ae
iBe∆uk+Np−i−1

− K

Np−2∑
i=0

Ae
iBe∆uk+Np−i−2

+ K

Np−1∑
i=0

Ae
iδk+Np−i−1

− K

Np−2∑
i=0

Ae
iδk+Np−i−2 (6.23)

Substituting eq. (6.19) into eq. (6.23), the latter equation can be rewritten as

∆Gk+m = K(Ae − I)Ae
m−1xe,k

+ K
m−1∑
i=0

Am−i−1e BeLi
Tηk

− K
m−2∑
i=0

Am−i−2e BeLi
Tηk

+ K
m−1∑
i=0

Ae
iδk+m−i−1

− K
m−2∑
i=0

Ae
iδk+m−i−2. (6.24)

within the prediction horizon. Now, the desired control should be calculated by mini-

mizing the cost function

J =

Np∑
m=1

(
∆Gk+m + min

(
|Gk| , diag(K)

)
sgn(Gk)

)T
(

∆Gk+m + min
(
|Gk| , diag(K)

)
sgn(Gk)

)

+ ηk
TRηk (6.25)
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6.3. Experimental results

with respect to ηk and subject to the constraints described by eq. (5.20). Again, the

control input increment ∆uk is calculated using eq. (6.19).

Notice that, if R = 0, the minimization of eq. (6.25) will lead to the predictive model

of switching function dynamics de�ned by eq. (6.16), represented in the following form

Gk+m+1 = Gk+m − min
(
|Gk| , diag(K)

)
sgn(Gk)

+ K(δk+m − δk+m−1) (6.26)

for m = 2, Np. If K is selected according to eq. (6.17), the sliding manifold will

be reached in a �nite time within the prediction horizon [4]. By choosing an input

weight R > 0 of signi�cant magnitude, the stability problem is solved in presence of the

disturbance depending on the control input signal.

The both optimization problems, de�ned by eqs. (6.22) and (6.25), can be handled

by a number of optimization routines [103]. The one used herein, which includes the

Kuhn-Tucker conditions [105], together with Hildreth's algorithm [106], is described in

detail in [107].

6.3 Experimental results

The modular servo system [100] is used for the demonstration of proposed control algo-

rithms. The transfer function of the DC servo system is

G(s) =
θ(s)

u(s)
=

Ks

s(Tss+ 1)
(6.27)

where Ks = 184.95 rad/s, Ts = 0.9 s, and the system states are angular position θ = x1,

and angular velocity ω = x2. It is assumed that the control signal is dimensionless

scaled input voltage, u(t) = v(t)/vmax where vmax = 12 V which satis�es |u(t)| ≤ 1.

The discretization is done using Matlab function c2d.m, with the sampling time

T = 0.01s, and the following augmented state-space model is obtained

Ae =


1 0.0099 0.0102

0 0.9890 2.0437

0 0 1

 ; Be =


0.0102

2.0437

1

 ;Ce =


0

0

1


T

.

The parameters for design of the Laguerre functions based PSMC described in Sec-

tion 6.2 are: the prediction horizon Np = 30, the number of Laguerre terms N = 5,

Laguerre functions parameter a = 0.15, the switching function parameter

K = [−0.0358 − 0.0071 0]. (6.28)
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6. Predictive Sliding Mode Control Based on Laguerre Functions

Notice that the proposed approach uses four times less parameters in comparison to tra-

ditional MPC [4] and, consequently, provides that the optimization problem is smaller.

The reference signal r is de�ned by

r =


0 if Time < 0.5s

40 if 0.5s ≤ Time ≤ 5s

0 if Time > 5s

. (6.29)

The constraints on the control signal and its increment are de�ned as

−1 ≤ uk ≤ 1; −0.2 ≤ ∆uk ≤ 0.2. (6.30)

The �rst type of proposed PSMC based on equivalent control is applied to the DC

servo system and two experiments are conducted in order to compare the performance

of the system with and without the one-step-delayed estimator. The results are shown

in Figs. 6.1 and 6.2. It can be seen that the steady state accuracy is better when the

one-step-delayed estimator is used in the design of the proposed control law.

The control signals, Figs. 6.3 and 6.4, and the corresponding control increments,

Figs. 6.5 and 6.6, respect the constraints de�ned by eq. (6.30) in both cases. One can

notice that in the steady state, the control signal is not equal to zero. That happens

because of the Coulomb friction and it is in the range of control signal from −0.15 to

0.15. From the previous set of experiments, it is concluded that the one-step-delayed

disturbance estimator is needed to improve the system response accuracy.
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Figure 6.1: The angular position x1 for PSMC based on equivalent control method (without the

one-step-delayed estimator).
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Figure 6.2: The angular position x1 for PSMC based on equivalent control method (with the

one-step-delayed estimator).
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Figure 6.3: PSMC u based on equivalent control method (without the one-step-delayed estima-

tor).
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Figure 6.4: PSMC u based on equivalent control method (with the one-step-delayed estimator).
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Figure 6.5: PSMC increment ∆u based on equivalent control method (without the one-step-

delayed estimator).
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Figure 6.6: PSMC increment ∆u based on equivalent control method (with the one-step-

delayed estimator).
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Then, the second type of PSMC, with the additional SMC term in the form of

min
(
|Gk| , diag(K)

)
sgn(Gk) is implemented. In the �rst experiment, the second type

of PSMC without the estimator is used to demonstrate the ability of additional control

term to reject the disturbance as good as in the case when the PSMC based on the

discrete-time equivalent control with the estimator is implemented. The additional con-

trol component parameter value was K = 0.1. The system output response is depicted

in Fig. 6.7. In the next experiment, the second type of PSMC is used with the estimator

providing the zero steady-state error, which is presented in Fig. 6.8. The constraints,

de�ned by eq. (6.30), are respected by the control signal and its increment, which is

shown in Figs. 6.9 - 6.12, respectively.

In order to show the e�ectiveness of the proposed PSMC, two additional experiments

are performed. It is demonstrated how the choice of the tuning parameter R a�ects the

robustness of the closed loop. The PSMC is using a model where the value of B matrix

is 40 % larger than the true value. Fig. 6.13 shows that the system is unstable with the

tuning factor R = 0.1, while in Fig. 6.14 it is stable and has good performance when

choosing R = 10. Next two �gures illustrate system robustness when the additional

SMC term is used. Stable system with the oscillations in the output response with

R = 0.001 is presented in Fig. 6.15. In order to suppress the oscillations, tuning factor

is chosen to be R = 0.1, which is demonstrated in Fig. 6.16.
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Figure 6.7: The angular position x1 for PSMC with the additional SMC term

(K = 0.1, R = 10, without the one-step-delayed estimator).
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Figure 6.8: The angular position x1 for PSMC with the additional SMC term

(K = 0.1, R = 10, with the one-step-delayed estimator).
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Figure 6.9: PSMC with the additional SMC term

(K = 0.1, R = 10, without the one-step-delayed estimator).
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Figure 6.10: PSMC with the additional SMC term

(K = 0.1, R = 10, with the one-step-delayed estimator).
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Figure 6.11: PSMC increment with the additional SMC term

(K = 0.1, R = 10, without the one-step-delayed estimator).
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Figure 6.12: PSMC increment with the additional SMC term

(K = 0.1, R = 10, with the one-step-delayed estimator).
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Figure 6.13: The angular position x1 for PSMC based on equivalent control

(perturbed system; K = 0.1, R = 0.1, with the one-step-delayed estimator).
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Figure 6.14: The angular position x1 for PSMC with the additional SMC term

(K = 0.1, R = 10, with the one-step-delayed estimator).
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Figure 6.15: The angular position x1 for PSMC with the additional SMC term

(perturbed system; K = 0.1, R = 0.001, with the one-step-delayed estimator).
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Figure 6.16: The angular position x1 for PSMC with the additional SMC term

(K = 0.1, R = 0.1, with the one-step-delayed estimator).

6.4 Conclusion

In this chapter, an approach to design of Predictive Sliding Mode Control (PSMC) based

on Laguerre functions has been studied. Two PSMC algorithms are presented 1. The

�rst one came from the discrete-time equivalent control method approach, which belongs

to the class of deadbeat control laws and implies that the reaching law is not de�ned at

all. The second one is based on the chattering free reaching law method resulting in the

control signal with an additional Sliding Mode Control (SMC) component as proposed

by [59]. In that way, the system dynamics under the reaching law is fully determined

and the system robustness is improved. By using the Laguerre functions for PSMC, the

online optimization problem is smaller and possibly can be solved faster compared to

the traditional Model Predictive Control (MPC) approach. The constraints on control

input signal and its increment are incorporated, which is impossible to achieve with

traditional SMC. The stability problem of SMC, which may arise when the disturbance

depends on the control input signal, is overcome by using a su�ciently large weight R.

Improved system steady-state accuracy is achieved by introducing the one-step-delayed

disturbance estimator in the proposed control algorithms, in order to reduce the e�ects

of system nonlinearities and disturbances further. This combination of MPC and SMC

is demonstrated by experimental results.

1All files for the controllers design can be found on http://automatika.elfak.ni.ac.rs/mspasic/
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Chapter 7

Summary and future work

This chapter provides the summary inferred based on the work presented in this thesis.

Additionally, Chapter 7 includes possible suggestions for future work for the presented

control framework.

7.1 Conclusions

The work presented in this thesis is focused on the development of new control algorithms

that provide the key properties of two di�erent control methodologies. The reason

for focusing on MPC and SMC was to obtain a robust controller that can be used

in real-time, cope with de�ned constraints, and does not have prohibitive calculation

requirements.

In the method presented in Chapter 3, an improved control system robustness is

achieved using GPC in combination with SMC. GPC has been used as a replacement

for the so-called equivalent control method within the traditional SMC approaches,

which provides improved control system robustness.

TMPC with SMC as an auxiliary controller has been presented in Chapter 4. The

original TMPC formulation has been used to emphasize the e�ect of SMC, as a low

calculation demanding auxiliary controller, on the robustness properties of the controlled

system. The procedure for calculation of constraints tightening is also given. Both SMC

control laws, the traditional and chattering-free ones, are used in order to represent the

proposed SMC control components.

Introducing the discrete-time Laguerre functions in the design of MPC was presented

in Chapter 5. This chapter shows a way of implementation of the orthogonal-based func-

tions in the design of MPC. That provides a smaller number of the MPC design param-

eters, which could a�ect the reduced computational burden when the large prediction

horizon is needed.

Chapter 6 represents the PSMC approach that uses Laguerre functions in the de-
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sign of the controller. In order to obtain improved system robustness and steady-state

accuracy, the one-step delayed disturbance estimator has also been included, which ad-

ditionally a�ects better system response and its robustness.

Simulation and real-time experimental results corroborate the theoretical background

of all presented control algorithms.

7.2 Future work

The main drawback within SMC is a chattering phenomenon. In this thesis, so-called

boundary layer control has been used for the reduction of a chattering. One idea for

future improvements of presented algorithms can be realized by comparing these algo-

rithms with the ones where the SMC component is of a higher order. Higher-order SMC

is known as a method which is able to reduce the chattering e�ect while maintaining

good stability properties. Another approach can be realized using integral sliding mode

control (ISMC), which provides an "ideal" SMC and robustness of the controlled system

since the initial time instant.

Orthogonal functions are widely used in the control systems and system identi�ca-

tion area. The main advantage of introducing Laguerre functions for the design of the

controller based on the orthogonal functions refers to the simplicity of the design proce-

dure. Possible future work will be directed to employing some other orthogonal based

functions in the design of MPC. The idea lies in opportunity for using complex poles,

besides the real ones (as it is the case with Laguerre functions), in their structures. This

approach will require a little more e�ort when it comes to programming, but it can

allow more e�cient tuning of the controller for obtaining the desired closed-loop system

response.

Another direction for future work is to adapt the presented algorithms for its imple-

mentation on Arduino and programmable logic controller (PLC) platforms. This will

make the used approaches available in an educational setting.
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Appendix A

Proof of Theorem 4.2.1

The vector sequence (gk, gk+1, . . . , gk+i, . . .) , denoted by (gk+i), converges point-wise to

the limit g ∈ Rnu if each element of gk+i converges to the corresponding element in g.

In other words, (gk+i) is convergent if lim gk+i = g, i.e. if for every real vector ε > 0

there exists the natural number Nu(ε), such that

|gk+i − g| < ε, ∀i > Nu(ε) (A.1)

(gk+i) is the positive (negative) vector sequence if gk+i ≥ 0 (gk+i ≤ 0) for i = 0, 1, 2, . . ..

For multiple-input systems, it is probable that the elements of vector gk have di�erent

signs, as they represent the switching functions of SMC inputs. After splitting the vector

gk onto two sub vectors g+k and g−k with separated positive and negative elements of gk,

respectively, eq. (4.17) can be rewritten as

g+k+i+1 = g+k+i −∆+
u sgn(g+k+i) + (KE)+w+

k+i (A.2)

g−k+i+1 = g−k+i −∆−u sgn(g−k+i) + (KE)−w−k+i (A.3)

where ∆+
u , ∆−u ,(KE)+ ,(KE)− , w+

k+i and w
−
k+i are diagonal matrices and sub vectors

obtained from ∆u , KE and wk+i by extraction. Similarly, the theorem's condition given

in eq. (4.18) can be expressed by

∆+
u 1 > Ω+ > max|(KE)+w+

k | (A.4)

∆−u 1 > Ω− > max|(KE)−w−k | (A.5)

and the domain G de�ned by eq. (4.19) as

G = G+ ∪G− (A.6)

with

G+ = {g+k+i : |g+k+i| < ∆+
u 1 + Ω+} (A.7)

G− = {g−k+i : |g−k+i| < ∆−u 1 + Ω−} (A.8)
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It is obvious that (g+k+i) and (g−k+i), de�ned by eq. (A.2), are positive and negative

sequences, respectively.

Let us prove now that (g+k+i) enters the domain G+ in �nite time for k0 ≤ i ≤ N

and remains in that area. The proof is similar in the case of (g−k+i) with respect to G−.

If eq. (A.4) is true, then

g+k+i+1 − g
+
k+i = −∆+

u sgn(g+k+i) + (KE)+w+
k+i

< −∆+
u 1 + Ω+ < 0 (A.9)

and g+k+i+1 < g+k+i so there exists a positive diagonal matrix

Qk+i = diag{q1k+i q2k+i . . . qn
+
u

k+i}, (A.10)

(0 < qjk+i < 1, j = 1, 2, . . . , n+
u , n

+
u + n−u = nu) (A.11)

such that

g+k+i+1 = Qk+ig
+
k+i, Qk+i < I (A.12)

where g+k+i and g
−
k+i+p (p ∈ N) can be written as

g+k+i =

(
k+i−1∏
j=k

Qj

)
g+k (A.13)

g+k+i+p =

(
k+i+p−1∏
j=k

Qj

)
g+k (A.14)

giving the following inequality (ε > 0)

|g+k+i+p − g
+
k+i|

=

∣∣∣∣∣
(

k+i−1∏
j=k

Qj

)((
k+i+p−1∏
l=k+i

Ql

)
− I

)
g+k

∣∣∣∣∣ < ε

(A.15)

According to Cauchy`s theorem, the convergence of vector sequence (gk+i), satisfying

eq. (A.15), is proved. Its convergence domain is

G
+

= {g+k+i : |g+k+i| > ∆+
u 1 + Ω+} (A.16)

directly satisfying eq. (A.12).

Let us now show that system trajectory enters the domain G+ in �nite time. The

sequence (g+k+i) converges inside domain G
+
, so it is limited and lim

i→∞
g+k+i = g+∞ . Assume

that g+k > ∆+
u 1 + Ω+ . According to eq. (A.2)

g+k+i = g+k −
k+i−1∑
j=0

(∆+
u 1− (KE)+w+

k+j). (A.17)
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Suppose that g+k+i never enters the domain G+. For i→∞ , we obtain
∞∑
j=0

(∆+
u 1− (KE)+w+

k+j) < g+k −∆+
u 1− Ω+. (A.18)

Equation (A.18) implies that the vector series
∞∑
j=0

(∆+
u 1− (KE)+w+

k+j)

is convergent, and its general element ∆+
u 1− (KE)+w+

k+j converges to zero as j →∞ ,

i.e.

∆+
u 1 = lim

j→∞

(
(KE)+w+

k+j

)
(A.19)

that contradicts eq. (A.4), and the initial assumption that g+k+i never enters the domain

G+ is false. Moreover, g+k+i enters the domain G+ at time instant k0 which is bounded

by the maximal element of vector

k0 = int

((
(∆+

u 1− Ω+)I
)−1(|g+k | −∆+

u 1− Ω+
))

+ 1

(A.20)

It is obvious that the length of the prediction horizon N should be greater than k0
and selected in accordance with eq. (A.20).

We will now show that for every k0 < i < N , g+k+i remains in the domain G+. Let

sk+k0 ∈ G+
+ = {g+k+i : 0 < g+k+i < ∆+

u 1 + Ω+}. Then, according to eq. (A.2), we have

−∆+
u 1− Ω+ <

(A.4)
−∆+

u 1 + (KE)+w+
k+k0

(A.21)

<
(A.4)

g+k+k0 −∆+
u 1 + (KE)+w+

k+k0

= g+k+k0+1 <
(A.4)

2Ω+ < ∆+
u 1 + Ω+

and thus g+k+i does not leave the domain G+. This is also true when g+k+k0 ∈ G+
− =

{g+k+i : −∆+
u 1− Ω+ < g+k+i < 0} since

−∆+
u 1− Ω+ <

(A.4)
−2Ω+ (A.22)

<
(A.4)

−Ω+ + (KE)+w+
k+k0

<
(A.4)

−∆+
u 1− Ω+ + ∆+

u 1

+ (KE)+w+
k+k0

<
(A.4)

g+k+k0+1 = g+k+k0 + ∆+
u 1

+ (KE)+w+
k+k0

<
(A.4)

∆+
u 1 + Ω+
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The case g+k+k0+1 < 0 and g+k+k0+1 /∈ G+ for g+k , g
+
k+k0

> ∆+
u 1 + Ω+ is not possible since

g+k+k0+1 = g+k+k0 −∆+
u 1 (A.23)

+ (KE)+w+
k+k0

> Ω+ + (KE)+w+
k+k0

> 0.

Similarly, the case g+k+k0+1 > 0 and g+k+k0+1 /∈ G+ for g+k , g
+
k+k0

< −∆+
u 1−Ω+ cannot

happen as

g+k+k0+1 = g+k+k0 + ∆+
u 1 (A.24)

+ (KE)+w+
k+k0

< −Ω+ + (KE)+w+
k+k0

< 0.

Therefore, we have proven that g+k+k0+1 ∈ G+ and, by induction, the latter can be

generalized to

g+k+k0+m ∈ G
+, (A.25)

for every m > 0. The sign of gk may change at each time step, causing the chattering

in that way, but gk will stay in G+. Having demonstrated that eq. (A.25) is satis�ed if

eq. (A.4) is valid, the proof ends.
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Appendix B

Proof of Theorem 4.2.2

Assume that gk /∈ G. Then, eq. (4.22) becomes eq. (5.29) and the proof is similar to

the one discussed in Appendix A. This means that gk+k0 ∈ G where k0 is determined

by eq. (A.20). Let gjk be the j
th element of gk and assume that corresponding element

(KEwk+k0)
j < 0 . Then

gjk+k0+1 = gjk+k0 − δ
j
u − |(KEwk+k0)j| (B.1)

< Ωj − |(KEwk+k0)j|

< δju − |(KEwk+k0)j|

< δju

where δju and Ωj are the jth elements in the diagonal of ∆u and in vector Ω, respectively

. Then, from eqs. (B.1) and (4.22) we have

gjk+k0+1 = (KEwk+k0)
j ∈ Gj (B.2)

If (KEwk+k0)
j > 0, gjk+i will continue to decrease and, after k1 time instants

k1 = int
(
(δju + Ωj

)−1
(δju − Ωj)

)
+ 1 (B.3)

gjk+k0+k1 ∈ {g
j
k+i : −δju − Ωj < gjk+i < 0} and

gjk+k0+k1+1 = gjk+k0+k1 + δju (B.4)

+ |(KEwk+k0+k1)j|

> −Ωj + |(KEwk+k0+k1)j|

> −δju + |(KEwk+k0+k1)j|

> −δju

Meanwhile, if KEwi < 0 for some i > k + k0 then eqs. (B.1) and (B.2) stand. It is

implied by eqs. (B.4) and (4.22) that, from i = k0 + k1

gjk+k0+k1+1 = (KEwk+k0+k1)
j ∈ Gj (B.5)
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7. Summary and future work

From eqs. (B.2) and (B.5) we have that once gk enters G, it will stay in it, i.e.

gk+i+1 = KEwk+i ∈ G (B.6)

and, therefore, there is no chattering in sliding mode.
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