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Abstract The Model-Driven Engineering (MDE) paradigm promotes the use of
conceptual models in information systems (IS) engineering and research. As engi-
neering products, conceptual models must be of high quality, which applies to both
conceptual models and the modelling language used to build them. Quality is a
growing concern in the MDE field; however, studies such as (Giraldo et al., 2016b;
Goulão et al., 2016) demonstrate the divergence in the several approaches that
are proposed for addressing this topic. Due to the many challenges, divergences,
and trends for quality assessment and assurance in the MDE context, one way to
perform a quality evaluation process is to use an approach where the applicability
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and goals of modelling languages (and artifacts) can be compared with respect to
the essential principles of the development of IS.

We propose using principles from an IS architecture reference (i.e., the Zachman
framework) as a taxonomy that is applied on the modelling languages used in in-
formation system development in order to perform analytic procedures. We also
demonstrate that this taxonomy can be considered as a formal context for the
application of the Formal Concept Analysis (FCA) method.

This paper derives formal, methodological, and technological requirements for
a modelling language quality evaluation method (MMQEF) with the potential to
tackle some of the open MDE quality challenges. In addition, a tool that opera-
tionalizes the taxonomic evaluation procedure and the FCA analytic method is
also presented. In this work, we discuss how this taxonomy supports analytics
that are in modelling languages for quality purposes through its management of
the semantics.

Keywords Quality, model-driven engineering, information systems, modelling
language evaluation, reference taxonomy, the MMQEF method.

1 Introduction

The design and development of Information Systems (IS) with conceptual models
is highly dependent on the cognitive abilities and experience of the people that
participate in the modelling tasks. When an analysis is made on a conceptual
model, it is difficult to qualify or give an opinion about its associated quality.

One of the main problems here is the conceptual divergence in the use and ap-
plicability of modelling languages. The cognitive process involved in the modelling
act influences their definition and application. This leads to a decoupling between
the initial goals of the languages and the real use that final users of the language
give to them.

The key behind the analytics process for quality evaluation in Model-Driven
Engineering (MDE) is the explicit management of the semantics dimension. The
Model-Driven Architecture (MDA) guide 2.0 (OMG, 2014) promotes the semantic
analytics of models as procedures over semantics data for assisting in decision
making, monitoring, and quality assessment. These procedures include tasks such
as validation, statistics, and metrics.

However, the current state of the model-driven initiatives does not relate the
semantics of the modelling languages with the essential modelling features that
are expected in an IS development process. The conceptual frameworks about the
model-driven paradigm do not clearly answer whether or not any modelling artifact
(e.g., models or diagrams) meets the MDE paradigm (Giraldo et al., 2016b). There
is an open issue about the derivation and management of data about the semantics
that is associated to quality evaluation processes on modelling languages. It is
possible to support analytics on quality issues of modelling languages from the
semantics data. Examples of issues are the following: suitability, expressiveness,
arbitrariness, support for communication, management of traceability, and sys-
tematic support for transformations of models.

This paper proposes a method and a tool to support an analytic procedure on
modelling languages. It belongs to a taxonomic evaluation method which uses a
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taxonomy that is extracted from an IS reference architecture based on the Zachman
framework. This framework was chosen because it was one of the first and most
precise proposals for a reference architecture for IS, which is recognized by impor-
tant standards such as the ISO 42010 (ISO/IEC/IEEE, 2011).

The evaluation method is formally supported by the application of the Formal
Concept Analysis (FCA) approach. We use FCA to explicitly identify relationships
between concepts of languages. This approach (by default) manages the semantics
of these concepts through a graphical representation in which the semantics is ex-
pressed as distances and grouping between concepts. From this application of FCA,
we also derive a tool whose implementation was made on the Eclipse Modelling
Project (specifically, the EMF and GEF frameworks). This project is recognized as
being one of the most important technical environments for MDE (da Silva, 2015).
The automation of the FCA method by a plugin for a native MDE development
environment results in an appropriate alternative for the validation of quality in
models and modelling languages.

Our work makes the following contributions:

– We discuss the applicability of an IS reference architecture as a taxonomy in
a MDE quality evaluation procedure. We support it using an ontological vali-
dation of the reference taxonomy. The sufficiency of the reference architecture
as a taxonomic theory is also presented.

– We present a quality tool for managing the semantics and making quality
evaluation procedures on modelling languages.

– Two examples of quality evaluation on modelling approaches are described in
order to show the applicability of our evaluation method in combination with
its associated tool.

The remainder of this paper is structured as follows. Section 2 shows the main
features of the taxonomic evaluation method, the FCA method, and its applica-
tion in the taxonomic evaluation of modelling languages, and also the application
of the quality evaluation method with an implemented tool for supporting the
management of the semantics data that are obtained from the taxonomic analysis.
Section 3 discusses the formal support of the Zachman framework for conside-
ring it as a taxonomy, and, therefore, performing classification analysis. Section 4
discusses the main features of the quality evaluation method, including its appli-
cability with respect to previous methods for quality evaluation at model-driven
levels. Section 5 concludes the paper and outlines future work.

2 The evaluation method

2.1 An example about quality reasoning and evaluation on modelling languages

MDE proposes modelling languages as the new abstraction units. The adoption of
MDE approaches has guided the development of a large number of model-driven
initiatives. Although MDE emphasizes the use of models as the primary artifacts of
an engineering construction process (mostly for software construction), it causes a
conceptual divergence in the support of specific views and/or concerns belonging
to an IS. This phenomenon is strengthened by the lack of (semantic) support
offered by the languages.
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One example of conceptual divergence can be a comparison between the UML
and BPMN languages for supporting business concerns. UML has been commonly
considered the modelling language (by default) for software systems, focusing on
functional features of these systems and deriving objects that interact with each
other to perform those expected functionalities.

On the other hand, BPMN is one of the most recognized approaches for
modelling business processes. Some BPMN platforms (or BPMN suites) support
desirable features of modelling languages, such as the execution of models (busi-
ness process models), the automatic generation of software code, and the native
use for domain experts or business analysts.

In the analysis of these two languages, we consider the guidance that was
provided in the Unified Process (Kruchten, 2000) for the specific use of UML in
the most representative disciplines of Software Engineering. This process was the
first methodological prescription that proposes the use of UML in the construction
of software systems. It also considers the use of an UML profile to perform business
modelling, which is the discipline that prescribes a business engineering effort in
order to derive software system requirements for software solutions that must fit
into an organization. This consideration was formulated before the official release
of the BPMN approach.

The comparison of these two modelling languages is performed w.r.t. the ap-
plicability of each one in the modelling of IS views, which is independent of the
concrete features and advantages that are provided by each language. Each view
of an IS could have a concrete modelling support. The multiple IS views feature
determines the application of multiple modelling languages and also the presence
of quality issues that are associated with this IS feature such as suitability, inte-
gration, traces, and organization of languages.

2.2 The Zachman framework as the foundational basis of the evaluation method

Taxonomies play an important role in the development of IS projects(Olivé, 2001).
In (Laware and Kowalkowski, 2005), the authors describe the business value of
taxonomies and ontologies in terms of their relationship with architectural models
that support IS practices.

This work is based on a taxonomic analytic procedure that uses taxonomy that
relies on the Zachman framework (Zachman, 1987)(Sowa and Zachman, 1992).
This framework is one of the most relevant reference architectures for Informa-
tion Systems. Despite its commercial applications in the enterprise architecture
field, we focus only on the essential principles that define this framework around
the classification of artifacts that belong to an IS in an organizational context.
The taxonomy allows us to derive an analytic procedure for evaluating modelling
languages.

The framework is a two-dimensional logical structure in the form of a matrix.
The rows represent the abstraction levels involved in an IS development process,
which move from organizational towards specific computational implementations.
The columns are philosophical questions (what, why, how, where, when, who),
which are used to understand the role of the modelling artifacts that are presented
in an IS project with respect to the viewpoints. The combinations of abstraction
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levels and questions generate cells in the matrix. Each cell is unique (i.e., each cell
has only a scope), and each cell is independent of the others.

The taxonomy establishes seven rules (Sowa and Zachman, 1992) in order to
perform the classification. These are as follows:

R1 The columns do not have any specific order.
R2 Each column has a basic (simple) model. This implies that there is an essential

concept for each column that answers the question of its associated column.
The basic model constitutes the generic metamodel for any column.

R3 The basic model of each column is unique.
R4 Each row represents a perspective that is unique and different.
R5 Each cell is unique.
R6 The integration of the models of the cells in a row constitutes a complete model

of this row.
R7 The logic of the framework is recursive (i.e., the essential models can ex-

plain themselves), and each cell could be analyzed with the use of the entire
taxonomy.

The two-dimensional structure of the taxonomy gives a set of information that
is useful and valuable for modelling and reasoning about any phenomena inside
the scope of IS (Smith, 2013). The rules for classification guarantee the consistency
for any IS modelling activity.

The taxonomy recognizes the presence of different approaches and graphic
representations (i.e., modelling languages) that are appropriate for the cells, but it
also recognizes that they are not completely adequate due to the different purposes
that are addressed by each cell. For this reason, any attempt to fix this insufficiency
without a systematic procedure (e.g., to arbitrarily join the formalisms of some
cells) could lead to serious problems in the posterior design of the IS design; also,
a sub-optimization of formalisms could be evident (Sowa and Zachman, 1992).

2.3 The MMQEF method

Figure 1 summarizes the classification of artifacts of modelling languages in the
Zachman taxonomy. The information that comes from modelling languages (such
as semantic constructs) and modelling elements (e.g., data derived from diagrams)
is classified with respect to the taxonomy structure depending on the purpose
(or goal) of the modelling languages that is perceived by the analyst, and the
information of the modelling languages that can be captured for the cells of the
taxonomy.

The classification activity with the reference taxonomy and the derived ana-
lytic procedure that were described in Figure 1 constitute the Multiple Modelling
Quality Evaluation Framework method (MMQEF). It is a methodological and
technological framework for evaluating quality issues in modelling languages by
the application of a taxonomic analysis. This method helps to find quality issues
in modelling languages according to their support for specific concerns and phe-
nomena inside an IS.
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NCC for each modelling language

1. Determine the organization of the modelling languages
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Representations

Classification of 
modelling 
languages

Fig. 2 Summary of the MMQEF method.

Quality for modelling languages in MDE could be defined as the degree to which
a given modelling language (with its artifacts) meets an IS concern, considering
its location inside an abstraction level with a clear purpose (or viewpoint) and
an explicit traceability for deriving technical implementations (as part of an IS
development process). MMQEF defines the quality of a modelling language as
the degree of its fulfillment with essential principles of IS that are defined in the
Zachman reference architecture for IS.

As an evaluation method, MMQEF defines activities in order to derive quality
analytics based on the classification applied to modelling languages. Figure 2 sum-
marizes the MMQEF method using a Data-Flow Diagram (DFD) level 1 notation
to show the main evaluation activities in accordance with the support previously
presented in Figure 1.

MMQEF derives analytic procedures that support the detection of quality is-
sues in modelling languages, such as the suitability of modelling languages, traces
between abstraction levels, specification for model transformations, and integra-
tion between modelling proposals. The most important quality question that is
managed by the taxonomy is the support of the essential modelling of IS concepts
and their associated abstraction level. This is done by contrasting the modelling ar-
tifacts with the minimum information that is expected in each cell of the taxonomy.
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2.4 Main features of MMQEF

Although the modelling levels that are defined in the taxonomy are closer to
the levels of the MDA specification (i.e., the Computation-Independent Model or
CIM, the Platform-Independent Model or PIM, and the Platform-Specific Model
or PSM), the taxonomy is a neutral mechanism for reasoning about models used
in the development of IS.

Thus, even a model-driven approach that is not in compliance with MDA can
be classified by the taxonomy as long as it considers at least one of the following
descriptions: the specification of the system (in terms of the what or how of the
granularity levels) and/or the description of the surrounding situation in which
the system will be used (i.e., the why of the system). The taxonomy considers the
situation as an organizational perspective.

Through the application of taxonomic analysis, some key features of MMQEF
are derived. One feature is the management of the model transformations as a
controlled process, i.e., the transformations and mapping of models take place
as a direct consequence of the addition of information in accordance with the
interaction between abstraction levels and questions.

The model mapping feature (which is mentioned in the first version of the MDA
guide (OMG, 2003)) occurs as a result of the structural changes in the models
that cross from higher to lower abstractions. Information that comes from the
Computation-Independent Model (CIM) level are enriched with constraints that
are associated to lower levels so that it is possible to get enough information for
the implementation of higher models in a technical (computational) environment.

Similarly, transformations between the information of two different columns
must be sufficiently justified in order to support the derivation of models from
different essential properties (e.g., time-location, data-process).

Among the main features in the design of modelling languages, there must
be an explicit rationale about why and how information from a column can de-
rive/generate/support information for another column. In addition, the evidence
of traceability can be obtained from the information classified in the taxonomy.

The classification act requires the explicit rationale of the technical issues im-
plementation of the model artifacts under consideration. The Platform-specific
models (PSM) row of Figure 1 expresses models that are transformed to any spe-
cific technological platform: programming languages, development environments,
supporting platforms (frameworks, engines, APIs), and hardware and network con-
figurations.

Therefore, when the classification is performed, the associated technical de-
tails must be considered to ensure the full functional implementation of the IS
(i.e., the transformation of the models to executable artifacts on computational
platforms). This is the implication of the abstraction level zero that the reference
taxonomy defines in the lower row. This functional implementation feature must
be considered at some point to indicate the feasibility of the modelling effort from
a computational perspective.

To make the development of the system and situations descriptions compatible
with current methodologies for software and system construction, descriptions can
be mapped to specific tasks and artifacts associated to roles that participate in the
development process of an IS; e.g., the organizational information can be grouped
in a business analyst or business expert role, the what description can be grouped
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in the system analyst-designer role, and the how description can be grouped in the
system designer and developer role.

Since the taxonomy focuses on the use of models and the key importance that
models have in projects developed under the model-driven paradigm, descriptions
must have models (resulting from modelling languages) to address the concerns
involved in an IS.

The taxonomic analysis supports quality inferences for modelling languages
(with their model elements1). This distinction is important because quality evi-
dence come from different sources regarding the type of artifact under analysis;
for modelling languages, quality is based on their properties; and for modelling
elements, quality is based on their derived and recognized use.

2.5 The FCA method and its support for the taxonomic analysis of MMQEF

The Formal Concept Analysis (FCA) approach is a mathematical method for data
analytics, representation of knowledge, and information management (Priss, 2006).
It is based on the ordered set theory. FCA provides a natural method for defining
concepts in a model so that these concepts are associated to others through shared
features. The main goal of the FCA method is that concepts are all the pairs of
objects and attributes that have a mutual dependence.

The foundational support of the formal concept is that a concept is determined
by its extension (i.e., the collection of objects that are covered by this concept)
and its intention (the set of properties or attributes that are included in this
concept). Therefore, a formal concept is conformed in an incidence relationship
called formal context between a set of objects and a set of attributes through any
closing operator.

According to (Wolff, 1993), the mutual dependence between objects and at-
tributes is defined as a formal context (a partially ordered triplet) K = (O,A, I)
where: O represents a formal set of objects (e.g., the classes in a software model);
A is a set of attributes that may or may not have objects; and I is a relation
of incidences that shows the association between an object and an attribute; I is
defined as I ⊆ O×A. I is expressed as a binary relation (o,a), it is interpreted as
the o-object has the a-attribute (Ganter and Wille, 1999).

A formal context can be represented as a matrix with crossings, where the rows
are O, the columns are A, and the incident relation I is a series of crossings between
rows and columns. The FCA verifies the closeness between concepts (i.e., the
semantic distance) by operations of containment and overlapping depending on the
incidences that were found. This analysis receives a matrix of objects (rows) and
attributes (columns) as input. If a specific feature is identified, a mark is assigned
in the corresponding cell of the attribute that possesses it. The output of the
analysis is a concept lattice (connected graph), where nodes are the concepts and
attributes under analysis, and the lines represent the semantic distance between
them. Figure 3 summarizes the FCA method.

In order to operationalize the quality evaluation procedure mentioned in Sec-
tion 2.3, we consider the reference taxonomy as a formal context where

1 These refer to the specific elements that appear with the use of a modelling language,
according to the definition presented in (Object and Reference Model Subcommittee of the
Architecture Board, 2005).
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Fig. 3 Summary of the FCA method (with figures taken from (Wolff, 1993)).

O := {scope/contextual, business model/conceptual, system model/logical,
technological model/physical, detailed representation/out− of − context}
A := {data/what, function/how, network/where, people/who, time/when,
motivation/why}

and the incidences (o, a) ∈ I are derived when the information of modelling
languages is classified using the taxonomic structure. Thus, the FCA method pro-
cesses the grammar constructs provided by the modelling languages that are in-
volved in an IS development process (semantic constructs, diagrams, etc.), gene-
rating a connected graph or concept lattice as the output, where the relations
between elements are described. The resulting lattice derives inferences about the
application of modelling languages. In the classification of the modelling artifacts
over the reference taxonomy, some types of association of concepts are identified:

– Association 1: for a ∈ A | (o, a) ∈ Ifor only one o ∈ O ∧O ⊆ K.
– Association 2: for A′ ⊆ A | (o, a) ∈ Ifor O′ ⊆ O.
– Association 3: for O′ ⊆ O | (o, a) ∈ Ifor A′ ⊆ A.

Due to these associations, the rules of the taxonomy (Section 2.2) must be
contrasted with the rules of the FCA method for analyzing concepts in order to
harmonize the two set of rules for generating concrete analyses over the modelling
artifacts. This was achieved by modifying the procedure that generates concept
lattices, so that the taxonomic independence that is defined for each row of the
reference taxonomy (R4 and R6) could be not combined during the FCA parsing
procedure. Due to associations 2 and 3, the semantic distance of objects and
attributes will be linked to the same node in the resulting concept lattice.

In addition, to meet R5 of the taxonomy (each cell is unique), a contribution
value was established to indicate the percentage of completeness that the modelling
artifact contributes in answering the coverage of the abstraction level-philosophical
question pair for a specific cell. The contribution value is mainly used in cases
when two or more modelling languages support one cell. This value is based on
the opinion or judgment of experts (i.e., the modelling language analysts) who
define the degree to which modelling artifacts (e.g., model elements, diagrams, or
meta-elements) support a cell based on the specific purpose of that artifact.

2.5.1 The EMAT Tool

EMAT (EMF Modelling Analytics Tool) is a software tool that is implemented to
support the evaluation of quality in modelling languages through the taxonomic
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analysis proposed in the MMQEF method. EMAT is a plugin for the Eclipse
Modelling Project2, specifically the Eclipse Modelling Framework (EMF). The
plugin supports the analytic procedure with the reference taxonomy presented
in Section 2.3 and the FCA method for the management of the semantics data
derived from the taxonomic analysis.

We identify a common question about why it is necessary to develop another
FCA tool, taking into account previous FCA tools (e.g., Concept Explorer3, and
Toscana4). These types of FCA tools support analysis of objects/attributes in
generic contexts.

EMAT is not another FCA tool. It focuses on providing the required technical
support to evaluate modelling languages through taxonomic analysis and opera-
tionalizing the generation of lattices that contain objects and attributes derived
from information of the modelling artifacts. EMAT implements the FCA support
for the taxonomic analysis previously mentioned. This FCA analysis considers the
application of the seven rules of the reference taxonomy. The output of EMAT is
not only a drawing of a connected graph, it is also a conceptual model of the seman-
tic closeness among objects/attributes of modelling languages. Quality inferences
can be deduced and also automated from this model.

Unlike traditional FCA tools, EMAT works within a MDE technical environ-
ment. As a further consequence, we hope this integration promotes the reduction
of the subjectivity criteria that are traditionally associated to the quality evalua-
tion processes. EMAT allows model-driven practitioners to perform reasoning over
shared semantic lattices.

In the current version of EMAT, the resulting lattices are rendered directly over
the work area of EMF. However, lattices are not only a visual output with graphical
information of the semantics, they are also conceptual models that contain data
about the semantic closeness of modelling languages. In this way, quality inferences
(that are derived from the taxonomic analysis of MMQEF) are formally supported
and potentially automatable by the application of some query analysis and/or
formal methods.

2.5.2 The taxonomic evaluation procedure using EMAT

EMAT offers a view into the Eclipse working area to classify the elements of
the modelling languages under analysis in each cell of the taxonomy. For each
language under evaluation, the analyst (i.e., the role that represents the designer
of the language or the final user of the language) can indicate whether the elements
of the language fit in a cell with its associated coverage value; it is a percentage
between 0-100 that indicates the degree of coverage that these elements contribute
to answering the specific question in the considered cell. For each cell, two input va-
lues are generated (modelling language element, percentage) for the FCA analysis;
these values mark the incidence relationship in the matrix.

In the current version of the tool, a graphical interface was implemented to
evaluate one or more modelling languages versus the reference taxonomy, i.e., a
FCA analysis is performed by overlapping the matrixes (each one with the specific

2 https://eclipse.org/modeling/
3 http://conexp.sourceforge.net/
4 http://toscanaj.sourceforge.net/
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Part A

Part B

Fig. 4 Example of the taxonomic evaluation for the UML and BPMN modelling languages
performed in the EMAT tool.

set of incidences for each modelling language under analysis). This evaluation pro-
duces relationships of containment in the resulting concept lattice. In this concept
lattice, the contributions of each language for each cell are reported, differenti-
ating which of the languages is closer to 100% of the contribution. This is the
completeness analysis that was depicted in Figure 1.

Figure 4 presents an example of an analysis that was performed over the UML
and BPMN modelling languages. For this case, we use the information from the
diagrams associated to both languages, indicating the coverage provided by each
diagram in each cell of the taxonomic structure (Figure 4, Part A). Each diagram
has a structure to classify it. Afterwards, a concept lattice (Figure 4, Part B) is
automatically generated as the result of the application of the FCA method with
the modifications for preserving the taxonomic rules.

EMAT allows the configuration of options for the automatic generation of the
concept lattice. Because of its mathematical foundations, the FCA properties must
be fulfilled. Therefore, EMAT provides a configuration panel where the user can
apply the FCA analysis by selecting between two alternatives, either fulfilling the
essential modelling of the taxonomy or applying each FCA rule to each matrix.
Each alternative generates a connected graph.

Finally, to support the associations reported in Section 2.5, we use three con-
ventions to identify them (Figure 4, Part A):
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– The / convention represents that the object is the only one that has an attribute
(i.e., a single association between an abstraction level with a philosophical
question or vice versa).

– The | obj | convention indicates that two or more abstractions have the same
associated attributes.
The | att | convention defines that two or more questions are associated with
one or more abstractions.

Depending on the selected configuration, the FCA analysis can be performed
by taking into account R3 of the taxonomy (each column has a basic model), or
applying the FCA method to look for the semantic similarities between columns
reported from the classification of modelling artifacts.

2.5.3 How should a resulting lattice be interpreted ?

The graphical interpretation of the lattice in EMAT is equivalent to an ordinal
context (Ganter and Wille, 1999), which provides a hierarchy for analyzing con-
cepts from a set of objects and attributes that compose them. Each concept of
the obtained hierarchy represents a set of objects that share the same values or
meanings for a certain set of attributes.

The formal concepts are defined as a pair of a set of objects (extension) and
another set of attributes (intention). The extension is all the objects that share the
given attributes. The intention is all the attributes that share some given objects.
Formal concepts can be ordered partially due to the containment relationship
among their sets of objects and attributes. This order produces a hierarchized
system in which sub-concepts and super-concepts appear. These are visualized as
nodes and links.

EMAT applies the notion of object, attribute, concept, sub-concept, and super-
concept to interpret an obtained lattice. This interpretation must be done top-
down, from the start to end nodes, and taking into account that the attributes
(i.e., the questions in the reference taxonomy) are those nearest to the start node,
and the objects (i.e., the abstraction levels in the reference taxonomy) are nearest
to the end node.

An object has attributes, and, in turn, an attribute could be in many objects.
This produces a hierarchized lattice in which the sub-concepts are the highest nodes
in the lattice, and the super-concepts are the lowest The relations among nodes
are binaries. They detect if a node has a link with another node, and if a node is
a super-concept or a sub-concept with respect to another node and its associated
position.

An additional consideration is needed in the taxonomic analysis because EMAT
provides a completeness percentage to indicate the degree of support of a modelling
artifact for a specific concept. This percentage is depicted as internal nodes inside
a conceptual node.

Figure 5 presents an illustrative lattice that was generated intentionally in
EMAT, which has the Physical, Why, and When attributes, and the Contextual
node that is an object. Contextual has some internal nodes that describe the rela-
tions between nodes.

Contextual and When have a relation of 50% that is covered through the BPMN
Business Process diagram. This same relation is covered by the UML Class dia-
gram. Afterwards, a relation among the Contextual concept and the Why attribute
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Fig. 5 Example of a lattice generated automatically in EMAT.

is covered only by the UML Class diagram with a level of 10%. Finally, there is a
relation between Physical and When with a level of completeness of 100% through
the BPMN Business Process diagram. This relation appears inside the Contextual
node because, in the classification with EMAT, the analyst indicated that these
BMPM diagram support both levels (Contextual and Physical).

From the lattice shown in Figure 5, it can be deduced that BPMN is the most
appropriate language for this modelling task because its diagrams cover most of
the levels and questions involved in the taxonomic analysis.

2.6 MMQEF in practice

In this section, we present two demonstrations of the application of MMQEF.
Modelling scenarios were identified for both examples with more than one modelling
language.

2.6.1 Quality analysis of the UML and BPMN modelling languages

Following the example that was described in Section 2.1, Figure 6 presents the
application of the MMQEF method to analyze the UML and BPMN modelling
languages.

We chose these two languages due to the taxonomic analyses that were pre-
viously made separately for the two languages. These previous analyses used the
reference taxonomy to classify the diagrams associated to each language. For ex-
ample, the analysis on UML presented in (Frankel et al., 2003) was proposed from
the first release of the MDA specification. The BPMN analysis described in (Zhao
et al., 2012) evaluates the suitability of this language for linking the business with
the information systems.

Both languages were also evaluated in combination and by using a taxonomy,
as reported in (Aagesen and Krogstie, 2015); however, in that work, the selected
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Fig. 6 Summary of the application of the MMQEF method on UML and BPMN modelling
languages.

taxonomy only considers concepts related to the modelling of processes. Therefore,
the UML language is limited to the process-modelling support that is commonly
associated to the activity diagrams.

We made the classification of the modelling artifacts from the specifications of
both languages provided in the OMG web site5 and the previous analysis using
the reference taxonomy. For this case, Figure 7 presents the classification of the
diagrams that are associated to the languages under analysis, and Figure 8 presents
the classification of some modelling elements that are relevant to this analysis.

These classifications were made in accordance with the perceived use of the
modelling artifacts regarding the taxonomic cells (i.e., artifacts are classified based
on the information that each cell can capture from them). The percentages asso-
ciated to each element are assigned based on the perceived completeness of each
modelling artifact for the specific cell. Reported values were assigned by an expert
judgment from the perceived information of diagrams (Figure 7) and metamodel
elements (Figure 8) associated to both modelling languages. The classification of
Figure 8 considers more elements and some different values regarding the precise
description that are in the metamodels’ specification.

The classification presented in Figure 7 is the input for the EMAT tool. To be-
gin the FCA analysis, EMAT looks for objects and attributes without any relation
to incidence. In this case, the Physical and Detailed objects are eliminated. Then,
EMAT looks for objects and attributes that are unique (i.e., those that have only
one incidence). In this case, the Contextual object only has an incidence with the
What attribute through the UML package diagram. This object is added to the
What attribute using the /att/ label to indicate that What only has the Contextual
object. This grouping produces the new concept [What/att/Contextual].

In the same way, the Why attribute has only one incidence with the Con-
ceptual object through the BPMN Business process diagram. Therefore, this at-
tribute is added to the Conceptual object using the /obj/ label to indicate that
the Conceptual object only has the Why attribute. It produces the new concept

5 Specifications available at http://www.omg.org/spec/UML/2.5/ (UML), and
http://www.omg.org/bpmn/index.htm (BPMN).
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Fig. 7 Taxonomic analysis of the diagrams of the UML and BPMN modelling languages.

[Conceptual/obj/Why]. This same procedure is performed for the Where attribute,
resulting in the new [Logical/obj/Where] concept.

Afterwards, EMAT looks for objects with common attributes and vice versa.
This analysis considers the new concepts that were formulated in the previous
step. If EMAT determines that two attributes are related to the same objects,
it shows the —att— label. Finally, EMAT looks for objects that contain other
objects for the same (or fewer) attributes. These are the super-objects. The same
is performed to look for super-attributes.
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18 Fáber D. Giraldo et al.

Fig. 9 Lattice generated from the classification shown in Figure 7.

Fig. 10 Lattice generated from the classification shown in Figure 8.

Finally, EMAT generated the lattice shown in Figure 9. Following the inter-
pretation process that is presented in Section 2.5.3, the following inferences are
detected from the classification of diagrams:

– When the What viewpoint is defined, it also defines the Contextual level.
– When the Contextual level is defined, it also defines the Why viewpoint.
– When the Logical level is defined, it implicitly defines the Where viewpoint.
– The How and the Who viewpoints are indistinctly defined with the use of the

involved modelling languages and their diagrams.
– The When viewpoint has not modelled consistently with respect to the other

viewpoints and abstractions under analysis. In other words, the modelling of
When is very different with respect to the other selected cells in the taxonomy.

EMAT applies a similar procedure for the classification of modelling elements
shown in Figure 8. This generates the lattice shown in Figure 10. In this case, the
consistency issues are in the When and Conceptual viewpoints.

From the taxonomic analysis on UML and BPMN, MMQEF infers the following
quality issues that must be addressed for integrally modelling the main concerns
of an IS project:

– BPMN does not cover the data modelling of business processes.
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– The Where viewpoint is not integrally covered at the CIM levels for the two
modelling languages.

– There is no explicit specification to manage the traceability from the Con-
ceptual to the Physical abstraction levels. For this reason, decisions about the
derivation of code or executable components are related to specific tools. The
modelling languages do not explicitly define this generation.

– It is not clear whether or not the models associated to the Conceptual level
have any relation to the models of the Logical level. It can be interpreted as an
attempt to directly generate software infrastructure from Conceptual models, or
a lack of alignment among these levels for modelling complementary concerns
(from the perspective of an integral process of code generation based on the
preservation of the main modelling constructs).

– Instead of competing initiatives, UML and BPMN could complement each
other to model the Conceptual abstraction level and its associated viewpoints.
BPMN can take advantage of the UML stereotype proposed in the Unified Pro-
cess for covering complementary concerns at business levels, such as business
goals, business rules, business workers, business key concepts, and entities.

– The Time viewpoint does not have explicit support. It is a complementary
property of the modelling artifacts that were classified.

– The information associated to the Who in the taxonomic analysis does not
allow the generation of specific user supports at lower levels (e.g., rules for
access controls, user management, etc). Similar to the Time viewpoint, the
information from modelling artifacts that satisfies the Who viewpoint relies on
specific properties of modelling artifacts.

2.6.2 Quality analysis of the OO-Method and CA integration

In this section, we use the MMQEF method to evaluate the integration of two
previous modelling methods that were generated from (and also supported by)
the PROS Research Centre: the OO-Method (Pastor and Molina, 2007; Pastor
et al., 2013), and the Communicational Analysis (CA) method (España et al.,
2009; España Cubillo, 2012).

The OO-Method is a model-driven, object-oriented software development method
that generates complete applications from conceptual models. This method is a pi-
oneer in the model-driven field, and one of the first proposals for obtaining software
products from source conceptual schemas. The OO-Method uses a methodologi-
cal process based on the object-orientation paradigm, in which its models (i.e.,
the object model, the dynamic model, the functional model, and the presentation
model) contain the static, dynamic, and presentation properties of a modelled sys-
tem. The OO-Method underlies the Olivanova framework, which defines a compiler
of conceptual schemas and a model execution system. Currently, the OO-Method
is technologically supported by the Integranova platform6.

CA is a communication-oriented requirements engineering method that is fo-
cused on the specification and modelling of the communicative messages and events
that are associated to business processes. It is possible to generate OO-Method mo-
dels from these models. CA has an associated tool, the GREAT modeller (Rueda
et al., 2015); this tool is based on Eclipse EMF and models business processes, their

6 Tool available at http://www.integranova.com/ .
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Fig. 11 Summary of the application of the MMQEF method to the integration of the OO-
Method and the CA methods.

communicative events and messages, and generates OO-models through transfor-
mations of these communicative models.

The methodological integration of these two modelling methods was proposed
in order to enrich the OO-Method with requirement modelling capabilities (González
et al., 2011; Pastor and España, 2012). Thus, the OO-Method adds modelling sup-
port at the CIM level of the MDA specification (the Contextual and Conceptual
levels of the reference taxonomy), complementing its native support for the PIM
(Logical) and PSM (Physical) levels. This enrichment allows requirements and
their associated transformations to conceptual schemes to be defined in an auto-
mated way. The integration of the OO-Method and CA is a clear demonstration of
the Requirements2Code metaphor (Pastor et al., 2013), which uses a well-defined
set of models and model transformations for this purpose.

Another feature that supports our analysis of the OO-Method and CA methodo-
logical integration is the evidence of previous reports where both methods were
analyzed independently with the reference taxonomy. The resulting analyses were
reported in (de la Vara et al., 2007) (for OO-Method) and (España Cubillo, 2012)
(for CA). Taking into account these two analyses, we use each independent analy-
sis to overlap them and derive crosses in the cells of the reference taxonomy with
the diagrams of both modelling approaches. Therefore, the contribution values
were assumed in similar percentages regarding the number of elements of both
approaches that support each one of the cells involved in the analysis.

To start the analytic procedure, we classify the modelling artifacts from both
methods. These come mainly from their associated diagrams. Figure 11 summa-
rizes the application of the MMQEF method in this analysis. The inputs come
from the conceptual specifications of the methods, their related publications, the
previous individual classifications, and the information derived from their associ-
ated tools (Integranova and GREAT modeller, respectively).

Figure 12 presents the obtained classification. Derived data from represen-
tations are placed in the cells in accordance with the information that can be
captured by each one. Taking into account that the Physical level is covered by
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Fig. 12 Taxonomic analysis of the diagrams of the OO-Method and CA methods.

Fig. 13 Lattice generated from the classification shown in Figure 12.

the code and infrastructure that is generated by the Integranova platform, the
methodological integration has a coverage of 79.167% of the CIM-PIM-PSM levels,
highlighting the coverage at CIM cells. The lattice of Figure 13, which was gener-
ated automatically by EMAT, shows this coverage and the closeness semantics of
the OO-Method and CA integration.
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The integration of OO-Method and CA establishes a very complete modelling
approach that models business concerns and guarantees their traceability to soft-
ware platforms through the native mapping that is previously implemented in the
OO-Method. This traceability takes attributes and properties belonging to the
communicative messages and events and derives conceptual models at the OO-
Method level. Works such as (España et al., 2012) report previous applications of
this derivation procedure. The traceability relations have the capacity to poten-
tially support the generation of other OO-Method models such as the Presentation
model.

However, the integration of the two modelling methods lacks coverage of the
Where viewpoint, which is delegated to the specific constraints that are imposed
by the code generation frameworks that are used by the technical environment
of the OO-Method. Nevertheless, taking advantage of the Organizational network
diagram of the CA method, underlying models can be identified to address specific
concerns associated to the location question. This would provide an interesting
opportunity to model new IS phenomena regarding this viewpoint, such as service
platforms, cloud deployment, micro-services, ubiquitous interfaces, etc.

3 The formal support of the taxonomy for the quality evaluation
analysis of modelling language artifacts

The main feature of the reference taxonomy that is used by MMQEF is the clas-
sification of modelling languages that fit each other in a systemic way (Wegmann
et al., 2008). Thus, the sufficiency of the taxonomy must be evaluated to determine
the support of this feature and the derived reasoning about quality on modelling
languages. To do this, we apply an ontological evaluation procedure proposed
in (Siau and Rossi, 1998). In this procedure, the elements of the taxonomy are
matched w.r.t. constructs from previous IS methods in order to verify the essen-
tial notions to be met by any well-constructed taxonomy. These IS methods are
proposed in (Guarino and Welty, 2000)(Welty and Guarino, 2001).

The evaluation methods define four meta-properties for the understanding,
comparison, and integration of taxonomies: identity, unity, essence, and depen-
dence. The identity meta-property distinguishes a specific instance of a certain
class from other instances of that class by means of a characteristic property which
is unique for this instance. The unity meta-property distinguishes the parts of an
instance from the rest of the world by means of a unifying relation that binds the
parts, and only the parts, together. The essential meta-property discusses which
properties of an instance change / do not change over time, and how an instance
can be reidentified after some time. Finally, the dependence meta-property asks
about the several relations of the instances.

The reference taxonomy supports all four meta-properties as follows:

– The scope of each cell (by the classifiers that are extracted from the abstractions-
questions combination) offers enough information to define an identity for a
specific IS concern under modelling. This identity allows a modelling language
artifact to be classified through an ontological reasoning that relates its inten-
tion with the identity information of the cell. Simultaneously, the whole/part
notion is managed by this taxonomy through the rules for integrity in columns
and rows (R2 to R6 of the taxonomy).
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Fig. 14 Zachman taxonomy matching the Backbone taxonomy(Guarino and Welty,
2000)(Welty and Guarino, 2001).

– Unity of the taxonomy at the column level is achieved by the adherence of the
artifacts that are classified in the columns with the predefined generic model
of each column (R2). For the rows of the taxonomy, unity is achieved by the
alignment of each cell with the principles of each abstraction level in order to
create a single row model that consists of multiple (and different) models of
viewpoints (questions) with a consistent semantic link.

– For the essential meta-property, the classifiers of the taxonomy offer the eval-
uation mechanism required to identify the evolution of modelling language
artifacts through the management of the inserted changes during the lifecycle
of that artifact. This is the key factor in managing the traceability of models.

– For the dependency meta-property, the classifiers and rules of the framework
define relations of dependency among the classified artifacts, which systemat-
ically harmonize with the independence of each cell.

In addition, the backbone taxonomy concept is defined in the IS methods used
for the ontological evaluation of taxonomies. This is a set of special properties
that are associated to a taxonomy for imparting structure in an ontology, facili-
tating human understanding, and enabling integration of knowledge. The backbone
taxonomy is composed of the following concepts:

– Formal roles: these are properties that express the part that is played by one
entity in an event, often exemplifying a particular relationship between two or
more entities.

– Material roles: these are elements that inherit identity conditions from some
type. They represent roles that are constrained to particular types of entities.

– Phased sortals: they correspond to a certain temporal phase of their instances.
– Attributions: these represent values of attributes (or qualities) like color, shape,

etc.
– Mixins: these properties intuitively represent various combinations (disjunc-

tions or conjunctions).

Figure 14 presents the mapping of the reference taxonomy mentioned in our
work with the backbone taxonomy. For this case, formal roles are mapped to the
roles that are associated to the abstraction levels (originally defined as perspec-
tives). The material roles are those that are involved in the modelling act itself
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(i.e., either defining/using/supporting a modelling language), such as business ex-
pert, system analyst, designer, architect, developer, ethnographer, security expert,
etc. They are defined as roles that are associated with IS views and inherit from
roles of abstraction levels.

The phased sortals concept refers to the different times in which analysis can be
performed. For this case, we have temporal analysis when the modelling language
crosses between the MDA abstraction levels that the reference taxonomy supports.
Another phased analysis occurs when the taxonomy is applied in posterior stages
of the IS modelling process over time, e.g., to check the progress of the IS modelling
and development (R7 of the taxonomy). Attributions are defined by the essential
model of each column and the semantic coherence of each row. Both elements
define the attributes of the modelling artifacts under classification. Mixins are the
combination of properties from abstractions and questions that are expressed as
cells.

3.1 The Zachman framework as a taxonomic theory

While the above theoretical evaluations demonstrate the sufficiency of the taxonomy
to derive reasoning and understanding, an analysis is required from a more taxo-
nomical perspective to verify if the reference taxonomy that MMQEF uses could
be considered as a taxonomy theory (i.e., a theory that prescribes how to classify
objects of interest, explain similarities and differences among objects, and derive
analysis).

To do this, we use a prescriptive framework formulated in (Muntermann et al.,
2015) for determining whether or not the Zachman framework qualifies as a taxo-
nomic theory. This is done through a three-condition procedure as follows:

– Condition 01: The candidate taxonomy must be formally represented, and it
must meet a four-evaluation criteria analysis (Usefulness, Clarity of Classifi-
cation, Completeness and Exhaustiveness, and Expandability).

– Condition 02: It must include components that describe the theory.
– Condition 03: It must provide a foundation to develop other theories.

To meet Condition 01, there are previous reports about the formal representa-
tion of the taxonomy; one example can be found in (Martin and Robertson, 1999).
In addition, the above criteria are met as follows:

– Usefulness: the taxonomy serves to identify and classify architectural represen-
tations (conceptual models) that relate concepts in an IS to the representations
in underlying computational platforms. The taxonomical proposal is an IS ar-
chitecture framework that takes advantage of architectural representations for
understanding an IS.

– Clarity of Classification: the taxonomy clearly defines how to classify con-
ceptual models and also defines the characteristics of each category in which
models can be placed.

– Completeness and Exhaustiveness: the taxonomy defines the main abstraction
levels and viewpoints for fully understanding an IS that is developed with
conceptual models.
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– Expandability: the taxonomy establishes a recursive logic that supports the
classification for complex concepts.

To meet Condition 02, the main components of the theory (i.e., the bi-dimensional
structure, and the rules and principles for classification) are described in (Zachman,
1987; Sowa and Zachman, 1992).

Condition 03 is met through the functions and analytic procedures that must
be done to place modelling languages in the taxonomy, and, therefore, to derive
quality inferences. The taxonomy provides the conceptual foundation to support
the methodological and technological framework of the MMQEF method.

Because the Zachman-based taxonomy that is used in the MMQEF method
satisfies the three conditions of (Muntermann et al., 2015), it can be considered to
be a taxonomic theory with a conceptual foundation that is sufficient to support
quality evaluation at model-driven levels.

4 Discussion and trade-off of the method

Most of the current MDE challenges require methodological tools that are aligned
with model-driven principles. Tools without conceptual support affect the adoption
of MDE (which have been extensively reported (Giraldo et al., 2016a)). In addi-
tion to technical support, methodological guidance is required in order to perform
analytic reasoning on models.

One of the most relevant features of this guidance is the possibility to rea-
son about when a given artifact is model-driven compliant (i.e., the assumption of
whether or not a modelling artifact has a clear purpose for an IS concern, inde-
pendently of notational justifications (e.g., a language profiling, any language with
new graphical elements, and similar)).

The reference taxonomy provides a foundational architectural description of IS
from an organizational perspective. It natively uses models to support all the is-
sues (cells) that are required to fully understand an IS (from organizational levels
to technical implementation levels). The reference taxonomy meets the concep-
tual model defined in the ISO 42010 standard (ISO/IEC/IEEE, 2011) for archi-
tecture frameworks, architecture descriptions, architecture description languages,
elements, correspondences, decisions, and rationale.

Following the ISO 42010 standard, the taxonomy provides an architecture de-
scription for IS and the associated architectonical practices. We believe that there
is a strong correlation between the model-driven paradigm and the IS principles
that the taxonomy proposes. Therefore, the reference taxonomy allows the assess-
ment of the current MDE quality challenges.

MMQEF provides the required support for the quality evaluation of modelling
languages. This includes metrics for models and modelling languages, orientation
derived from the analysis of the taxonomy, and information for making decisions
for specific situations (e.g., a decision about the convenience or suitability of a
specific modelling language). Some advantages of MMQEF are:

– The method is in compliance with recognized ontological frameworks and stan-
dards for IS due to the use of the reference taxonomy.

– An explicit and standardized visual support is provided to analyze modelling
initiatives. This is similar to an ontological evaluation; however, instead of
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using a subjective conception of a domain, the method uses a universal IS
architecture that has been accepted by the most recognized IS standards.

– It facilitates the formulation of metrics for the coverage of a model artifact
or a modelling language in accordance with the cells involved in the different
abstraction levels and modelling dimensions of the taxonomy. In addition, ori-
entations and guidelines can be obtained based on the associated reasoning
and the intentions of specific modelling efforts or communities.

– This method gives conceptual and methodological support for evaluating the
suitability of a modelling language in accordance with its purpose, the iden-
tified coverage, and the abstraction levels and modelling dimensions that are
involved.

– The method also considers the information that can be obtained from the
diagrams (e.g., the resulting artifact from the notation and the semantics of
a modelling language) with respect to the intentions of use of the modelling
artifact and the intentions of the modelling effort.

– The integration capacities that are offered by modelling languages can be ex-
plicitly identified.

– Support is obtained for the management of mappings, transformations, and
the traceability relations between modelling artifacts. The taxonomy makes
the type of the analyzed relation and the required specifications to support
processes of models transformations explicit.

– The taxonomy defines the most granular elements of modelling (i.e., the mini-
mal information that must be considered in a modelling effort). These granular-
ity levels are related to the viewpoints (Henderson-Sellers and Gonzalez-Perez,
2010) (in this case, the philosophical questions).

– As a conceptual and methodological tool, MMQEF (through EMAT) provides
a shared knowledge repository for reasoning, analyzing, and communicating
quality issues on modeling artifacts and modelling languages, with their impli-
cations in a real IS project.

4.1 Why another quality framework for MDE?

Because MMQEF solves some open challenges regarding modelling lan-
guage quality evaluation. In (Giraldo et al., 2016b) we listed some open pending
challenges in the quality evaluation of modelling languages. MMQEF address each
one of these challenges as follows:

– Language/model according to MDE (MDE compliant): MMQEF allows the pur-
pose of the modelling languages under analysis to be verified by locating them
into the specific cells of the reference taxonomy, and thus, identifying the as-
sociation of the languages with the abstraction levels, the capacities of the
languages to integrate with others, the support for model transformations,
and the generation of concrete functional platforms.

– Multiple modelling languages: MMQEF evaluates the suitability of a set of
modelling language to support specific IS phenomena. For each language un-
der analysis, MMQEF determines the completeness, coverage, and integration
capacities provided by the languages.

– Explicit management of abstraction levels: the reference taxonomy that is used
in the MMQEF method allows the abstraction levels involved in an IS project
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to be explicitly considered, from the business to the functional implementation
level.

– Metrics over models: MMQEF defines five metrics with their associated deci-
sion criteria to support reasoning about modelling languages previously clas-
sified in the reference taxonomy.

– Models Transformations as a managed process: in a models transformation
process, the method allows evaluating whether or not the chosen source-target
modelling languages are appropriate.

– Semantic in the diagram: MMQEF allows managing the artifacts that are
associated to modelling languages, which result from the interaction of the
users with the languages (i.e., the interaction with the models, the navigation
through structures of related models, the simulation of expected behaviors,
and queries over models).

– Agile ontological analysis: the method provides a precise and prescriptive set
of task and activities to evaluate the quality of modelling languages.

– The management of quality issues in modelling languages as technical debt
evidence: we project to use the semantic models that are generated by the
EMAT tool of the MMQEF method as the input to calculate technical debt on
modelling languages using previous services for the calculus and management
of technical debt in software development environments.

Because it is not just another framework, since it can be used in com-
bination with previous approaches. MMQEF does not attempt to be another
isolated framework; it can be used in combination with other frameworks. The
analytic procedure (supported in the classification of modelling artifacts) allows
quality dimensions and properties that are formulated in previous frameworks to
be addressed. Most of these dimensions and properties are empirically evaluated
with respect to the expectations and intentions of the authors of the frameworks
or the analysts.

For example, Table 1 (which is extracted from the table originally formulated
in (Krogstie, 2012)) presents the support of MMQEF for the SEQUAL framework,
which is one of the most important quality frameworks for the model-driven and
model-based fields. This table presents a summary of the SEQUAL properties for
modelling languages. This table also contains the support of MMQEF to address
the items of SEQUAL from our perspective and the descriptive precepts of SE-
QUAL. The last column of Table 1 (MMQEF support) describes the activities of
MMQEF that allow SEQUAL properties to be addressed.

Specific properties of SEQUAL for modelling languages are supported by the
classification and evaluation activities defined in MMQEF. The quality evaluation
of MMQEF is framed within organizational, system, and technological perspec-
tives.

The visual language provided by the taxonomy makes the relationship of the IS
domain with the modelling language(s) under analysis explicit, including the sup-
port of the language for modelling organizational issues of an IS project (the higher
levels of the taxonomy). This is the domain and organizational appropriateness of
SEQUAL.

Classification of information from modelling languages and the posterior eval-
uation activities support properties that are related to the interpretation of actors
who are involved in the modelling act (the participant and modeler appropriate-
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Quality type and
characteristics

Means

MMQEF
support

Beneficial
existing quality

Model and lan-
guage proper-
ties

Modelling tech-
niques and tool
support

Semantic validity Physical
Domain appro-
priateness

Statement in-
sertion

Activity 1

Completeness Syntactic

Participant ap-
propriateness

Statement
deletion

Activities 1
and 2

Modeller ap-
propriateness

Behavioural
meta-
modelling

Activities 1
to 5

Language
extension
mechanisms

Meta-model
adaptation

Activity 3

Formal
semantics

Activity 1

Modifiability
Driving ques-
tions

Activities 1
and 5

Analyzability Model reuse
Activities
1, 4, and 5

Table 1 Support of the MMQEF method for the quality levels, goals, and means of the
SEQUAL framework.

ness). Lower levels of the taxonomy address issues about the technical implemen-
tations through which the modelling effort (made with modelling languages) is
computationally supported (the tool appropriateness).

The reference taxonomy defines a conceptual artifact for reasoning about the
application of modelling approaches to model IS concerns in an organizational
context. MMQEF takes advantage of this reasoning to perform quality evaluation
at higher levels such as semantics, deontic, social, and pragmatics (including the
understanding of both human and tool). Therefore, the organizational adoption of
modelling initiatives is also considered to be part of the quality evaluation assess-
ment. Quality dimensions such as the goals of modelling, the explicit knowledge
of the audience, and interpretations are also easily addressed by MMQEF and
reported in EMAT.

Other quality evaluation methods can also complement their analyses with the
combined use of MMQEF and EMAT. For example, the quality goals proposed
in the 6C approach (Mohagheghi et al., 2009) (Correctness, Completeness, Con-
sistency, Comprehensibility, Confinement, and Changeability) can be accurately
expressed through their association with the taxonomic analysis and the met-
rics defined in MMQEF. Another example is the Physics of Notations (PoN) work
(Moody, 2009), which can complement its notational scope with the semantic anal-
ysis of MMQEF. Thus, PoN cognitive principles such as the Semantic transparency,
Semiotic clarity, Cognitive integration, Cognitive fit, and Complexity management
can be easily analyzed with the support provided by MMQEF.

In addition, the MMQEF method proposes the EMAT tool to manage the
data of the semantics that is derived from the taxonomic analysis. This is a clear
advantage of MMQEF over other quality frameworks because they do not provide
any concrete (native) tool to support their quality assessment.
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4.2 Related works

Some works previously used the taxonomic framework to reason about modelling
languages. (Molina et al., 2014) presents a scenario in which the framework was
used as a conceptual tool to systematically integrate a set of modelling languages
that are used in a development process of a groupware software. In this way, the
authors achieve a harmonization of modelling languages without detriment to the
expectation of the participant roles. The main benefit of this harmonization for
an IS project is the generation of computational platforms that cover the multiple
expectations of the IS, each of which is modelled with its own resources of its
associated viewpoints.

In (Frankel et al., 2003), a systemic combination between MDA and the ref-
erence taxonomy was proposed. MDA explicitly supports the taxonomy through
the definition of the abstraction levels and the foundations of mappings in the
top-down relations among these levels. The taxonomy complements MDA with
the definition of the modelling dimensions (from the philosophical questions) that
supports the mapping and transformations of models at conceptual levels, which
are independent of their implementation on a specific model transformation lan-
guage.

However, currently, there are no reports about the applicability of the reference
taxonomy as a model evaluation tool that supports inferences and analytics on
models. Some works that propose the use of the taxonomic structure for modelling-
related tasks are evident. For example, the authors in (Kingston and Macintosh,
2000) make suggestions about modelling approaches for a medical domain; these
suggestions are made by performing a classification of modelling alternatives in
the taxonomy. The authors also propose the use of individual perspectives of the
taxonomy as user interfaces for a knowledge distribution system. In the analysis
with the taxonomy reported in (Noran, 2003), a set of modelling languages is
suggested to populate each cell in accordance with the purpose of the languages
and the specific tasks that are associated to each cell.

The support of the taxonomy for inferences at ontological levels has also been
reported. (Kingston, 2008) describes how the taxonomy was used for managing
multi-perspective modelling in an ontology development process. The resulting
reasoning comes from the classification activity on the type of knowledge that is
addressed. The R7 rule of the taxonomy (recursivity) was used in (Garner and
Raban, 1999) to propose an IS context management approach that provides a
dynamic validation of user requirements. The classifiers of the taxonomy were
used by (de Graaf et al., 2014) to address an ontological approach in specific
architecture scenarios.

A similar work about relations among viewpoints is reported in (Romero et al.,
2009), where the authors take advantage of the RM-ODP viewpoints to propose
a generic model-driven approach for the specification and realization of corre-
spondences (relationships) among these viewpoints. However, unlike the reference
taxonomy, RM-ODP focuses on the development of the architecture so that the
rationale and tradeoffs of the architecture do not belong to the RM-ODP model
(Tang et al., 2004).

With regard to the operationalization of analytic procedures for evaluating
modelling languages, a work is reported in (Shuman, 2010) which proposed a check-
list for reviewing issues of operational executable architectures. Thus, the features
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of modelling languages (diagrams or specific graphical constructs) were classified
and measured according to the items that were extracted from the DoDAF frame-
work. Unlike our work, this operationalization was proposed as a spreadsheet file
and was not included in a MDE technical environment (Section 2.5.1).

5 Conclusions and further work

In this work, we have presented an analytic procedure proposal for evaluating the
quality of modelling languages through the use of taxonomic analysis. The classi-
fication activity is used to answer when any modelling initiative is model-driven
compliant (i.e., when it is in MDE) through its alignment with IS concerns defined
in a reference taxonomy that is extracted from a recognized IS architecture de-
scription. With the FCA mathematical method, we demonstrated the formality of
the reference taxonomy for supporting quality evaluation procedures on modelling
artifacts and for managing the semantic data that is generated in these procedures.
The EMAT tool for operationalizing these quality procedures was also reported.

As further work, we are improving the tool by adding complementary visual-
ization options to interpret the conceptual lattices obtained (e.g., radial graphs).
In addition, we will populate the tool with more examples of taxonomic analy-
sis in order to provide more precise guidance for potential users of the tool. The
quality evaluation method by taxonomic analytics will be specified in more detail
to demonstrate its advantages and its potential for the MDE and IS communities
and practitioners.
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32 Fáber D. Giraldo et al.

Martin, R. and Robertson, E. L. (1999). Formalization of multi-level zachman
frameworks (technical report no. 522). Technical report, Computer Science De-
partment, Indiana University.

Mohagheghi, P., Dehlen, V., and Neple, T. (2009). Definitions and approaches
to model quality in model-based software development a review of literature.
Information and Software Technology, 51(12):1646 – 1669. Quality of {UML}
Models.

Molina, A. I., Giraldo, W. J., Ortega, M., Redondo, M. A., and Collazos, C. A.
(2014). Model-driven development of interactive groupware systems: Integration
into the software development process. Science of Computer Programming, 89,
Part C(0):320 – 349.

Moody, D. (2009). The physics of notations: Toward a scientific basis for construct-
ing visual notations in software engineering. IEEE Transactions on Software
Engineering, 35(6):756–779.

Muntermann, J., Nickerson, R., and Varshney, U. (2015). Towards the devel-
opment of a taxonomic theory. In Proceedings of the Twenty-first Americas
Conference on Information Systems (AMCIS), Puerto Rico, 2015, AMCIS’15.
AIS Electtronic Library (AISeL).

Noran, O. (2003). An analysis of the zachman framework for enterprise architec-
ture from the {GERAM} perspective. Annual Reviews in Control, 27(2):163 –
183.

Object and Reference Model Subcommittee of the Architecture Board (2005). A
Proposal for an MDA Foundation Model, ormsc/05-04-01. Technical report,
Object Management Group.

Olivé, A. (2001). Taxonomies and derivation rules in conceptual modeling. In Pro-
ceedings of the 13th International Conference on Advanced Information Systems
Engineering, CAiSE ’01, pages 417–432, London, UK, UK. Springer-Verlag.

OMG (2003). Mda guide version 1.0.1.
OMG (2014). MDA Guide revision 2.0.
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