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Summary

This thesis focuses on detection and tracking of floating objects using fixed-wing un-
manned aerial vehicles (UAVs) equipped with a monocular thermal camera. UAVs
with optical sensors are useful in a vast number of applications such as search and
rescue, inspection, target tracking and surveillance. The usefulness of UAVs in re-
mote sensing applications is going to increase in the future so further research on
these topics is needed.

The main motivation behind this work was to identify and develop suitable real-
time algorithms for detection and tracking of objects located on the sea surface.
Moreover, real-time performance on small embedded computers was desired and
used as a guideline. Much work has been carried out to study detection and tracking
on stationary platforms, but less work has been conducted to find methods that fit
the operating envelope of fixed-wing UAVs. This thesis aims to provide new insight
into detection and tracking, and handle issues that arise from rapid camera motion.

Another objective was to provide new insight through analysis of experimental
data. The majority of the results presented in this thesis are based on experimental
data that have been collected in several independent field experiments. A huge effort
was made to plan and conduct these experiments, both with regard to payload
development and mission design. It is hard to simulate detection and tracking in a
realistic manner because some of the most prominent issues are difficult to recreate
in simulations. Therefore, a goal was to collect much experimental data and process
the data using different methods. Obviously, this has influenced the direction of this
work because issues revealed along the way have been prioritized and investigated
later in the research period.

Tracking and georeferencing of floating objects have been the main tasks studied in
this thesis. Consequently, some of the methods are tailored for these applications.
Nevertheless, the methods are also applicable for complementary missions with
changes to smaller parts of the system. The experimental analysis has focused both
on empirical and theoretical aspects. Improving the accuracy of existing systems
has been desirable, but concepts such as optimality and consistency of tracking
filters have also been central.

Target tracking is usually divided into three subproblems, namely detection, data
or measurement association, and filtering (state estimation). Detection concerns
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Summary

identification of objects within a sensor scan. Object detection in images involves
identifying pixels that belong to objects. It is traditionally solved with image pro-
cessing techniques and more recently with machine learning. The filtering part of
target tracking deals with estimation of target states, typically the position and
velocity. The filtering part utilizes image detections to improve and correct the pre-
dicted states. Measurement association is needed when multiple targets are present
in the surveillance region or when clutter and false detections are expected. New
detections are related to existing tracks through data association. This thesis looks
into every part of the tracking system, but focuses particularly on filtering and
state estimation.

The first part of this thesis consists of three chapters which give a fundamental
introduction to remote sensing applications, UAVs, optical sensors and target track-
ing. Research objectives and goals are stated together with description of related
and existing work. Chapter 4 to Chapter 7 investigate detection in thermal images,
georeferencing of thermal images, and target tracking. Navigation uncertainty in-
fluences georeferencing and target tracking in a negative way so one chapter is
devoted to tracking in the presence of navigation uncertainty. These four chapters
consist of several methods in addition to numerous case studies that investigate the
effectiveness of these methods. The thesis also touches upon navigation for UAVs
because errors in the UAV pose is a bottleneck with respect to the accuracy and
performance of the tracking system. The final part of the dissertation concludes
the results and discusses future possibilities.
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Chapter 1

Introduction

This thesis is about detection and tracking of floating objects using unmanned
aerial vehicles (UAVs) with optical sensors. UAVs with the ability to sense the
environment and obtain situational awareness are useful in numerous applications.
Moreover, UAVs with remote sensing capability is an interesting research field that
is expected to gain increased attention with new technology and easier availability.
Topics related to aerial mapping and surveillance using fixed-wing UAVs are of
interest in this research. This chapter aims to introduce the reader to mapping and
surveillance and set the scope for this thesis. The following sections are a part of
the opening chapter:

• Section 1.1 introduces detection and tracking and explains why research on
these topics is useful and needed.

• Section 1.2 briefly presents a few research articles concerning UAV applica-
tions.

• Section 1.3 states the scope of this thesis and the main research objective.

• Section 1.4 lists the publications that have been written as a part of the work
related to this thesis. It also states other contributions.

• Section 1.5 presents the outline for the rest of this thesis and summarizes the
contents of each chapter.

1.1 Background & Motivation

A large part of Norway is covered by sea. The coastline stretches from southern
parts of Norway to the northern parts. The interior of Norway also includes large
areas with water, such as lakes, rivers and fjords. A significant part of Norwe-
gian economy is tied to interests in maritime environments. This includes huge
industries such as offshore oil and gas technology, fisheries and salmon farming.
Therefore, research that concerns the maritime environment is important for Nor-
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1. Introduction

way and studied at research institutions such as the center for autonomous marine
operations and systems (NTNU AMOS).

There are several important research fields that fall within the maritime domain.
Ferries that transport passengers and cars are an important part of the infrastruc-
ture in Norway. They are often manually controlled and expensive to operate with
human operators. Therefore, research on autonomous ferries is popular both in
academia and in the industry. Topics like situational awareness, path planning and
collision avoidance are key in the process of facilitating for autonomous operations
at sea.

Autonomous ships need to obey the International Regulations for Preventing Colli-
sions at Sea (COLREGS) [17]. The main challenge related to COLREGS is collision
avoidance. A similar challenge is ice navigation in ice-infested waters. Therefore, a
system for detecting and keeping track of obstacles near the planned path of the
ship is required. On-board sensors such as a radar, lidar and camera can be used
to detect objects in the proximity of the ship [25, 54, 120]. However, it might not
be sufficient to only place sensors on-board the ship. Limited range and resolution
as well as objects hidden in waves can make it challenging to detect objects. Fixed-
wing UAVs can be used to overcome some of the challenges and make a robust
system in combination with sensors on-board the ship. By monitoring the planned
path of the ship with a UAV, obstacles that are difficult to find with ship sensors
can be located [56].

Monitoring the sea surface is important in several additional applications and in-
dustries. Restricting access for foreign objects to certain areas is crucial in opera-
tions with high demands for safety. This can for instance be in operations where
autonomous underwater vehicles need to approach the sea surface without the risk
of facing other vessels or obstacles on the sea surface. It is also important for seismic
surveys where evasive maneuvering should be minimized because they often carry
large structures behind the ship. These operations require situational awareness in
a large area. Consequently, an aerial view of the environment is of great benefit in
these circumstances.

Fixed-wing UAVs are an excellent tool in the maritime domain because they can
carry multiple sensors for remote sensing, while covering relatively large geographi-
cal areas in a short amount of time. This is more efficient than using marine vessels
for the same purpose. UAVs have been used in military applications for several
years. More recently, UAVs have been used in commercial and civil applications
due to increased availability and lower prices. Moreover, their capabilities grow
rapidly. UAVs can be used for surveillance of the coastline, which is important to
protect national interests. UAVs can also be used to detect environmental threats,
such as oil spills in the sea. Search and rescue operations, looking for missing people
or vessels, are also missions where UAVs can serve as a critical tool.

The applications mentioned so far fall within the field of situational awareness,
which is a broad term covering many research topics. UAVs can be tailored to
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1.1. Background & Motivation

carry different sensors based on the need. Optical sensors, radars, lidars and hyper-
spectral imaging sensors are all examples of sensors that fit in UAVs. Information
gathered from these sensors can be stored on-board the UAV or broadcasted to
other users. Broadcasting raw data is challenging because of bandwidth limitations.
Therefore, on-board processing of sensor data is often a vital part of the system
so that only the desired and interesting parts of the sensor data are sent to the
ground.

This dissertation concerns detection and tracking of floating objects using fixed-
wing UAVs, which are useful in many of the applications mentioned already. De-
tection and tracking are key tasks in mapping and surveillance. Optical sensors
are useful for these operations because of the large amount of information that
are contained in images. Images can be used to detect undiscovered objects and
gather aerial information about the proximity of the UAV. A thermal camera is for
example a suitable sensor at sea because floating objects usually have a distinct
thermal signature that is distinguishable from the homogeneous sea surface.

Figure 1.1 and Figure 1.2 show two examples of aerial images captured with a visual
spectrum and thermal camera, respectively. Both images contain a huge amount of
information that illustrate the remote sensing capabilities of optical sensors. The
visual spectrum image displays Agdenes airfield close to Trondheim. A blue tarp
is detected in this image, which was captured as part of a precision drop mission
[79]. The thermal image contains a car road, houses and the sea surface on the left
side.

Figure 1.1: Example of visual spectrum image captured by a UAV
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1. Introduction

Figure 1.2: Example of thermal image captured by a UAV

1.2 Existing Work

This section describes a small portion of existing research in remote sensing ap-
plications. The works mentioned here are primarily meant to give an overview of
the diversity of applications where UAVs are useful. Articles that are relevant for
topics covered later in this thesis are described in their respective chapters.

One can distinguish research on UAVs into two categories. The first category covers
challenges related to the UAV itself and concerns topics that are vital for the
UAV to operate in a safe and robust manner. Navigation, guidance, path planning,
control design, and sense and avoid technology are examples of research fields that
fall within this category. The second category covers situations where UAVs are
used as a tool in a larger operation. This is typically related to remote sensing
applications where UAVs are used to gather data about the environment.

Optical sensors are useful in both categories. Visual navigation is a popular research
field and utilizes images in the navigation system [30, 51, 131]. Moreover, horizon
detection is useful for attitude estimation and is described in [23, 50]. Sense and
avoid systems can also be based on optical sensors [127]. Optical sensors are also
useful for autonomous landing on a moving platform [102].

Most research concern the second category, where remote sensing is the purpose.
UAVs are used in various remote sensing applications as described in several sur-
veys [16, 89, 112]. The main motivation for using UAVs in remote sensing is to
collect information which is hard to gather without UAVs. It can be because it is
difficult to access an area for people or because an aerial view is necessary. More-
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1.3. Objective

over, areas where it is too dangerous to send people can be explored by UAVs.
Disaster management is such an example where UAVs are useful because multiple
vehicles can be used as first responders and provide an overview of the situation
[122]. Earthquakes, floods and hurricanes are threats where UAVs are needed be-
cause areas might be unavailable for emergency personnel. Inspection of power lines
and industrial facilities are other examples where UAVs are useful [20, 85]. Target
tracking of ground objects [100], search and rescue missions [22, 99], and iceberg
monitoring [66] are also applications where UAVs are convenient.

1.3 Objective

This thesis aims to provide new and useful insight into detection and tracking of
floating objects using fixed-wing UAVs with optical sensors. The thesis takes an
experimental approach, which means that the majority of the results are based on
experimental data. This data were gathered in several independent flight experi-
ments. Hence, a significant amount of time and effort were devoted to design and
develop a payload with sensors capable of collecting relevant data.

The main objective in this research is to find feasible solutions for detection and
tracking that can be executed in real-time on small embedded computers. Moreover,
identifying and validating solutions that can mitigate the most prominent issues
and challenges in target tracking from a moving platform are important. Real-time
performance is desired in every part of the pipeline. This means that real-time
feasibility for detection, georeferencing and target tracking is desired. The real-
time requirement has served as a guideline and obviously affected many of the
choices throughout the research period.

The experimental focus has to some degree restricted the theoretical contribution.
It has been desirable to identify strengths and weaknesses with this type of mapping
and surveillance system. Moreover, it has also been of interest to investigate what
kind of accuracy and performance one can achieve with an aerial mapping and
surveillance system based on a monocular optical sensor. Consequently, existing
methods that have not previously been used for tracking of floating objects have
been studied in this thesis.

The scope of this research covers everything from detection to georeferencing and
target tracking. System integration and description of practical challenges related
to field experiments are also within the scope.

1.4 Publications and Contributions

This thesis is based on the following list of articles published in peer-review inter-
national journals and conferences:
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Journal publications and book chapter:

• H. H. Helgesen, F. S. Leira, T. A. Johansen and T. I. Fossen, Detection and
Tracking of Floating Objects using a UAV with Thermal Camera, Sensing
and Control for Autonomous Vehicles: Applications to Land, Water and Air
Vehicles, pages 289-316, 2017. doi: 10.1007/978-3-319-55372-6_14, [43]

• H. H. Helgesen, F. S. Leira, T. I. Fossen and T. A. Johansen, Tracking of
Ocean Surface Objects from Unmanned Aerial Vehicles with a Pan/Tilt Unit
using a Thermal Camera, Journal of Intelligent and Robotic Systems, Volume
91, Issue 3-4, pages 775-793, 2018. doi: 10.1007/s10846-017-0722-3, [44]

• H. H. Helgesen, F. S. Leira, T. H. Bryne, S. M. Albrektsen and T. A. Jo-
hansen, Real-time Georeferencing of Thermal Images using Small Fixed-Wing
UAVs in Maritime Environments, ISPRS Journal of Photogrammetry and Re-
mote Sensing, Volume 154, pages 84-97, 2019. doi: 10.1016/j.isprsjprs.2019.05.009,
[46]

• H. H. Helgesen, T. H. Bryne, E. Wilthil and T. A. Johansen, Camera-based
Tracking of Floating Objects using Fixed-wing UAVs, IEEE Transactions on
Aerospace and Electronic Systems, 2019 (submitted), [45]

• F. S. Leira, H. H. Helgesen, T. A. Johansen and T. I. Fossen. Object Detec-
tion, Recognition and Tracking from UAVs using a Thermal Camera. Journal
of Field Robotics, 2019 (submitted), [67]

• S. G. Mathisen, F. S. Leira, H. H. Helgesen, K. Gryte and T. A. Johansen, Au-
tonomous Ballistic Airdrop of Objects from a Small Fixed-Wing Unmanned
Aerial Vehicle Autonomous Robots, 2019 (conditionally accepted), [79]

Conference publications:

• H. H. Helgesen, F. S. Leira, T. A. Johansen and T. I. Fossen, Tracking of
Marine Surface Objects from Unmanned Aerial Vehicles with a Pan/Tilt Unit
using a Thermal Camera and Optical Flow, Proceedings of the International
Conference on Unmanned Aircraft Systems (ICUAS), pages 107-117, 2016.
doi: 10.1109/ICUAS.2016.7502581, [42]

• H. H. Helgesen, F. S. Leira, and T. A. Johansen, Colored-Noise Tracking of
Floating Objects using UAVs with Thermal Cameras, International Confer-
ence on Unmanned Aircraft Systems (ICUAS), 2019, [47]

In addition to the publications listed above, I have also contributed to the following
publications:

Publications not included in this thesis:

• J. Hosen, H. H. Helgesen, L. Fusini, T. I. Fossen and T. A. Johansen, Vision-
Aided Nonlinear Observer for Fixed-Wing Unmanned Aerial Vehicle Navi-
gation, Journal of Guidance, Control, and Dynamics, Vol. 39, No. 8, pages
1777-1789, 2016. doi: 10.2514/1.G000281, [51]
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• Ø. K. Helgesen, E. F. Brekke, H. H. Helgesen and Ø. Engelhardtsen. Sen-
sor Combinations in Heterogeneous Multi-Sensor Fusion for Maritime Target
Tracking. International Conference on Information Fusion (FUSION), 2019,
[48]

Other contributions

The following list describes other contributions that have been made as a part of
this project:

• Development of a payload for the NTNU Cruiser-mini fixed-wing unmanned
aerial vehicle together with other researchers at the department. The payload
was designed specifically for georeferencing and target tracking. It is described
in Section 2.3.

• Organized field experiments and gathered experimental data.

• Contributed in development of a software framework in Matlab for detection
and tracking with different tracking filters.

1.5 Outline

This thesis is organized in eight different chapters and one appendix. The contents
of the chapters are shortly summarized in the following list:

• Chapter 2 presents fundamentals and necessary information about unmanned
aerial vehicles, payloads for unmanned aerial vehicles and different sensors
that are relevant for this work. Camera calibration and time synchronization
are also described.

• Chapter 3 gives an introduction to target tracking. A literature review is
presented in Section 3.1. Bayesian tracking of a single target is described in
Section 3.2, and data association and multi-target tracking are described in
Section 3.3. Finally, Section 3.4 describes track maintenance, and consistency
of tracking filters is described in Section 3.5.

• Chapter 4 concerns detection of ground objects using optical sensors. Object
detection and related work are discussed initially before methods for detection
of floating objects are presented. The final part of the chapter contains two
independent case studies investigating detection of floating objects (first case
study) and ground objects (second case study).

• Chapter 5 concerns georeferencing of optical images captured with a monoc-
ular camera. Georeferencing equations for a camera mounted in a fixed-wing
UAV are derived and compensation of mounting misalignments is described.
A navigation system based on a nonlinear observer is also presented because
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the accuracy of georeferencing strongly depends on precise navigation esti-
mates. It also discusses optical flow and relates that to the velocity of the
UAV. The final part of the chapter includes three independent case studies
where georeferencing and calculation of target velocity using optical flow are
investigated.

• Chapter 6 concerns tracking of floating objects when it is assumed that the
pose of the optical sensor is known perfectly. That is obviously not correct for
experimental data, but the assumption simplifies the tracking design. More-
over, it works well in practice when considering the accuracy of the target
estimates. The tracking system utilizes techniques described in previous chap-
ters and ties it all together. Both linear and nonlinear designs are investigated
and compared. Four different case studies are presented in the final part of
the chapter where several different topics are studied experimentally.

• Chapter 7 concerns tracking of floating objects in the presence of navigation
uncertainty, in contrast to the previous chapter. Potential uncertainty in the
pose of the thermal camera is considered and modeled in the tracking system.
These solutions extend the architectures presented in Chapter 6. Four case
studies end the chapter and analyze these methods experimentally.

• Chapter 8 concludes this research and discusses future work that can or
should be conducted within the field of target tracking from UAVs with
monocular optical sensors.

• Appendix A describes the sensors mounted in the thermal camera payload.
Technical specifications for the thermal camera, on-board computer, gimbal,
inertial measurement units and global navigation satellite system receivers
are given.
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Chapter 2

UAV and Sensor Suite

Unmanned aerial vehicles are used as a remote sensing platform for gathering data
in this thesis. Thus, UAVs are merely utilized as a tool for solving other tasks.
Nevertheless, it is important to understand limitations, possibilities and challenges
that arise when UAVs are used in remote sensing operations. This includes safety,
technical and ethical considerations. A thermal camera is the main sensor in this
research. Optical sensors and other sensors that are necessary in mapping and
surveillance are discussed in this chapter, which includes the following sections:

• Section 2.1 describes UAVs and is meant to give basic knowledge to readers
who are unfamiliar with UAV operations.

• Section 2.2 describes optical sensors, which is the main sensor used for situ-
ational awareness and remote sensing in this thesis.

• Section 2.3 presents a UAV payload developed during this research and the
sensors within the payload.

• Section 2.4 discusses how UAVs can be used as a tool in remote sensing
applications and touches upon ethical issues that arise in research concerning
UAVs.

• Section 2.5 covers time synchronization and calibration of different sensors.
This is essential when observations in the sensor frame are related to other
coordinate systems.

2.1 Unmanned Aerial Vehicles

Unmanned aerial vehicles or drones is a term describing aerial vehicles without
humans on-board the vehicle. A pilot can still be in control of the vehicle and such
an operation is called a remotely piloted aircraft system (RPAS). Therefore, an
important distinction is the difference between a fully autonomous operation with-
out human interaction and operations where a pilot or UAV operator is in control.
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UAV missions today are typically a combination of the two. A pilot controls the
UAV manually during take-off and landing, and the UAV operates autonomously
during the main part of the flight.

UAVs can be divided into two main classes. Fixed-wing UAVs are vehicles with
wings that produce lift due to airspeed. The NTNU Cruiser-mini fixed-wing UAV
is displayed as an example in Figure 2.1. Multicopters are rotor-crafts with hovering
capacities such as helicopters and have two or more rotary wings. Multicopters are
typically used for short-duration missions (less than an hour) at lower altitudes and
driven by electrical propulsion. Fixed-wing UAVs are used for longer missions (du-
ration of several hours) and often operate at greater altitude and speed. Fixed-wing
UAVs can both be driven by electrical and petrol propulsion. They are typically
heavier and can carry more additional weight than multicopters.

Figure 2.1: The NTNU Cruiser-Mini fixed-wing UAV

The outdoor use of UAVs is governed by the Civil Aviation Authority and reg-
ulates how and where UAVs can be used. Airworthiness is the most important
consideration in the use of UAVs and describes the ability to maintain safe con-
ditions during flight. Airworthiness is especially vital in operations near people
or settlements, and when expensive payloads are used in the operation. Remote
sensing operations are typically in geographical areas where the UAV is outside of
the visual line-of-sight (VLOS) for the UAV operator. These operations are called
beyond-line-of-sight (BLOS) operations and require a special permit. VLOS mis-
sions are restricted to 400 feet above ground level (AGL) and obviously within line
of sight of the operator. BLOS operations have stronger requirements related to
robustness and airworthiness because the operator cannot intervene using manual
remote control in emergency situations. UAV missions can also be beyond radio
line of sight (BRLOS) and concerns situations where a direct link between the
ground station and the UAV is unavailable. This can also be relevant for remote
sensing operations where the UAV needs to investigate areas far away from the
ground station, for example in the arctic or at sea.
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2.2 Optical Sensors

Optical sensors transform light into electronic signals, which are further trans-
formed into a digital representation. Electro-optical (EO) and infrared sensors are
examples of passive optical sensors, where the term passive means that the sensor
depends on external illumination of the scene (e.g. sunlight or artificial light) or a
scene with targets that have their own emission of light [62]. This is opposite to ac-
tive sensors such as radars which send out a radio signal from the sensor itself and
wait for a response. Passive optical sensors are sensitive to external factors such
as weather conditions, light conditions, temperature and the characteristics of the
scene. Therefore, these factors must be assessed when new missions are planned,
and a sensor that fits the requirements of the mission should be chosen.

An object will either reflect, absorb or transmit incoming light. Reflected light
is incoming light that is re-emitted from the surface of the object. Light that is
absorbed is transformed into heat. Transmitted light is light that goes through
transparent objects and is emitted on the opposite side. The radiation of an object
depends on the combination of reflected light and light emitted by the object itself.
The amount of reflection depends on the surface material, color and temperature.
Emitted light depends on the emissivity of an object in combination with the
temperature of the object.

The most common passive optical sensor is EO cameras sensitive to the visual
spectrum, which ranges from 380 nm to 750 nm. They can be found in many dif-
ferent devices such as computers, smart phones and autonomous vehicles. The
wavelengths in the visual spectrum depend mostly on reflected light and the target
emissivity is not important for the end result. This is why visual-spectrum cam-
eras require sunlight or artificial light for a scene to be visible. They typically have
high resolution and frame rate at a reasonably low cost. In machine vision, visual
spectrum cameras are used in everything from object detection to recognition and
classification.

Infrared cameras are also passive optical sensors, but sensitive to another part of
the electromagnetic spectrum. The infrared spectrum covers wavelengths from the
visual spectrum (750 nm) to the far infrared spectrum (15 µm), and is typically
divided into the following bands:

• The near infrared (NIR) band covers wave lengths from 0.7 µm to 1.0 µm
and is located close to the visual spectrum. Therefore, near-infrared images
require illumination that can be reflected and look quite similar to (grayscale)
visual spectrum images.

• The short-wave infrared (SWIR) band covers wave lengths from 1 µm to 3 µm.
This band is a combination of emitted and reflected radiation. Thus, the
reflection properties, temperature and emissivity of the scene are important
for the resulting image.

• The mid-wave infrared (MWIR) band covers wave lengths from 3 µm to 5 µm.
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This band is also a combination of emitted and reflected radiation. Emitted
radiation is more important for objects with higher temperature and large
emissivity.

• The long wave infrared (LWIR) band covers wave lengths from 8 µm to 12 µm.
Emitted radiation is dominating this part of the infrared band and images
captured in the LWIR spectrum are not as similar to visual spectrum images
as NIR images. The temperature of objects influences the emitted radiation.
Thermal cameras are sensitive to the LWIR part of the electromagnetic spec-
trum to perceive differences in temperature. An example of a thermal image
captured during a flight experiment is shown in Figure 2.2.

Figure 2.2: Example of image in the long wave infrared spectrum captured with a
thermal camera. The image shows areas with sea, land, two buildings and a couple
of cars. The emissivity of the ground is stronger than the emissivity of the sea
surface and explains why it is possible to observe where the sea surface ends.

Utilizing the LWIR spectrum is beneficial in situations with reduced light and
thermal cameras work at night. It is also less sensitive to poor weather conditions
and more robust in general. However, the atmosphere absorbs energy throughout
the infrared spectrum and can influence the noise level in SWIR images in the
same sense as for visual spectrum images. Moreover, conducting recognition and
classification in thermal images can be harder because information about color and
texture are lost in the LWIR band. Thus, properties such as temperature, shape
and size are more prominent in LWIR images.

The sensitivity of an optical sensor decides the smallest amount of change in radi-
ation the sensor is able to perceive. For a thermal camera (LWIR), the sensitivity
can be interpreted as the smallest temperature change of an object the camera can
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detect. The spatial resolution of an optical sensor describes the number of pixels in
the image sensor and the physical area each pixel is covering. Temporal resolution
describes the rate at which the sensor can acquire measurements, and is described
by the frame rate. Thermal cameras typically have lower spatial resolution than
EO cameras. Moreover, thermal sensors are more expensive.

2.3 UAV Payload

A number of sensors is needed when UAVs are used in remote sensing operations. It
is common to distinguish between sensors that are critical for the airworthiness of
the UAV and sensors that are used to gather information about the surroundings
for remote sensing. On-board systems vital for the airworthiness are often called
avionics and include (see Figure 2.3):

• A navigation system, which include navigation sensors such as inertial mea-
surement units (IMUs), a global navigation satellite system (GNSS), an al-
timeter and a heading reference (e.g. a magnetic compass). IMUs usually
measure specific force and angular rate. GNSS receivers measure position,
course and speed over ground. Altimeters measure the altitude and magnetic
compasses are used to measure the heading of the UAV.

• An autopilot responsible for giving low-level commands to UAV actuators
based on the current and desired state. This includes changes in the course
and altitude of the UAV. A guidance system is often used to keep the UAV
on the desired path.

• A radio link used to communicate with the UAV from a ground control sta-
tion.

The ground station is used to communicate with the UAV when it is airborne. It
can also be used to change the path of the UAV or give instructions to sensors
on-board the UAV. This can for instance be to instruct the camera to turn storage
on and off to save memory in long-duration missions. The ground station can also
be used to visualize data that are sent from the UAV.

Sensors dedicated to remote sensing are often mounted together in a payload and
should not affect the systems related to airworthiness. Typical sensors in remote
sensing payloads are

• Optical sensors (visual spectrum or infrared cameras). This also includes
hyperspectral and multispectral cameras.

• A gimbal used to direct a camera towards a specific area

• Lidars

• Radars
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Common for fixed-wing UAVs is limitations related to power consumption and
available weight and space. This is especially relevant for UAVs driven by an elec-
trical engine. UAVs often need to be light weight and have an aerodynamic shape
that maximizes the available flight time. Thus, sensors that consume power are
directly reducing the duration of a mission. That is why sensors with low power
consumption are needed. Moreover, they should ideally also be small to fit within
the restricted space available in the UAV. Consequently, it is not desirable to de-
velop a generic payload with many different sensors for remote sensing.

A payload with georeferencing and tracking capabilities has been developed and
assembled as a part of this research. A thermal camera is the core component in the
payload, but several other sensors are also included in the payload. A tailor-made
payload is necessary for several reasons. The thermal camera must be interfaced to
capture and store images on-board the UAV. This can be achieved with the thermal
camera and an on-board payload computer driven by an external battery. However,
for georeferencing and target tracking, it is necessary to know the camera pose
(orientation and position) whenever an image is captured. Conventional autopilots
are able to estimate the pose of the UAV, but not necessarily with a sufficient
update rate or the required precision. Moreover, it is not easy to synchronize the
camera and the autopilot without additional sensors. For these reasons, a payload
with several sensors are needed. The payload is able to store images, control a
gimbal to point the camera in a specific direction and estimate the navigation
states of the UAV. In addition, all sensors are synchronized through a custom-
made synchronization board. This means that both georeferencing and tracking
can be achieved solely by the sensors in the payload. The navigation data from the
autopilot are not needed, but are of use to verify and validate the data from the
payload.

Thermal camera payload

This section lists the sensors that are included in the thermal camera payload
developed as a part of this research. Technical specifications are listed in Appendix
A. A diagram showing the sensors and information flow is displayed in Figure 2.3.
The payload consists of the following sensors:

• FLIR Tau2 thermal camera used to monitor the sea surface and search for
floating objects.

• TEAX ThermalGrabber used to capture the digital image from the thermal
camera.

• MicroUAV R-BTC88 retractable pan/tilt gimbal that can be used to point
the thermal camera in a specific direction. It is also used to retract the camera
during take-off and landing.

• SenTiBoard [1] used to synchronize different sensors in the payload.
• Analog Devices ADIS 16490 IMU measuring linear acceleration and angular

rate in three orthogonal axes.
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• Sensonor STIM 300 IMU measuring linear acceleration and angular rate in
three orthogonal axes.

• 2x Real-time kinematic (RTK) Global Positioning System (GPS) based on
uBlox NEO-M8T receivers.

• Odroid XU4 as on-board payload computer for storing sensor data.

Autopilot

Avionics Payload

Navigation System

Control System

Communication

Ground Station

Radio Link

Guidance System

Thermal Camera Payload 
Computer

SenTiBoard

Adis IMU Stim IMU

RTK GPS 1 RTK GPS 2

Ground Segment

Air Segment

Figure 2.3: Payload illustration. The arrows show the information flow.

The GPS receivers and the IMUs are used to gather independent navigation data
as an alternative to the navigation data from the autopilot. Low-cost conventional
autopilots use cheap sensors so it is desirable to have an alternative in case of
dubious estimates from the autopilot. The thermal camera payload mounted in the
NTNU Cruiser-mini is displayed in Figure 2.4.

The payload also consists of wiring and several voltage transformers used to get
the correct voltage level for each sensor. An independent payload battery has also
been added to the system to prevent a short-circuit or other issues in the payload
from affecting the airworthiness of the UAV.
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(a) (b)

Figure 2.4: The thermal camera payload mounted in the NTNU Cruiser-mini (a)
and in a suitcase (b)

2.4 Remote Sensing

A fixed-wing UAV is a convenient platform for remote sensing as described in Sec-
tion 1.1. They can carry numerous sensors and cover a relatively large geographical
area. Moreover, areas that are dangerous or unaccessible for people can be investi-
gated with UAVs. The number of applications where UAVs are utilized is growing.
UAVs are excellent tools in search and rescue operations where missing people need
to be located quickly or in disaster areas where it is critical to get an overview of
the situation. An example is a landslide that blocks all roads where the only safe
access is through the air.

The usefulness of UAVs as a remote sensing platform is not going to be smaller
in the future. This raises some interesting questions regarding safety and ethical
prospects that should be considered. Safety is imperative in situations where UAVs
operate in proximity to wildlife, settlements or people. Maintaining safety requires
research on robust navigation, control and fault-tolerant systems. A significant
amount of research is directed to achieve safe operations and is driven forward by
the strong regulations from national authorities. Missions in proximity to humans
are desirable in many applications and could have acceptable risk in the near future.

Some ethical considerations also arise with the use of UAVs in remote sensing ap-
plications. This includes protection of privacy for individuals and awareness about
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the possibility of new technology being used for other purposes than the intention.
Privacy issues are important to maintain and should be achievable as long as rules
and regulations are respected. This is for example related to photography of pri-
vate property or of people without their permission. Perhaps the most important
consideration is awareness about UAVs being used as a tool to threaten national
interests and people. It is important to realize that UAVs can be used as a threat to
human interests. This can for example happen if a UAV is hijacked during a mission
or if illegal operations are conducted. Nevertheless, UAVs is a significant resource
in numerous applications that are useful for the society, especially in emergency
situations.

2.5 Sensor Calibration

A key part in mapping and surveillance is to connect a measurement in an image to
an Earth-fixed coordinate system. This requires a transformation that depends on
the sensor itself and time-synchronized data. This section describes thermal cam-
era calibration and synchronization of different sensors. Calibration of mounting
misalignment errors is described in Chapter 5, and is also of great importance in
remote sensing operations.

2.5.1 Camera calibration

Mapping pixels in the image frame to an Earth-fixed coordinate system requires
precise knowledge about the camera intrinsic matrix, which can be extracted from
the camera and lens specification. However, in practice, the true camera model
often deviates from the theoretical model and calibration is necessary. Calibration
of visual spectrum cameras is addressed extensively in the literature. Most methods
are based on [130] and use a chess-board pattern for calibration. The principle is
based on capturing several images of the calibration pattern where the camera
changes its position and orientation with respect to the calibration surface. Several
images are used together with the known properties of the calibration pattern to
identify intrinsic and extrinsic camera parameters.

Calibration is of similar importance for thermal cameras. However, because the
image sensor is sensitive to a different spectrum than the visual, the standard chess-
board calibration surface is not clearly visible in thermal images. Therefore, another
calibration surface is needed. Thermal camera calibration has been addressed before
[40, 65, 123], but a common calibration surface has not been accepted for thermal
cameras. A new surface was proposed in [46] and the rest of this section is based
on this article.

Most calibration patterns for thermal cameras use some sort of heat source to
generate a visible structure. The pattern proposed in [46] is based on heating a
circle grid so that it is visible and can be detected in the LWIR infrared spectrum.
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The circle grid is a 3D-printed square plastic plate. The plate is mounted on a
wooden surface, which is covered with a conductive (resistive) coating that is heated
when electric current flows through. By connecting a power source to the coating,
the wooden surface is warmed up quickly. When the circle grid is attached to the
wood, the heat escapes through the circles and they seem warmer than the rest of
the plastic plate. The main advantage with this surface is that the circle pattern
is visible rapidly. The heating time is just about a minute and the power source
keeps the wood at a high temperature throughout the duration of the calibration.
In addition, the temperature difference between the circles and the rest of the
plastic plate is large because the plate conducts (or transfers) heat poorly, giving
a high signal to noise ratio. Therefore, the calibration surface is advantageous
compared to surfaces that are heated by lamps or cooled down passively because
the temperature difference remains large for a longer period. An example of an
image captured during calibration is displayed in Figure 2.5 together with a visual-
spectrum image of the calibration plate.

(a) (b)

Figure 2.5: A thermal image used for camera calibration (a) and a visual-spectrum
image of the calibration plate (b)

The goal of the calibration procedure is to obtain an accurate representation of the
intrinsic camera matrix and distortion coefficients. The intrinsic camera matrix is
defined as

A =

fx 0 cx
0 fy cy
0 0 1

 =

f ·mx 0 cx
0 f ·my cy
0 0 1

 (2.1)

where f is the focal length of the camera, cx and cy are the coordinates of the
principal point and expected to be in the middle of the image. mx and my are
scale factors relating pixels to meters. Therefore, fx and fy are the focal lengths
(in pixels) in the horizontal and vertical dimension, respectively. A camera with a
pixel resolution of u× v, focal length f and sensor size of w × b has the following
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theoretical intrinsic matrix:

A =

 uwf 0 u
2

0 v
b f

v
2

0 0 1

 (2.2)

Due to manufacturing inaccuracies, the true intrinsic matrix normally has other
values than the theoretical matrix.

Distortion coefficients are usually identified with camera calibration. Identification
of distortion parameters and calculation of undistorted pixels coordinates are de-
scribed in [65]. It is not discussed further in this thesis because distortion coefficients
only affected the experimental results marginally. Therefore, they are considered
to be negligible with respect to other error sources discussed later in this thesis.

Calibration results for the FLIR Tau 2 thermal camera

Camera calibration was conducted for the FLIR Tau 2 mounted in the payload
described in Section 2.3. The technical specification for the camera is given in
Appendix A. The spatial resolution in pixels is 640 × 512, and the focal length is
19 mm. A set of 30 independent images was used to conduct the calibration and
the following intrinsic matrix was obtained:

ATau2 =

1159.2 0 313
0 1167.8 265
0 0 1

 (2.3)

The values are close to the theoretical matrix for the camera, which is

ATheoretical =

1117.7 0 320
0 1117.7 256
0 0 1

 (2.4)

The principal point of the camera was estimated to be 7 and 9 pixels from the
theoretical center in the horizontal and vertical direction, respectively. Moreover,
the focal lengths are slightly longer than the length given by the manufacturer, but
the difference is small. Calibration was also conducted on a different set of images
and gave an intrinsic matrix close to the values here. Thus, the calibration result
is assessed to be reliable.

2.5.2 Time synchronization

The UAV pose must be known accurately when an image is captured in mapping
applications. Therefore, robust time stamping of the capture time and a naviga-
tion system with sufficiently high update rate are needed. Furthermore, accurate
synchronization between the time frames of the camera and the rest of the sensors
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in the payload is required. Timing errors in the magnitude of fractions of a second
are troublesome in georeferencing (see Chapter 5), and especially vital during fast
maneuvers where the attitude is changing quickly. Synchronization is achieved with
SenTiBoard [1]. The precision of the time stamping using SenTiBoard is tested to
be 1 µs for navigation sensors, such as IMUs and GNSS receivers.

SenTiBoard has two main tasks in the payload. It is used to synchronize the nav-
igation sensors, namely two IMUs and two RTK-GPS receivers. In addition, it is
used to synchronize the images with the navigation sensors. A simple alternative is
to use the on-board computer time for when a sensor measurement is received, but
this solution is not accurate since there may be a significant bias between the on-
board computer time and the GPS time. Moreover, the on-board computer clock
may drift during the duration of the experiment, and can be busy with other tasks
when measurements are received. Thus, a varying delay or latency is added if the
on-board computer time is used in a naive fashion.

The internal frame rate of the FLIR Tau2 is 30 Hz, but the output rate of images
is reduced to 7.5 Hz because of export regulations. External triggering of image
capture is not possible. Therefore, to obtain the capture time of images, SenTiBoard
synchronizes the internal camera clock with the GPS time every second and thereby
the camera and the navigation sensors. A potential drift in the camera clock is
removed with this approach. However, this solution neglects the delay between
exposure of the pixels and when the image is ready on the camera output bus, but
must be accepted when external triggering is unavailable. Nevertheless, the delay is
only minor because the internal time between consecutive images is 33.3 ms in the
camera core, so any potential camera latency is significantly smaller than that.
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Chapter 3

Introduction to Target
Tracking

Target tracking is a popular research field and important in many industries such
as for autonomous cars and vessels, surveillance and monitoring of ships, aircraft
and icebergs. The literature describing tracking is too large to survey in detail.
Different strategies exist and the choice of tracking sensor and targets influence if a
particular tracking strategy is suitable or not. This chapter seeks to introduce the
reader to the field of target tracking. A few fundamental concepts are described in
Section 3.1 together with a general literature review on the field of target tracking.
Tracking of floating objects using UAVs and optical sensors is described in Chapter
6. Thus, this chapter has a broader perspective and works as a basis for the contents
of Chapters 6 and 7. The following topics are covered in this chapter:

• Section 3.1 gives an introduction to the field of target tracking, recent trends
and related literature.

• Section 3.2 gives a fundamental definition of the tracking problem in the
Bayesian context and relates this to the Kalman filter.

• Section 3.3 concerns data association and explains how new measurements
can be connected to existing tracks in the tracking filter.

• Section 3.4 describes track maintenance and topics such as track initialization
and termination of existing tracks.

• Section 3.5 describes consistency of tracking filters, and is especially impor-
tant for multi target tracking (MTT) and reliable covariance estimation.

3.1 Background

Locating an object in one image is most often not sufficient for situational aware-
ness. It is necessary to monitor targets when they are within the surveillance region
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and predict their motion whenever they are not observed by the tracking sensor.
This task falls within the field of target tracking where the goal is to maintain state
estimates of one or multiple objects. Targets can be anything from people to cars,
ships, airplanes, forest fires and icebergs. The type of target is not necessarily im-
portant for the choice of tracking strategy. However, the choice of tracking sensor
obviously depends strongly on the target(s) of interest, and the sensor character-
istics can affect the choice of tracking strategy.

Target tracking has been studied for a long time and the complexity of the algo-
rithms has increased with the computational capacity of computers. A significant
breakthrough was reached when the Kalman filter (KF) was introduced in the 1960s
[59]. The Kalman filter provided the opportunity of estimating the states of differ-
ent targets in a simple way, but did not solve the data association problem in MTT.
Moreover, the optimality of the Kalman filter is restricted to certain assumptions.
Therefore, later development led to other filtering strategies for nonlinear and non-
Gaussian tracking problems. This includes variations of the Kalman filter, such as
the extended Kalman filter (EKF) [117] and the unscented Kalman filter (UKF)
[115]. Popular methods for target tracking today are the particle filter [33] and
multi hypotheses tracking [94]. More recently, random finite set statistics have also
been used in target tracking to model target appearance and disappearance from
the surveillance region using finite set theory [71, 96].

How targets are modeled is important for the fundamental assumptions in tracking.
The most common approach is to model targets as point masses. This means that
it is assumed that a single target can only produce a single measurement in each
sensor scan. Moreover, it means that a measurement originates from a single target
and cannot stem from multiple targets. This is sensible in situations where the size
of the target is small in the sensor frame (large distance between sensor and target
compared to size of target). Large targets and high sensor resolution (such as for
optical sensors) can violate this assumption. Extended target tracking covers these
situations and means that a target is allowed to produce several measurements in
a single sensor scan [34]. Extended target tracking opens the possibility of tracking
the contour and size of a target. Only target-tracking in the form of point masses
is considered in this thesis.

Perhaps the greatest challenge in target tracking is the measurement origin uncer-
tainty. In MTT, several measurements can be present in the same sensor scan and
it is necessary to relate these measurements to the existing set of tracks. Further-
more, some measurements may be originated from clutter or false reports meaning
that they do not originate from any new or existing target. Solving this problem
is called data association or measurement association, and is necessary in MTT or
in situations where a single target is tracked in clutter [58]. This is obviously more
challenging than tracking a single or multiple targets without measurement origin
uncertainty. Erroneous data association leads to increased uncertainty in the state
estimates, which eventually lead to track loss, track divergence or track swaps (two
tracks are interchanged).
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Several different alternatives for data association exist. It is common to distinguish
between what is called firm and soft association. Firm data association means that
each measurement is discarded or associated to a single track. The track can be a
new track or an existing track. In certain situations, two different measurements
might be equally likely to originate from a single target. Assigning only one mea-
surement to a target can be challenging and lead to erroneous association. Soft
data association handles this issue by allowing multiple measurements to be asso-
ciated to one track and weighting each measurement with the likelihood of that
measurement belonging to the track (or another probability measure).

The simplest form of firm association is to use the nearest neighbour approach
where the closest measurement in the validation gate is assigned to a target. This
must be solved globally in a situation with multiple targets to minimize the to-
tal distance [61]. Another possibility is to use the strongest neighbour where the
measurement with the highest intensity in the validation gate is chosen [3]. This
is only applicable to tracking sensors that provide some sort of intensity measure
(radar for instance). Soft data association can be handled with the probabilistic
data association (PDA) filter for a single target in clutter. In the PDA filter, a
weighted average of all measurements in the validation region is created, based
on the likelihood of a measurement originating from the target [3]. This has also
been extended to cover multiple targets in clutter with the joint probabilistic data
association (JPDA) filter [4]. The PDA filter has also been extended to handle
maneuvering targets by combining it with the interacting multiple model (IMM)
approach. The resulting algorithm is called IMMPDAF [60].

In several tracking systems, the concepts of target existence and visibility are used
to simplify track maintenance. The traditional approaches augment the state vec-
tor with binary existence and visibility variables. Augmenting the PDA filter to
include these variables led to the development of the integrated probabilistic data
association (IPDA) filter in the single target case [83]. This was naturally extended
to handle multiple targets and called joint IPDA (JIPDA) [82]. Target existence
is also included in tracking strategies based on random finite set statistics where
a track is modeled as a set that can be both empty and a single entity. Algo-
rithms based on random finite sets are for example the multi-Bernoulli filter [71]
and probability hypothesis density filter [72].

3.2 Bayesian Tracking of Single Target

This section discusses tracking of a single target in the Bayesian context and relate
that to the Kalman filter. It is assumed that the goal is to estimate the states of
a single target which is modeled as a point mass. Moreover, a tracking sensor is
available and provides insight into the target states. The following assumptions are
made:

• A single target exists in the surveillance region so data association is ne-
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glected.

• A target only produce a single measurement.

• A measurement only originates from one target or clutter (false alarm).

The goal in target tracking is to recursively use measurements to calculate the states
of the target as accurately as possible using all available information. This includes
utilizing the entire measurement history, that is the current measurement(s) and all
of the previous measurements. Let the state and measurement at time k be denoted
xk and zk, respectively. The set of the current and previous measurements at time
k is defined as Zk := {z1, z2, ..., zk}. In Bayesian target tracking, the objective is
to construct the posterior probability density function (PDF) of the state at each
time step. The posterior PDF at time k is p(xk|Zk). The prior probability density
function at time k is denoted p(xk|Zk−1).

Lets assume that an initial PDF of the target states is available at time zero and
denoted p(x0|Z0). The posterior PDF for the next time step is obtained through a
prediction and a correction. The prior PDF is based on a model describing the ex-
pected transition from the posterior PDF at the previous time step. This transition
is denoted p(xk|xk−1) and the prediction for the current state is defined as

p(xk|Zk−1) =

∫
p(xk|xk−1)p(xk−1|Zk−1)dxk−1 (3.1)

When a new measurement is available, it is used to modify the prior PDF and
create a resulting posterior PDF. The measurement model is denoted p(zk|xk) and
the use of Bayes rule gives the following posterior PDF

p(xk|Zk) =
p(Zk|xk)p(xk|Zk−1)

p(Zk|Zk−1)
(3.2)

where the denominator is the normalization constant.

The posterior distribution in (3.2) is a general expression that is valid as long
as the current measurement is assumed to depend only on the current state and
not the previous measurements. It is generally assumed that the state x satisfies
the Markov property at each time step. This means that the current state can
be deduced from the previous state alone and that the necessary information is
preserved in the previous state without needing knowledge regarding older states.

The goal in tracking is to find an estimate x̂ that represents the posterior distribu-
tion. This problem can be simplified under certain assumptions. Assume that the
state transition model and the measurement model can be written as

xk = fk(xk−1) + wk (3.3a)
zk = hk(xk) + vk (3.3b)

where the functions f and h can be nonlinear or linear, and w and v are additive
process and measurement noise, respectively. Both noise processes are assumed to
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be Gaussian distributed with zero-mean. The covariance of the process and mea-
surement noise processes are denoted Qk and Rk, respectively. The state transition
model is also referred to as the motion model of the target and is used to predict
the next prior state. This leads to the Kalman filter and its variations presented in
the next sections.

3.2.1 The Kalman filter (KF)

If (3.3a) and (3.3b) are linear, the optimal solution to the tracking problem is
given by the KF [59]. The state transition model and the measurement model are
expressed as

xk = Fkxk−1 + wk (3.4a)
zk = Hkxk + vk (3.4b)

The estimate of the state x is denoted x̂ and the estimate of the covariance of the
state estimation error is denoted P. The subscripts in x̂k|k−1 and Pk|k−1 indicate
that the estimates are calculated at time k given the measurement history until
time k−1, and are the prior estimates. Moreover, x̂k|k and Pk|k mean estimates at
time k given the measurement history until time k, and are the posterior estimates.
The equations for the Kalman filter are:

x̂k|k−1 = Fkx̂k−1|k−1 (3.5a)

Pk|k−1 = FkPk−1|k−1F
>
k + Qk (3.5b)

ẑk = Hkx̂k|k−1 (3.5c)

Sk = HkPk|k−1H
>
k + Rk (3.5d)

Kk = Pk|k−1H
>
k S−1k (3.5e)

νk = zk − ẑk (3.5f)
x̂k|k = x̂k|k−1 + Kkνk (3.5g)

Pk|k = (I−KkHk)Pk|k−1(I−KkHk)> + KkRkK
>
k (3.5h)

The prediction step is given by (3.5a)-(3.5b) and the measurement update step by
(3.5c)-(3.5h). The Joseph form is used for the covariance measurement update in
(3.5h) because it is valid for any gain. It can be simplified for a linear system when
the Kalman gain (3.5e) is used.

One beneficial property of the KF from a remote sensing perspective is the ability
to predict the states of the target in periods where measurements are unavailable.
In these situations, the posterior estimates are simply equal to the prior estimates
because the prior represents the best guess of the current state with Kk = 0.
Therefore, it is important to choose a motion model which reflects the expected
behavior of the target. It is obviously impossible to find a general model that
represents multiple scenarios so the target of interest influences this choice.
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3.2.2 The extended Kalman filter (EKF)

The KF assumes that the motion and measurement models are linear. This is key
since Gaussian random variables are propagated through the system equations.
In practice, sensors used for tracking can seldom be modeled as a linear process.
Moreover, target maneuvers are often represented by nonlinear models. So what
happens if the measurement or motion models are nonlinear? One solution is the
EKF, which uses a Taylor series expansion to linearize the nonlinear functions. Lets
assume that both the motion model f(xk−1) and the measurement model h(xk),
in (3.3a) and (3.3b), are nonlinear. These functions can be linearized through the
Jacobian and evaluated at the current best estimate in the following manner:

Fk =
∂f

∂x

∣∣∣∣
x=x̂k−1|k−1

(3.6a)

Hk =
∂h

∂x

∣∣∣∣
x=x̂k|k−1

(3.6b)

By adding linearization of these functions at each time step in the KF, the states
can be estimated by the following equations that define the EKF:

x̂k|k−1 = f(x̂k−1|k−1) (3.7a)

Pk|k−1 = FkPk−1|k−1F
>
k + Qk (3.7b)

ẑk = h(x̂k|k−1) (3.7c)

Sk = HkPk|k−1H
>
k + Rk (3.7d)

Kk = Pk|k−1H
>
k S−1k (3.7e)

νk = zk − ẑk (3.7f)
x̂k|k = x̂k|k−1 + Kkνk (3.7g)

Pk|k = (I−KkHk)Pk|k−1(I−KkHk)> + KkRkK
>
k (3.7h)

The linearization shown in (3.6) is the first-order linearization and the resulting
filter is called the first-order EKF. Higher-order versions of the EKF are designed
by adding more terms from the Taylor-series expansion when finding the Jacobians.
The drawback with the EKF is that it is a suboptimal approach. The optimality of
the KF is lost when nonlinear transformations are added to the tracking problem.
Nevertheless, the EKF tends to work well in practical applications as long as the fil-
ter is properly initialized. Since the nonlinear transformations are linearized about
the state estimates, it is vital that they are close to the true states to accurately
represent the nonlinear transformations locally. Poor initial accuracy is a common
reason for divergence in the EKF.
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3.2.3 Other filtering options

More advanced state estimators exist as mentioned in Section 3.1. The unscented
transform has been used in the UKF [115] as an alternative to EKF in situa-
tions where the state probability density is non-Gaussian. This can e.g. be when
the distribution is skewed or multi-modal. The idea is to sample the probability
distribution at deterministic sampling points instead of linearizing the nonlinear
transformations. The computational complexity of the UKF is comparable to that
of the KF and EKF.

A more computationally heavy approach is particle filters [33]. It is a general ap-
proach that can handle nonlinear and non-Gaussian distributions. A sampling ap-
proach is used to approximate the PDF of the state. The state is represented as a
weighted average of all the particles, and particles that represent a more probable
state are weighted more than unlikely particles.

Tracking maneuvering targets is challenging because it is impossible to predict
their motion based on a single model. Therefore, a strategy that use multiple
models in the estimation problem was developed and called IMM [9]. The idea is
to estimate the states under several model hypotheses with the assumption that
the correct model is in the set of all hypotheses. Moreover, transition probabilities
for switching between two models must be defined for all models. The models are
mixed and weighted based on the likelihood that each model produced the current
measurement. The total state estimate is the weighted average of all individual
model estimates.

3.3 Multiple Target Tracking & Data Association

Multiple target tracking handles the case when several targets are located in the
surveillance region at the same time. A common assumption is that targets operate
independently so that the motion of one target does not affect the motion of other
targets. This is reasonable in most situations unless the distance between the tar-
gets is very small. The first thing to consider in MTT is how to estimate the states
simultaneously. The easiest way, and a common choice, is to keep one tracking filter
for each target. Thus, a bank of tracking filters is created when multiple targets
are present.

The biggest challenge in MTT, or single target tracking in severe clutter, is data
association as described in Section 3.1. Only firm data association is considered
in this thesis. This means that each measurement is associated to a single or zero
targets at each time step, and one target can only be associated with one mea-
surement. The reasoning behind this choice will be clear later, but has to do with
nature of how measurements are extracted and the amount of clutter and false
reports.
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It is assumed that measurements are point masses and not distributed over mul-
tiple cells (pixels). This is obviously violated in this research since the tracking
sensor is a thermal camera. Nevertheless, only the center of each target is used as a
measurement so it is still a valid simplification. If it is assumed that the true mea-
surement conditioned on the entire measurement history is normally distributed so
that [3]

p(zk|Zk−1) = N (zk; ẑk|k−1,Sk) (3.8)

, then the true measurement is located in the region given as:

νk(γ) = {zk : (zk − ẑk|k−1)>S−1k (zk − ẑk|k−1) ≤ γ} (3.9)

with gate probability given by the threshold γ. This region is referred to as the
validation region. Note that the measurement innovation ν from (3.5f) is used in
the validation region. The squared expression in (3.9) is also called the normalized
innovation squared (NIS). It is chi-square distributed where the number of degrees
of freedom is given directly by the dimension of the measurement vector. The
validation region is typically used to decide if a measurement can originate from
a specific target or not. The gate threshold γ is chosen so that all measurements
belonging to a target fall into the validation region with a selected probability (e.g.
with 95%-99% probability). In MTT, each target has its own validation region.
Measurements that fall outside of all validation regions are normally interpreted
as clutter or a new target.

3.3.1 Global nearest neighbour data association

Data association is not the main topic in this thesis, but one firm data association
procedure is described as an example. That is the global nearest neighbour (GNN)
data association method. In a scenario with n measurements andm existing tracks,
a distance matrix D can be created [67]:

D =


d1,1 d1,2 ... d1,m
d2,1 d2,2 ... d2,m
...

...
. . .

...
dn,1 dn,2 ... dn,m

 (3.10)

The distances di,j are calculated with (3.9). If the distance di,j exceeds the thresh-
old γ, it is an unlikely measurement association and the distance is adjusted to
infinity. If a column in D only has elements equal to infinity, a measurement for
the corresponding track is likely not present. In the same manner, if a row only has
elements equal to infinity, then the corresponding measurement does not originate
from existing tracks and must be clutter or a new target. These rows and columns
are removed from the distance matrix before the rest of the association procedure
is finished.

The GNN approach minimizes the global total distance based on the remaining
elements in D under the requirement that each remaining measurement should be
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assigned to one target (and one target only). The traditional Kuhn-Munkres algo-
rithm [10] can be used to solve this problem, but the Jonker-Volgenant-Castanon
algorithm is much faster in a real-time implementation [74].

An advantage optical sensors have in MTT, is visual features that can be used
to help the association procedure. Properties such as size, intensity and contour
can be used to distinguish targets that are closely located in the validation region.
Moreover, if the estimation accuracy is poor, visual features can be used to decide
if a measurement belongs to a target or not if it is located outside of the validation
region. This is especially advantageous when firm association is used because it
decreases the chance of interchanging measurements belonging to different targets.
One approach that utilizes visual features is shown in [67] where a weighted tunable
sum of the normalized innovation squared is combined with a distance measure for
visual features. Another possibility is to include visual features in the state vector
of the target so that the validation region is based on both the physical distance
and feature distance. This is not investigated further in this thesis, but is a natural
and intuitive extension of the method in [67].

3.4 Track Maintenance

Track maintenance is a broad term in target tracking. It is used as a generic term for
handling different parts of the life cycle for a track. A critical question is to answer
when a new track should be initiated. Should every measurement not associated
to an existing track be interpreted as a new target or is this a poor idea? These
issues are handled in track initialization. Another important question is what to
do when a target is not observed for a significant amount of time. In other words,
when is it acceptable to terminate a track? This is handled in track termination.

3.4.1 Track initialization

Creating a new track whenever an unassociated measurement is received is a poor
idea when severe clutter or false alarms are expected. This will lead to several false
tracks that the tracking system must maintain. Therefore, it is not common to do
this unless the tracking sensor has characteristics that show that false alarms are
rare. A more common approach is to use a logic-based strategy that uses a gating
approach, and require a certain number of detections in the gate before a track
is created. One convenient approach is the one sketched in [3] with the following
initialization procedure:

1. Unassociated detections are stored as tentative tracks with a validation region
based on the expected measurement noise and the largest expected target
motion.
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2. If a measurement is present in the region at the next sensor scan, the track
is stored as a preliminary track. If not, the tentative track is deleted and the
previous measurement interpreted as clutter. If multiple measurements are
present in the validation region, additional logic is required such as the GNN
approach.

3. A Kalman filter is created for each preliminary track, and the validation
region is calculated for each forthcoming time step.

4. If the validation region contains at least one detection in m of the following
n sensor scans (n > m), the track is confirmed. Otherwise, the preliminary
track is terminated.

This logic is normally referred to as m out of n logic and is a simple way to accept
tracks. The magnitude of m and n is something that must be selected and depends
on the sensor characteristics. A common choice is for example m = 3 and n = 5,
which means that the validation region must contain at least one measurement
for three of the forthcoming five sensor scans to be accepted after the initial two.
The choice is a trade-off between minimizing the number of false tracks without
rejecting tracks that are based on real targets.

3.4.2 Track termination

Track termination is something that must be considered whenever a target is not
observed in several sensor scans. However, how to choose this logic is not straight-
forward and depends on the sensor characteristics and the application. For example,
when tracking objects with UAVs, a significant amount of time between detections
occur because targets are outside the field of view of the sensor for extended peri-
ods.

After a long period without measurements, the covariance of the state estimates
grows more and more because the estimates are based on prediction. Consequently,
the validation region increases and might grow to a level where many measurements
fall into the region. Depending on the measurement association strategy, this can
lead to track divergence. Therefore, it is necessary to decide if a track should be
terminated or not. One possibility is to terminate a track whenever the number of
measurements in the validation region is above a certain threshold. The reasoning
behind this strategy is that several targets are seldom expected to be close to each
other, and that many targets in the validation region indicate that the region is too
large. Moreover, such a situation might prevent the track from converging towards
the true track again.

Track termination, when target tracking is conducted from a UAV, leads to some
important considerations. First of all, the surveillance region might be fixed, but
the optical sensor is not going to cover the entire surveillance region with a single
image. In fact, missions where a significant amount of time is needed to cover the
entire region are common. Therefore, only using the size of the validation region or
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the time since the previous measurement might not be the best choice. One inter-
esting possibility is to use image features to associate tracks with measurements in
situations where the validation region is too large. Furthermore, if the filter is too
optimistic (meaning that the validation region is too small), visual features can be
used to investigate the origin of unknown measurements.

Another possibility is to terminate tracks, but store their last predicted state to-
gether with visual properties. If the number of tracks is limited, it is possible to
compare the appearance of new measurements, both with active and terminated
tracks. With this approach, a terminated track can be reinitialized instead of cre-
ating a new track for the same target. This is beneficial in applications where it is
critical to uniquely identify each target and not have several track histories for the
same target.

3.5 Consistency of Tracking Filters

As mentioned previously, the KF is the optimal estimator for linear systems where
the process and measurement noise are zero-mean and white (sequentially uncor-
related) with a Gaussian distribution. Such ideal conditions cannot be expected in
practice with the use of real sensors. Targets are not going to move exactly like ex-
pected, and typical measurement noise includes a bias and other systematic errors.
Because of these issues, a tracking system cannot simply be evaluated just based
on the root-mean-squared (RMS) errors for the state estimates. In data association
and MTT, it is vital that the system is tuned properly so that the covariance esti-
mates represent the true estimation error correctly. It is obviously also important
for filter performance since the gain is based on the estimated covariance. These
issues are investigated through consistency considerations. A state estimator is said
to be consistent if the following criteria are fulfilled [4]:

1. The state errors should be acceptable as zero mean and have magnitude
commensurate with the state covariance as calculated by the filter.

2. The innovations should also have the same property.
3. The innovations should be acceptable as white.

The innovation was defined in Section 3.2 as the difference between the true mea-
surement and the predicted measurement in the Kalman filter. Normally, only the
second and third criteria can be verified for experimental data because the true
target state is unknown.

If the true state is known, the first criterion is verified with the normalized esti-
mation error squared (NEES), which is defined as

εk = x̃>k|kP
−1
k|kx̃k|k (3.11)

where x̃k|k = xk−x̂k|k is the a posteriori estimation error and Pk|k is the a posteri-
ori covariance matrix. The NEES should be chi-square distributed with nx degrees
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of freedom (DOF), where nx is the dimension of the state vector, to comply with
the first criterion. The second criterion is verified with the normalized innovation
squared, which was defined in Section 3.3.

εν,k = ν>k S−1k νk (3.12)

where ν is the innovation and S is the innovation covariance matrix calculated
in the Kalman filter. εν should be chi-square distributed with nz DOFs, where
nz denotes the number of elements in the measurement vector, to comply with
the second criterion. The third criterion is checked through autocorrelation to
investigate if subsequent innovations are uncorrelated.

For experimental data, these tests have a high variability because only a single
realization of the process is available. Lower variability tests are obtained in sim-
ulation environments because independent Monte-Carlo simulations can be con-
ducted. Low variability tests for criteria two and three using experimental data
from a single test are described in [4]. Care must be taken if the first criterion is in-
vestigated for experimental data because the true state cannot be known perfectly.
Reliable velocity information is for example hard to acquire when real targets are
tracked, but a position reference can in many cases be quite reliable through GNSS
measurements.

Example 3.1 This example shows the details of how criteria 1 and 2 can be
verified in a particular scenario. Assume that the north and east positions
and velocities of a target are estimated. Moreover, assume that north and east
positions are measured by the tracking sensor.

The dimension of the state vector is four meaning that nx = 4 and the number
of elements in the measurement vector is two: nz = 2. Therefore, the NEES is
chi-square distributed with 4 DOFs and the NIS is chi-square distributed with 2
DOFs. The first criterion is verified if the NEES is within the interval:

νk ∈ [r1, r2] (3.13)

where r1 and r2 are the limits of the acceptance region. The two-sided 95%
confidence interval for the chi-square distribution with 4 DOFs is [0.48, 11.14].
The same test is carried out for the NIS to verify the second criterion.
However, since the innovation vector has two elements, the confidence interval
is given by the limits for 2 DOFs, and the confidence interval becomes [0.051, 7.38].

If several Monte-Carlo simulations are conducted, the limits of the confidence
interval shrink and decreases the variability in the test. The confidence interval
for the NIS becomes [1.5, 2.6] if 50 Monte-Carlo simulations are conducted as
stated in [4]. This is not described further because the rest of this thesis mostly
deals with experimental data.
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Chapter 4

Detection of Ground Objects
using Optical Sensors

Detection of targets in the sensor frame is critical for measurement corrections in
the tracking filters described in Chapter 3. Object detection in images captured by
optical sensors is a research field that has evolved significantly in the last decade.
Simple algorithms based on fundamental image-processing techniques, such as edge
detection and thresholding, dominated for a long time. Today, state-of-the-art de-
tectors use machine learning and neural networks for object detection. This chapter
concerns detection of ground and floating objects in images captured with UAVs.
Real-time performance on small embedded computers is key and the main focus.
This chapter is based on the work described in [42, 43, 79], and the following topics
are covered:

• Section 4.1 covers recent advancements in object detection and related work.
It is an introduction to the vast amount of literature that exist for object
detection in images.

• Section 4.2 covers feature detection in thermal images.
• Section 4.3 covers a specific method for detection of floating objects in thermal

images using edge detection.
• Section 4.4 presents two individual case studies for object detection. The

first case study concerns detection of floating objects in thermal images using
the technique in Section 4.3. The second case study concerns detection of a
stationary tarpaulin in visual spectrum images for precision drop [79].

4.1 Background & Related Work

Optical sensors are useful in a vast number of applications and industries, including
the maritime sector, car industry, surveillance, monitoring and obviously also in
many other applications. Images contain an enormous amount of information and
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that may be why machine and robotic vision are attractive research fields. Object
detection is the task of identifying objects of interest within an image. One simple
way to visualize object detection is to decide if each pixel in an image belongs to
an object or a non-object region. This is also referred to as finding the foreground
(areas with an object) and background in an image. This type of image segmenta-
tion results in a binary image where every pixel containing an object is white and
the background is black.

Detecting objects in images captured from a moving platform is different than de-
tecting objects in images captured at rest, even though the goal is equal. Moreover,
detecting objects in a maritime environment is not similar to identify pedestrians
at an intersection or cars on a road. Developing one algorithm for object detection
that is able to detect many different objects is not realistic even though neural
networks have pushed the field forward. Consequently, it is necessary to find viable
algorithms for specific applications or scenarios, especially if a real-time solution
on a small embedded computer is required. This also includes choosing the type of
optical sensor based on the conditions that are expected. Visual spectrum cameras
are advantageous in some situations while sensors sensitive to another spectrum
might perform better in other cases. This work primarily uses a thermal camera.
A comparison between thermal and visual spectrum cameras is given in Table 4.1.

When looking for floating objects at sea, small structures and vessels are expected
to be the majority of the objects. It may be challenging to distinguish small objects
from the sea surface and detect dark vessels with a visual spectrum camera, partic-
ularly during poor illumination. That is why sensors capturing images at another
spectrum are attractive. Vessels at sea have heat sources and materials that are
warmer or with higher emissivity than the sea surface. Therefore, using thermal
cameras for object detection at sea is a viable alternative and is utilized later in
this chapter.

Thermal cameras Visual spectrum cameras
Low resolution High resolution
Lower frame rate High frame rate
Expensive Cheap in comparison
Works at night Needs light or artificial illumination
More robust in poor weather condi-
tions

Not robust in poor weather condi-
tions

Can observe temperature differences Can observe color differences
Less texture making segmentation
easier in some cases

More texture. Better detail level,
but sometimes harder to do segmen-
tation

Not as good for classification and
recognition because color informa-
tion are unavailable

Good for classification and recogni-
tion.

Table 4.1: Short comparison between thermal and visual spectrum cameras
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Detection of floating structures in images captured from a UAV operating at high
speed is challenging because the velocity of the camera typically exceeds the velocity
of the objects. Therefore, traditional motion-based segmentation techniques are
not appropriate unless one can compensate for the camera motion accurately. This
requires knowledge of the navigation states of the UAV and time-synchronized data
with high precision. Experience has shown that it is difficult to use motion-based
detection techniques in images from an agile platform. Thus, it is necessary to
identify algorithms that work well within this restriction.

4.1.1 Related literature

Object detection and tracking are studied thoroughly in the literature and a great
number of surveys exist [53, 63, 125, 126]. Covering all of the relevant research in
one chapter is impossible. Therefore, this section starts broadly and narrows the
scope to detection of floating objects using UAVs.

Image segmentation and feature detection are classical methods in image process-
ing and object detection. A study on segmentation techniques is given in [129] and
also discusses edge detection. A survey on advancements in feature detection is
described in [68]. [87] describes the problem of object tracking in video surveil-
lance and discusses object representation, descriptors that can be used for feature
matching and motion segmentation. Feature-based techniques are used in many
computer-vision applications and include popular point detectors such as SIFT
[70], SURF [6] and the KLT detector [103]. Point detectors are usually computa-
tionally effective and quite robust since they may be scale and rotation invariant.
However, they need to be combined with another detection method because fea-
tures may be located in places where objects are not present. Moreover, several
features can be present on the same object. Another issue is that it is easier to
associate features between two subsequent images than in a large sequence of im-
ages. Therefore, using single features obtained with e.g. SIFT, is not very robust
for tracking purposes where you want to track objects over longer periods of time.
This is obviously also a consequence of point detectors ability to find many features
because association is harder to do on a large set of features. The large set is, on
the other hand, very beneficial when calculating e.g. optical flow [44].

Deep-learning based object detection has dominated the literature in recent years,
due to impressive detection accuracy and performance on public datasets. A survey
on deep neural network architectures is presented in [69]. [38] focuses on object
detection, and describes salient-object detection and category-specific detection. It
also describes convolutional neural networks and models that have succeeded in
detection competitions. The major bottlenecks with convolutional neural networks
are the high computational complexity and the amount of training data that is
needed. [109] discusses efficient processing of neural networks and how that can be
achieved without restricting the accuracy. Effective processing of images through
neural networks is key if deep learning is going to be applied on-board UAVs in
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real-time.

A survey on object detection in optical remote sensing images from an aerial per-
spective is presented in [14] and focuses on generic object classes such as roads,
buildings, ships and several other classes. Technologies for automatic forest fire
detection and monitoring using UAVs are presented in [128]. This article discusses
fusion of visual spectrum and infrared images which is an interesting possibility.
Object recognition in aerial images captured by UAVs using convolutional neural
networks is discussed in [92]. [97] discusses classification of thermal images captured
from a UAV using deep learning in a search and rescue context. Multi-scale detec-
tion in remote sensing imagery, which also includes marine vessels, is described in
[21].

A template matching approach for visual detection and tracking with UAVs is
presented in [91]. However, in order to be robust, a great number of templates need
to be available because template matching is neither scale nor rotation invariant.
Consequently, the objects of interest need to be known beforehand and limits the
usefulness in many situations. Color segmentation has also been applied in object
detection with UAVs [110], but requires tailored parameters towards a specific type
of objects. Thus, it is not as robust since floating objects at sea can have many
different appearances. A correlation method for ship detection with a visual sensor
mounted in a UAV is described in [57]. [64] demonstrates a step-wise solution
for detecting marine vessels in thermal images, which works well as long as the
temperature difference between the sea surface and objects of interest is sufficient.
The method described in Section 4.3 is based on this work.

4.2 Feature Detection and Optical Flow

Feature detectors use different techniques to find keypoints. That can be edges,
corners, blobs, lines or other structures that generally appear in images. They are
not designed to find specific objects, but parts of objects that later can be merged to
a contour. Feature detectors are not computationally expensive compared to neural
networks. In fact, feature detectors can often be used at a low-level stage of neural
networks. High-performance feature detectors, such as SIFT [70] and SURF [6], are
scale and rotation-invariant which is important for aerial images since the scale and
rotation of objects change rapidly with the attitude and altitude of the UAV. The
main challenge with feature detectors, in the context of floating object detection,
is how to relate features to objects. One object usually consists of several features
and they need to be associated together. An advantage with feature detectors
is the fact that only the current image is used to find features. Thus, a change in
background, which must be expected to occur in images captured from a UAV, will
not necessarily affect the ability to find features. This is not the case for methods
relying on some sort of background subtraction/modeling.

A familiar concept in detection of moving objects is optical flow [8]. Optical flow
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can be defined as a velocity field that transforms one image into the next image
in a sequence of images. A single optical flow vector can be understood as the
two-dimensional displacement (in the image plane) of a feature detected in two
consecutive images. Feature detectors can actually be used to calculate the dis-
placement of features from one image to the next when features from subsequent
images are associated together. Feature descriptors are used to associate features in
different images, e.g. through a FLANN nearest neighbor search [81]. Optical flow
has been used in vision-based navigation systems for fixed-wing UAVs [30, 31, 51],
and is used for velocity extraction in Chapter 5. An example where optical flow
between two images is calculated with the SIFT feature detector is shown in Figure
4.1.

Figure 4.1: Optical flow between two aerial images calculated by SIFT

Thermal images at sea have a homogeneous background and features are mostly
present on targets. If it is assumed that features are only located on objects, an
estimate of the object position in the image can be calculated as the mean position
of features clustered together. Moreover, a mean value for the optical flow of an
object can be calculated in the same manner. This strategy can be used for object
detection at sea in simplified scenarios, but is not robust in general. A thermal
image with features and optical flow vectors for the corresponding features are
displayed in Figure 4.2. How optical flow can be utilized in the context of target
velocity reconstruction is described in Section 5.4.
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Figure 4.2: Optical flow (arrows) and features (arrow origin) in a thermal image at
sea

4.3 Floating Object Detection

The previous section discussed feature detection and optical flow, but it is nec-
essary to identify a method for target detection in thermal images that is more
robust. This section describes a machine vision system that utilizes thermal im-
ages to find floating objects at sea. The object detection module extracts the pixel
position of the center of each object, which fits into the framework of tracking
of point masses described in Chapter 3. The method is also able to identify the
contour of objects if extended object tracking is used instead. The method runs
in real-time on a small embedded computer and can be used in applications that
require on-line detection of objects. The method is tailored for thermal images
with a homogeneous background (such as the sea surface) and uses classical image-
processing techniques. Therefore, it is not equally effective in other environments.
The method was originally presented in [64] and later extended in [43].

A raw thermal image is denoted I. A typical thermal image at sea with three
marine vessels is displayed in Figure 4.3(a). The raw image might be affected by
noise. Therefore, the first processing step is image smoothing, which reduces the
influence of noise. The drawback with smoothing is that the detail level is reduced
(less contrast) because smoothing is a form of averaging. The smoothing operation
is conducted by convolving (denoted by ∗) the image with a Gaussian kernel g.
The kernel g with size n× n approximates a Gaussian distribution with standard
deviation σg. Thus, the operation can be formulated as

Is[x, y] = (I ∗ g)[x, y] =

k=n−1
2∑

k=−n−1
2

m=n−1
2∑

m=−n−1
2

I[x−m, y − k]g[m, k] (4.1)
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Figure 4.3: Before (a) and after (b) smoothing of the original image. The image is
showing a large boat (length of 55m), a rigid-inflatable boat and a small buoy.

where Is is the resulting image after smoothing. I and Is are w×h matrices, where
w and h are the width and height of the raw image I. Moreover, [x, y] are integers
representing a pixel coordinate in the image, and [m, k] are integers representing
a coordinate in the kernel g. The result of smoothing the image in Figure 4.3(a)
is shown in Figure 4.3(b). A big vessel with length 55m, a rigid-hulled inflatable
boat (RHIB) and a small buoy are visible in the images.

The contour around the objects is visible for the human eye in the smoothed image
and there is a clear edge between the objects and the background. Consequently, the
next step in the detection process is to use edge detection to sharpen these edges. A
simple and computationally cheap way to find edges is through the gradient image,
which is calculated from Is. The gradient image GI is calculated as:

GIx[x, y] = (Is ∗P)[x, y] =

k=1∑
k=−1

m=1∑
m=−1

Is[x−m, y − k]P[m, k],

GIy[x, y] = (Is ∗PT )[x, y] =

k=1∑
k=−1

m=1∑
m=−1

Is[x−m, y − k]PT [m, k],

GI[x, y] =
√

GI
2
x[x, y] + GI

2
y[x, y]

(4.2)

where P, also referred to as the Prewitt operator [105], is defined as the 3 × 3
matrix

P :=

−1 0 1
−1 0 1
−1 0 1

 (4.3)

The result of calculating the gradient image from the smoothed image in Figure
4.3(b) is shown in Figure 4.4(a). The intensity of the objects is much stronger
than the intensity of the background in the gradient image. Hence, it is easy to
realize that multiple objects are present. However, it is also a significant amount
of noise in the gradient image, probably caused by waves and ripples that affect
the emissivity. In addition, a part of the noise from the raw image is still visible.
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Figure 4.4: Gradient image before (a) and after (b) gradient magnitude thresholding

Nevertheless, the noise intensity is weaker in magnitude than the objects and can
be removed by using a threshold value for the magnitude of the gradients. That is,
all pixels in the gradient image that have a magnitude less than a certain threshold
Tg are interpreted as background. This is achieved by the following thresholding
operation

GI(x, y) =

{
maxValue if GI(x, y) ≥ Tg
0, otherwise

(4.4)

where maxValue is the maximum brightness value a pixel in GI can take and is
based on the bit depth in the image. Figure 4.4(b) shows the resulting image after
gradient magnitude thresholding. Mostly objects with a distinct heat signature are
left in the image.

The resulting image after thresholding is repeated in Figure 4.5(a). Some of the
bright pixels (blobs) in the image do not originate from objects (i.e, the small dots
scattered across the image). These pixels must be filtered out and this is achieved
through a connected component algorithm [108], which groups neighboring com-
ponents together in blobs. Moreover, the area of each blob is calculated, and blobs
with a smaller or larger area than what is expected from an object of interest are
removed from the image. The result of this process is seen in Figure 4.5(b) and
referred to as the binary image, B, of the raw image I.

The remaining blobs in the binary image are interpreted as objects. Bounding
boxes for detected objects are drawn in the original image in Figure 4.6(a). Large
objects with texture within the interior can trigger multiple bounding boxes within
one object. Thus, the next step is to remove bounding boxes contained inside a
larger box. The result of this process is seen in Figure 4.6(b). Three objects are
remaining after the entire process and are interpreted as objects.

A consequence of using edge detection is that only the exterior edges of an object is
detected. When performing for instance recognition based on characteristics such
as size, average temperature and overall form, it is necessary that the whole object
is evaluated. Thus, the final step is to expand the detections to also include the
interior of objects. This is conducted with an algorithm that seeks to fill holes in
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Figure 4.5: Before (a) and after (b) removing blobs which are either too small or
too large to be an object of interest

Figure 4.6: Before (a) and after (b) removing detections completely contained in
the interior of other detections

the binary image [105]. The result of this operation is shown in Figure 4.7(b). The
detection algorithm provides the position of the object center in the image. These
positions are later processed in the tracking system and this is described further
in Chapter 6.

Figure 4.7: Before (a) and after (b) filling the interior holes in the detected objects
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A special case arises when objects are located close to the boundary of the image,
such as in Figure 4.8(a). The center of the detected object in this image is not going
to correspond with the true center of the object. The calculated detection center
is illustrated with a red cross in Figure 4.8(b), and since the boat is only partly
visible in the image, the blob center does not coincide with the true object center.
In tracking, this leads to measurements with a systematic bias that can degrade
the accuracy of the target estimates. Therefore, it is desired to compensate for this
issue. A simple solution is obviously to neglect detections that intersect the image
boundary. However, it is possible to adjust the center of detection to a position
that is closer to the true center if the object size is known or have been detected
previously.

Figure 4.8: Partially visible object (a), and its corresponding ellipse approximating
the object shape (red circle), object center (red cross), and the orientation of the
major axis (blue line) illustrated in (b)

The orientation of the detected object is calculated by approximating the detected
blob as an ellipse with a minor and a major axis. This can be done by using the
second order central moments to construct a covariance matrix for pixels in the
detected blob. The (q+ p)th order central moment of a blob or an image region O
is [108]

mpq =
∑
x,y∈O

xpyqB(x, y), p, q = 0, 1, ... (4.5)

and the second order covariance matrix of an image region O is calculated as [108]

cov[O(x, y)] =

[
m20 m11

m11 m02

]
(4.6)

The eigenvectors of this matrix correspond to the major and minor axes of the
ellipse approximating the interior of the object in the image region O. As a re-
sult, the angle between the major axis and the image boundary can be used to
approximate the orientation of the detected blob. Figure 4.8(b) shows the ellipse
constructed using the two eigenvectors as major and minor axes.

The blue line shows the direction of the major axis of the blob, and can be used
as a measurement of the direction. Note that in order for this process to yield
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information about the orientation of an object, the object has to be non-circular,
and a sufficient part of the object has to be visible so that the length of the major
axis of the blob is larger than the expected full length of the minor axis.

If it is assumed that the full length of the partially detected object is known prior
to this image, the expected length of the boat in pixels can be calculated. Using
this information combined with the results of the above mentioned calculations, a
more accurate estimate of the object center in the image can be identified. This is
achieved by moving the calculated blob center the following amount

∆c =
L

2
− (a− i) (4.7)

where L is the expected object length decomposed in the image plane according
to the approximated orientation, i.e ‖L‖ = L, where L is the expected length of
the object. a is the major axis and i is the vector from the object center to the
closest intersection with the image boundary along the direction of the major axis,
illustrated as a blue line in Figure 4.8(b). Adding ∆c to the calculated blob center
effectively moves the center along the calculated major axis of the blob towards the
expected location of the true object center. This can sometimes lead to an object
center outside of the image boundaries, but this is not an issue in georeferencing.

The steps in the floating object detection algorithm can be summarized as:

1. Smooth the raw thermal image with a Gaussian kernel to reduce the noise
level.

2. Calculate the gradient image of the smoothed image using the Prewitt oper-
ator.

3. Use gradient magnitude thresholding to remove noise caused by waves, ripples
and other disturbances in the gradient image. This creates a binary image
where objects are white and the background is black.

4. Use a connected component algorithm to identify pixels that are linked to-
gether (blobs) and remove blobs that are smaller than a certain size. The
intention is to remove white pixels not belonging to objects.

5. Calculate bounding boxes for contours that are remaining and remove all
bounding boxes completely contained in a larger bounding box.

6. Fill the interior of the objects to identify characteristics such as size, shape
and object center.

7. (Optional) For objects intersecting the boundary, move the detected center
towards the true center if the size of the object is known.

The detection algorithm described here is able to run in real-time on-board UAVs
using a small embedded computer. In [67], the detection algorithm was tested to-
gether with a tracking system based on a Kalman filter, and the total computation
time was 0.07 seconds for detection and update of the tracking system on a small
embedded computer. Consequently, more than ten images can be processed each
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second. The major limitation with the algorithm is that it requires a homogeneous
background to work efficiently. Nevertheless, when used at sea, the detection rate is
near perfect as will be demonstrated later. Moreover, the number of false alarms is
limited. Detection of humans, vessels and buoys have successfully been conducted
with this algorithm.

The algorithm requires two parameters that must be designed by the user. The
first parameter is the detection threshold Tg in (4.4). This parameter depends on
the intensity of the object gradients. A threshold that is too low will lead to more
noise being processed further in the binary image. A threshold that is large might
risk removing parts of objects. Thus, this is a trade-off between removing the noise
and risk removing parts of objects. The second parameter is the smallest expected
area. The value depends on the scenario. A human covers fewer pixels than a small
vessel. Nevertheless, the intention with this step is to remove the remaining part
of the noise. Most of the remaining noise, that is connected together in blobs,
only cover a few pixels. Therefore, it is most often possible to remove the noise
without removing small objects. Moreover, a few false alarms are not critical if the
appropriate tracking filter is chosen.

The method presented here is able to extract the interior of an object. As a result,
a possibility is to combine the method with a feature detector to calculate optical
flow for features located in the interior of the object. This approach is not discussed
further in this thesis, but solves the challenges discussed at the end of Section 4.2.

4.4 Case Studies

This section presents two independent case studies used to illustrate how different
objects can be detected. The case study in Section 4.4.1 investigates the effective-
ness of the algorithm in Section 4.3 on several data sets containing thermal images
captured at sea. The case study in Section 4.4.2 investigates how object detection
can be utilized in precision drop, which is an interesting application for UAVs. A
modified detection algorithm is used in the second case study. This is because a
visual spectrum camera is utilized and the objective is to find an object with a
distinct color on the ground.

4.4.1 Case study 1 - Detection of marine vessels

The intention with this case study is to illustrate the effectiveness of the detection
algorithm described in Section 4.3 in detection of marine vessels and to show a
couple of examples. Moreover, the case study ends with a short discussion regarding
the adjustable parameters in the detection algorithm.

This case study summarizes the results presented in two different articles [43, 67].
The detection algorithm has also been used in several case studies later in this
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thesis. In [43], the detection algorithm was used to detect the marine vessel shown in
Figure 4.2. 441 images included the vessel and the vessel was successfully detected in
438 images, which corresponds to a detection probability of 0.993. The high success
rate is explained by the high signal to noise ratio between the sea surface and the
vessel in most images. The temperature and emissivity differences between marine
vessels and the sea surface are often large and enables the detection algorithm to
work well in this type of scenario. The vessel was not detected in three images
because only a small part of the vessel was visible in these images. As mentioned in
Chapter 3, clutter and false detections are challenging to handle in target tracking.
The 441 images that were processed in [43] did not produce a single false positive,
which means that the algorithm is robust without missing many true positives.

A much larger set of images was analyzed in [67]. 27866 images were processed in
this work, and a subset of 4903 images contained one or two marine vessels where
the entire contour was inside the field of view. The vessels were detected in all im-
ages. These results support the detection rate experienced in [43]. A total of 15 false
positives were experienced when all images were processed. These false detections
were examined manually and belonged to unidentifiable thermal signatures.

Examples

Figure 4.9 shows an example where two marine vessels are located in the same
image. Figure 4.9(a) is the raw thermal image. Two vessels are visible in this
image. The gradient image is shown in 4.9(b) where the contours of the objects
are amplified. The binary image after gradient magnitude thresholding is shown
in Figure 4.9(c) and only the vessels and a few pixels with noise (bottom left
corner) are remaining. This image is filtered based on the minimum expected area
of the contours and the noise is removed. Figure 4.9(d) shows the raw image where
bounding boxes are drawn around detected objects.

Figure 4.10(a) shows an example of a raw thermal image without any objects
present. The gradient image of this image is shown in Figure 4.10(b). Thermal noise
caused by waves and other factors are present since the gradient image has some
texture. The noise is greatest near the image boundaries, which may indicate that
the thermal image sensor is most prone to noise near the boundaries. Nevertheless,
the intensity is much lower than the one in Figure 4.9(b) and no objects are detected
in this image after gradient magnitude thresholding and removal of small contours.

Adjustable parameters in the detection algorithm

Two parameters are adjustable in the detection algorithm and the values for these
parameters have not been discussed. Both of these values have been constant in
the data discussed in this case study. The first adjustable parameter is the gradient
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(a) (b)

(c) (d)

Figure 4.9: Example of multiple object detection

(a) (b)

Figure 4.10: Example of image without detection

magnitude thresholding value which was chosen to be 230. The pixel depth of the
gradient image was typically 8 bits, which means that each pixel could take a value
between 0 and 255. The second adjustable parameter is the smallest accepted area
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of an object. It was chosen to be 50 pixels and most marine vessels are significantly
larger. This parameter must obviously be adjusted if objects of interest include
missing people or smaller structures. A possibility is to scale this parameter with
the altitude of the UAV since the altitude directly affects the perceived size of an
object in the image.

An advantage with this algorithm is that noise is suppressed effectively. The gra-
dient image is typically affected by noise so that a few pixels have intensity larger
than 230. This also happens in images without objects. However, noise is seldom
distributed together in larger blobs. Thus, the second parameter ensures that only
larger blobs are kept and that single pixels cannot be interpreted as an object.

4.4.2 Case study 2 - Detection for precision drop

Precision drop is delivery of small packages to specific locations [32]. Fixed-wing
UAVs can be used to deliver items autonomously in missions where machine vi-
sion is used to locate the target. Another system use that location to calculate a
drop point based on the altitude, speed and wind conditions. This sort of opera-
tion is useful in rescue missions where items are delivered to people in need or in
surveillance of icebergs where GPS trackers are dropped on icebergs [80].

This case study is based on the work in [79]. It is meant to illustrate that a similar
detection technique, as the one presented in Section 4.3, can be used in other
applications. The goal in [79] was to drop an item on a blue tarpaulin autonomously
with the Skywalker X8 fixed-wing UAV displayed in Figure 4.11. An important part
of this operation was to find the target (tarpaulin) using machine vision. A visual
spectrum camera was used to collect images of the area, and the UAV had no
knowledge about the position of the tarpaulin beforehand. The UAV looked for
visual features and used machine vision with real-time on-board data processing to
identify the target on the ground. Image processing based on color segmentation
was used to detect the target and find the pixel position in the image.

Figure 4.11: The Skywalker X8 used for precision drop
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Figure 4.12: Raw image with the blue tarpaulin visible in the middle of the image

The target had a distinct blue color which is easy to separate from the background
in the visual spectrum as long as the horizon is avoided. This is illustrated in
Figure 4.12 where the tarp is visible in the middle of the image. Therefore, the
target detection algorithm developed for this purpose utilizes color segmentation,
which is a simple and effective strategy in this particular scenario.

A pixel in a visual spectrum image is normally represented as a 3D-vector with three
color values, namely R (red), G (green) and B (blue). However, color segmentation
is usually easier to conduct in the HSV (hue, saturation, value) color space. The
HSV color space separates color information from lighting and reduces the impact
from differences in lighting conditions. Consequently, color thresholding techniques
are more reliable and effective when using the HSV representation.

The main goal with color segmentation is to create a binary image, which is sep-
arated into foreground (object) and background (no object). This is similar to
gradient magnitude thresholding in Section 4.3. The detection algorithm devel-
oped to search for the blue tarpaulin consists of the following steps, which were
executed in real-time on the on-board computer:

1. Downscale the images to a lower resolution to decrease the computation time.
Images downscaled to a resolution of 640 × 360 pixels were used in the ex-
periments.

2. Transform the color space of the image from RGB to HSV.

3. Use thresholding to filter out blue regions in the image. This gives you a
binary image where blue regions are light and other regions are black. Figure
4.13 shows the resulting image after this operation.

4. Search for contours in the binary image to find pixels that are connected and
creates a region.

5. Calculate the area of all detected regions and keep the detection with the
largest area. Discard the detection if the area is smaller than an adjustable
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value. The area limit was chosen to be 50 pixels in the experiments. This
step is used to filter out noise and regions that only consist of a few pixels.
Moreover, regions inside larger regions are also removed. Only the largest
region is kept since a single detection is desired and the tarpaulin is the only
blue object expected in the mission area. An extension of this method can
be used if several targets are of interest.

6. Calculate the pixel center of the detection. Accept the detection if the center is
at least 30 and 60 pixels from the nearest image boundary in the horizontal
and vertical direction, respectively. Detections too close to the border are
discarded because they can be caused by the horizon.

Figure 4.13: The binary image after thresholding. The tarpaulin is easy to distin-
guish from the background.

Figure 4.14 shows the resulting image when the image in Figure 4.12 is processed
through the steps above. The white circle is the detected center of the tarpaulin and
the red regions show the contours detected in the image. It is critical to avoid false
detections in this particular application because an item is supposed to be dropped
on the target. Thus, it is necessary to use ranges for the thresholding operation
that are strict and avoid contours with a color that is somewhat similar. That is
also the reason for why the entire tarpaulin is not marked in Figure 4.14 since the
blue color is weaker near the boundary of the tarpaulin. Nevertheless, this is not
restricting the accuracy of the detected position in the image since the detected
region is centered around the true center. Moreover, missing the true center with
a few pixels may not be critical as it corresponds to a small distance in the Earth-
fixed coordinate frame. During the experiments, the following thresholding values
were used:

• Hue (has a range from 0 to 180) - Values in the range from 100 to 110 kept
as a possible object. This is where the blue color is located in Hue.

• Saturation (has a range from 0 to 1) - Values from 0.75 to 1 kept as a possible
object. The saturation value models various shades of color and a large value
indicates that the object has a bright color with less gray shades.
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• Value (has a range from 0 to 1) - Values from 0.75 to 1 kept as a possible
object. The value component describes the amount of white and black a pixel
contains and a large value represents a larger amount of white.

These parameters were tailored for detecting the tarpaulin in a robust manner.
The large saturation and value components were used because the tarpaulin has a
bright blue color without gray shades.

Figure 4.14: The resulting processed image with the detection marked. The red
areas mark the detected contours and the white circle marks the center of detection
that is used for georeferencing.

When a valid and accepted detection was identified during the experiment, geo-
referencing was used to find Earth-fixed coordinates of the object in real time.
Real-time georeferencing is described in the next chapter. The georeferenced posi-
tion from a single detection is somewhat inaccurate in general and false detections
are problematic if only a few detections are available. It was desirable to find the
target in several images before the object was dropped. Therefore, approximately
75 detections were gathered before each drop and the mean georeferenced position
was used as the target position. Multiple successful drops within a few meters of
the target were conducted. The details can be read in [79].
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Chapter 5

Georeferencing

Optical sensors are suitable for mapping and surveillance of unknown territories
and useful for situational awareness. Images can be used to detect undiscovered
objects or gather information about the proximity of the sensor. A vital part of
mapping and surveillance is the ability to relate findings in the optical sensor frame
to Earth-fixed coordinates. This is called georeferencing and is a fundamental part
of any mapping and surveillance system using a monocular optical sensor [49, 65].
This chapter concerns real-time georeferencing for passive optical sensors mounted
in fixed-wing UAVs. Conceptually, there is no difference in georeferencing of thermal
and visual spectrum images. The work presented in this chapter is mainly based
on the work published in [44, 46] and the following topics are covered:

• Section 5.1 gives an introduction to georeferencing and related literature with
a specific focus on optical sensors.

• Section 5.2 defines the mathematical notation and coordinate frames used in
this chapter.

• Section 5.3 derives mathematical formulas for georeferencing using optical
sensors mounted in fixed-wing UAVs. It also covers compensation of sensor
misalignment errors.

• Section 5.4 explains how optical flow can be used to reconstruct the velocity
of objects detected in two consecutive images. This is a concept closely related
to georeferencing.

• Section 5.5 describes a navigation system based on a nonlinear observer that
is used to estimate the UAV pose. Knowing the pose of the UAV accurately
is necessary in georeferencing.

• Section 5.6 presents three independent case studies investigating the topics
in this chapter experimentally. Case studies 1 and 2 concern georeferencing
of a static object and of a moving vessel, respectively. Case study 3 concerns
velocity reconstruction using optical flow.
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5. Georeferencing

5.1 Background & Related Work

Georeferencing is an important task in target tracking and remote sensing appli-
cations. It is particularly useful for sensors on UAVs because the sensor-specific
coordinates depend on the position and attitude of the UAV. In addition, the mo-
tion of the camera (UAV) usually affects the target pixel position more than the
target motion itself in many applications. Converting these measurements to an
Earth-fixed frame is useful for the end user or other vehicles in the area. Geo-
referencing using a monocular camera is challenging since range information is
missing. Consequently, it is hard to accurately reconstruct three unknown Earth-
fixed coordinates from a single image which only has pixel coordinates. However,
it is possible to remove the depth dependency if it is assumed that all pixels lie in
the same physical plane. This is for example valid at the sea surface where objects
are located on approximately the same altitude as the mean sea level. It is also a
reasonable assumption if the terrain variations are small compared to the altitude
of the camera or when a digital elevation map is available. In these situations,
georeferencing can be used to find two-dimensional horizontal coordinates from a
single image without any reference points on the ground.

The foremost challenge in real-time georeferencing is to obtain accurate coordi-
nates from a single image without using ground reference points. Ground reference
points are static markers with known position in the Earth-fixed frame. When these
markers are visible in the images, it is possible to calculate the position of other
objects much more accurately through the relative position. A solution with ref-
erence points is not wanted because it severely restricts the operational range and
the ability to map new environments. It is also desirable to conduct georeferencing
in real-time on a small embedded computer without needing to process data on a
ground station. This is beneficial if the UAV operates in areas far away from the
ground station and without a reliable and fast communication link.

Georeferencing relies on the camera pose (position and attitude) at the exact time
when an image is captured. Small deviations from the true pose give large errors in
the georeferenced position. Hence, conducting real-time georeferencing of thermal
images on-board a UAV with significant roll and pitch motions is more difficult
than georeferencing from a stationary or slowly-moving platform. Accurate time
synchronization among the sensors is critical. In addition, thermal images have
lower resolution than visual spectrum images and are consequently more fragile for
pixel and sub-pixel errors that occur in object detection.

The most accurate existing solutions for real-time georeferencing use reference
points on the ground at known locations [40, 41, 121, 132], but that is not fea-
sible in unknown territories or when no markers are within the field of view. The
solution presented in [15] requires common features in consecutive images, which
is hard to obtain in thermal imagery of marine areas because features are rare
on the sea surface, particularly in situations without any objects present. This is
therefore, not a robust solution at sea.
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A few systems for direct real-time georeferencing without the use of reference points
exist. However, these solutions lack the desired accuracy, are not suitable for fixed-
wing UAVs or are not validated experimentally with a significant amount of data.
A georeferencing system for fixed-wing UAVs with a thermal camera is presented
in [65], but the variance in the results is large when considering the altitude of the
UAV, which is below 100 meters. Capable accuracy is shown in georeferencing of
the length and width of a runway [49] at an altitude exceeding 300 meters, but
the results are based on a single image so the amount of data is limited. Moreover,
reconstructing Earth-fixed coordinates is a different task because calibration errors
in the principal point do not affect the size of an object. Challenges related to syn-
chronization between the sensors and mounting misalignments are not addressed
thoroughly in the aforementioned works. Time synchronization and camera calibra-
tion are addressed in [19, 93], but these solutions are tailored towards multi-copters
so it is arguably hard to verify how they apply to the fast dynamics and operating
envelope of fixed-wing UAVs.

The rest of this chapter addresses real-time georeferencing for optical sensors
mounted in UAVs. The focus is to do this efficiently and accurately on a small
embedded computer without using reference points on the ground. Moreover, iden-
tification of mounting misalignments is addressed thoroughly because it is key for
the accuracy. Time synchronization was discussed in Section 2.5.2.

5.2 Preliminaries

This section gives a short introduction to the mathematical notation used in this
chapter, and to the pinhole camera model which is key in georeferencing and tar-
get tracking. It also presents the different coordinate frames that are relevant in
georeferencing.

5.2.1 Mathematical notation

Vectors and matrices are represented by lowercase and uppercase bold letters,
respectively. X−1 denotes the inverse of a matrix and X> the transpose of a matrix
or vector. 0m×n is a matrix of zeros with dimension m×n. In is the square identity
matrix of dimension n. The operator S(x) transforms the three-dimensional vector
x into the skew-symmetric matrix

S(x) =

 0 −x3 x2
x3 0 −x1
−x2 x1 0

 (5.1)

The skew-symmetric operator can be used for the vector cross-product between
two vectors a and b:

a× b = S(a)b (5.2)
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5. Georeferencing

A rotation matrix between two coordinate frames a and b is denoted Ra
b and is

an element of SO(3) - the special orthogonal group of matrices of dimension 3× 3
[29]. The matrix Ra

b transforms a vector v decomposed in frame b to frame a by
the following transformation:

va = Ra
bv

b (5.3)

The Greek letters φ, θ, and ψ represent the roll, pitch, and yaw angles of the UAV
respectively, defined according to the zyx convention for principal rotations [29].
Optical sensors are often mounted in a gimbal in UAVs. It is assumed that a gimbal
with two degrees of freedom is used. Gimbal pan and tilt angles are denoted ψgb
and θgb, respectively. They are simply set to zero in situations where the camera is
strapped directly to the airframe. A two-dimensional camera image has coordinates
(u, v) in the image plane. The derivatives ([u̇, v̇]>) of the image plane coordinates
are called optical flow and was defined in Section 4.2. sθ and cθ denote the sine
and cosine functions with angle θ as input.

5.2.2 Coordinate frames

Several coordinate frames are considered in this thesis and some of them are illus-
trated in Figure 5.1. The following reference frames are considered in this chapter:

• The body-fixed frame {b} is fixed to the UAV and usually originated in the
center of gravity [7]. The x axis of {b} points forward out the nose of the
UAV in the longitudinal direction, the y axis points out the lateral direction
(to the right) and the z axis points down out of the belly of the UAV. This
frame is used both for navigation and remote sensing since sensors often are
mounted relative to {b} with a lever arm and a specific orientation.

• The Earth-centered-Earth-fixed (ECEF) coordinate frame denoted {e} has
its origin in the center of the earth and the axes rotate with the Earth.
Therefore, it rotates with respect to an inertial frame with angular velocity
given by the rotation rate of the Earth. It is used for guidance and navigation
on a global scale.

• The north-east-down frame (NED) {n} is a tangent plane on the surface
of the Earth. The x axis points towards the true north, the y axis towards
east and the z axis down. The origin of {n} is usually defined at a specific
longitude and latitude, but can also move with the UAV in many applications.
In this thesis, NED is fixed and not moving with the UAV. It is assumed to
be inertial locally (for locations close to the origin and for shorter periods).
NED is used for navigation, georeferencing and target tracking.

• The camera-fixed frame {c} is placed in the principal point of the camera.
The x axis points along the horizontal image dimension and the y axis points
in the vertical direction in the image. The z axis points straight out of the
camera lens. The lack of range information in monocular optical sensors arise
from the fact that the distance to the pixels along the z axis is unknown. The
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5.2. Preliminaries

camera-fixed frame is used in georeferencing and target tracking to relate
pixels in the image plane to other coordinate frames.

• The frame {m} is called the mounted frame and is used in situations when
a gimbal is available or when the camera is mounted in a specific orientation
relative to {b}.

• The image plane is a two-dimensional coordinate frame. The horizontal com-
ponent is denoted u and the vertical component v (see Figure 5.1).

The rotation from {n} to {b} is represented by the matrix Rn
b ∈ SO(3). Similar

transformations exist between the other reference frames. A vector decomposed in
{b}, {n}, {c}, {e} and {m} has superscript b, n, c, e and m, respectively. A vector
pnnb is interpreted as the position of {b} relative to the origin of {n} decomposed
in {n}.

𝑢

𝑣

𝑧$, 𝑧&

𝑥$,𝑦&

𝑦$
𝑝

𝑓
𝑥& 𝑥+

𝑦+
𝑧+

NED 
Coordinates
𝑥+ = north
𝑦+ = east
𝑧+ = down

Coordinate frames and constants
(𝑥+,𝑦+, 𝑧+) = NED
(𝑥$,𝑦$,𝑧$) = Camera-fixed frame
(𝑥&,𝑦&, 𝑧&) = Body-fixed frame
(𝑢, 𝑣) = Image plane
f = Focal length of camera
p = Point in NED projected into 
image

Figure 5.1: Illustration of coordinate frames

5.2.3 The pinhole camera model

A camera model is defined as

Definition 5.1 A camera model is a mathematical model describing the relation-
ship between pixel coordinates in the image plane and the corresponding position
of the pixel in the camera-fixed frame {c}.
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5. Georeferencing

There are several camera models, but one of the simplest with high validity is
the pinhole camera model [55]. It is a familiar model which defines the mapping
between the image plane and the camera-fixed frame in a simple manner. The
axes of {c} can be defined in different ways. The axes in Figure 5.1 are used in
this thesis, which means that the x axis of {c} coincides with horizontal direction
in the image plane (u). Consequently, the relationship between the image plane
coordinates (u, v) and the camera-fixed coordinates (xc, yc, zc) is given as

u

f
=
xc

zc
(5.4a)

v

f
=
yc

zc
(5.4b)

where f is the focal length of the camera given by the lens specification. (5.4a) and
(5.4b) are often combined and expressed as[

u
v

]
=

f

zc

[
xc

yc

]
, zc 6= 0 (5.5)

The range zc can obviously never be zero, but this is not a problem for UAVs since
zc is proportional to the altitude of the UAV as long as the camera is pointing
towards the ground.

The pinhole camera model is used later in georeferencing and when the velocity of
objects is reconstructed with optical flow. It is a good approximation, but it neglects
lens distortion and assumes that the image projection is continuous. All cameras
are prone to lens distortion to some extent because of manufacturing errors. Lens
distortion could e.g. be identified as straight lines appearing as bended lines in an
image. The geometric distortion is most present in the peripheral of an image so
objects close to the image boundary are more sensitive to distortion than objects
in the center of the image plane. As mentioned previously, distortion is described
more closely in [65].

5.3 Georeferencing using Optical Sensors

This section derives specific formulas for georeferencing of images captured by
monocular optical sensors. Georeferencing is used as a term for transforming image
plane coordinates to NED coordinates in the rest of this chapter and covered in e.g.
[46, 49, 65]. Direct georeferencing is georeferencing without using reference points
or other known features in the image.

Pixel coordinates have two degrees of freedom and NED coordinates have three.
Hence, finding NED coordinates of a single pixel is an ill-posed problem. A common
way to avoid this issue (in direct georeferencing) is to assume that all pixels within
an image are located in the same plane. This is known as the flat-earth assumption
and necessary for obtaining NED coordinates of a single pixel unless an elevation
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5.3. Georeferencing using Optical Sensors

map exists. It is reasonable for an image showing the sea surface, but not in an
area with mountains.

The pinhole camera model is the starting point for georeferencing. The matrix form
in (5.5) can also be formulated as

zct

uv
1

 =

fx 0 cx
0 fy cy
0 0 1


︸ ︷︷ ︸

A

xctyct
zct


︸ ︷︷ ︸

pc
ct

= Apcct (5.6)

where A is the camera intrinsic matrix. fx and fy are the focal lengths (expressed
in pixels) in the horizontal and vertical direction, respectively. cx and cy are the
principle point (center of lens) and should theoretically be in the image center. Note
that the origin of the pixel coordinates (u, v) is assumed to be in the top-left corner
of the image in (5.6), and explains why the principle point is added to the model.
pcct is the camera-fixed coordinates of the object located at pixel (u, v). The goal in
georeferencing is to decompose pcct in NED since the origin of NED is stationary.
This is achieved by utilizing a homogeneous transformation Gc

n between {c} and
{n}:

zct

uv
1

 = AGc
npn

nt
(5.7)

where pn
nt

is the homogeneous coordinate vector of the pixel relative to {n} de-
composed in {n}. Gc

n is the homogeneous transformation

Gc
n :=

[
Rc
n, −Rc

nrnnc
]

=
[
r1, r2, r3, −Rc

nrnnc
]

where Rc
n is the rotation matrix that transforms a vector from {n} to {c}. The

column vectors in Rc
n are denoted r1, r2 and r3. rnnc is the position of the origin of

{c} relative to {n} decomposed in {n}, and can be calculated based on the UAV
position in NED:

rnnc = pnnb + Rn
b rbbc (5.8)

where pnnb is the NED positions of the UAV and rbbc is the lever arm between the
origin of {c} and {b}. The lever arm can normally be neglected for UAVs because
the distance is small compared to UAV position in NED, but might be necessary
on large vehicles.

Without loss of generality, Rc
n is divided into three consecutive rotations and ex-

pressed as
Rc
n = (Rn

bRb
c)
−1 = (Rn

b (Rc
mRm

b )−1)−1 (5.9)

where Rn
b is the rotation matrix between {n} and {b}, defined according to the

zyx convention and specified in terms of the Euler angles (roll (φ), pitch (θ), yaw
(ψ)) [29]:

Rn
b =

cψcθ −sψcφ+ cψsθsφ sψsφ+ cψcφsθ
sψcθ cψcφ+ sφsθsψ −cψsφ+ sθsψcφ
−sθ cθsφ cθcφ

 (5.10)
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The mounted frame {m} is also referred to as the gimbal frame, and is used if the
camera is mounted in a gimbal and not strapped on the airframe. Rm

b relates the
body frame to the gimbal frame and is parametrized by the gimbal angles. If the
camera is strapped directly to the airframe, Rm

b is simply chosen as the identity
matrix or removed altogether. The second rotation, Rc

m, relates the camera-fixed
frame to the gimbal frame and is used to align the image plane with the gimbal
frame in a specific way.

Rm
b depends on the gimbal. In this research, it is assumed that the gimbal has

two degrees of freedom, namely pan and tilt angles. It is further assumed that the
gimbal is mounted so that {b} is aligned with {m} when the gimbal has zero pan
(ψgb) and tilt (θgb). In {b}, pan and tilt movements correspond to a rotation along
the body z and y axes, respectively. Hence, the rotation is defined as

Rm
b = (Rz(ψgb)Ry(θgb))

> = R>y (θgb)R
>
z (ψgb)

=

cosψgb cos θgb sinψgb cos θgb − sin θgb
− sinψgb cosψgb 0

cosψgb sin θgb sinψgb sin θgb cos θgb

 (5.11)

where Rz(·) and Ry(·) are principle rotations about the z and y axes, respectively
[29]. The pinhole camera model (5.5) is defined so that the x axis of {c} is aligned
with the horizontal direction in the image plane (u) and not the body-fixed x axis.
Therefore, Rc

m is a rotation of -90 degrees about the camera z axis:

Rc
m = Rz(−90o) =

 0 1 0
−1 0 0
0 0 1

 (5.12)

In general, Rc
m depends on how the camera and gimbal are mounted with respect

to the body of the UAV, and how the pinhole camera model is defined. Therefore,
it is platform dependent.

Only two coordinates in NED can be recovered by a single pixel (u, v) as explained
in the beginning of this section. However, since objects at the sea surface are of
interest, the down position of pixels is close to zero as long as the origin of {n}
is placed at the mean sea level. Consequently, one can identify the north-east
(NE) coordinates using a single pixel and set the down position to zero. The NE
coordinates (pnnt) of the pixel (u, v) relative to {n} are given by (5.7) as

1

zct

xntynt
1

 = G−1NEA−1

uv
1

 (5.13)

where xnt and ynt are the north and east coordinates, respectively. GNE is defined
as

GNE :=
[
r1, r2, −Rc

nrnnc
]

(5.14)

The depth zct is left out of the calculation by normalizing the coordinates on the
left side so that the down-component gets a value of 1. This concludes the direct
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georeferencing algorithm, which is summarized by the following steps that are
applied whenever a new image is received:

1. Detect object(s) and find the pixel position (u, v), e.g. through image pro-
cessing as described in Chapter 4.

2. Get UAV pose and gimbal angles from the navigation system.

3. Calculate Rc
n with equation (5.9)-(5.12) and find GNE with (5.14).

4. Use (5.13) to calculate NE coordinates.

The georeferencing equations can be executed in real-time on a small embedded
computer (as in Section 4.4.2), but the overall computation time is obviously limited
by the complexity of the object detection algorithm in step 1.

5.3.1 Sensitivity analysis of georeferencing

The biggest pitfall in georeferencing is deviations between the true camera pose
and the pose given by the navigation system. These errors are hard to detect
during a mission without reference points. Consequently, it is necessary to be aware
of the severity of this issue. This section seeks to illustrate how sensitive direct
georeferencing is to errors in the camera pose, which is assumed to be caused by
errors in the navigation estimates of the UAV.

The sensitivity analysis is carried out with three simplified simulation studies that
are meant to illustrate level flight (zero roll, pitch and yaw), turn (roll angle of
25 degrees) and ascent (pitch angle of 20 degrees). All cases are simulated at an
altitude of 100 and 400 meters. Moreover, the UAV has north and east positions
of zero and the camera parameters are equal to the ones used in the case studies
later in this chapter. They are based on the camera calibration from Section 2.5,
and includes calibration of the focal lengths and the principal point. The object
is assumed to be in the middle of the image. The displacement of the object,
when navigation errors are added, is a measure of how sensitive the georeferencing
algorithm is. Note that the magnitude of the georeferencing error also depends on
the object position in the image so larger errors must be expected closer to the
image boundaries. Therefore, the values shown in this section can be interpreted as
the best-case scenario for different navigation errors since the georeferencing error
increases further away from the image center.

Table 5.1 shows the error in the georeferenced position if a small bias is added to
the UAV navigation states in level flight. Table 5.2 and Table 5.3 show the error
during turn and ascent with the same errors, respectively. The systematic factors
worth noticing are:

• An error in the down position (altitude) of the UAV leads to the same geo-
referencing error at both 100 and 400 meters. The georeferencing error due

59



5. Georeferencing

Table 5.1: Error in georeferencing when there exist a bias in the UAV attitude and
position for level flight

Offset Error with alti-
tude 100m

Error with alti-
tude 400m

Roll offset 3° 5.3 m 21 m
Pitch offset 3° 5.3 m 21.2 m
Yaw offset 3° 0.5 m 1.7 m
North offset 10 m 10 m 10 m
East offset 10 m 10 m 10 m
Down offset 10 m 0.8 m 0.8 m
Roll and pitch offset 3° 7.5 m 30 m

Table 5.2: Error in georeferencing when there exist a bias in the UAV attitude and
position during a turn (roll angle of 25 degrees)

Offset Error with alti-
tude 100m

Error with alti-
tude 400m

Roll offset 3° 6.8 m 27 m
Pitch offset 3° 5.3 m 21.2 m
Yaw offset 3° 2.7 m 10.7 m
North offset 10 m 10 m 10 m
East offset 10 m 10 m 10 m
Down offset 10 m 5.1 m 5.1 m
Roll and pitch offset 3° 9 m 36 m

Table 5.3: Error in georeferencing when there exist a bias in the UAV attitude and
position during ascent (pitch angle of 20 degrees)

Offset Error with alti-
tude 100m

Error with alti-
tude 400m

Roll offset 3° 5.8 m 23 m
Pitch offset 3° 6.5 m 25.9 m
Yaw offset 3° 2.4 m 9.5 m
North offset 10 m 10 m 10 m
East offset 10 m 10 m 10 m
Down offset 10 m 4.5 m 4.5 m
Roll and pitch offset 3° 8.9 m 35.4 m

to altitude errors in level flight is nonzero because the principal point is cal-
ibrated to be a few pixels away from the image center.

• The georeferencing error caused by errors in the down position of the UAV
is larger during a turn and ascent compared to level flight. This is expected
as the ray from the camera center points almost directly towards the ground
in level flight, but a longer distance during a turn or ascent.
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• An error in the UAV north or east positions gives the exact same error in
georeferencing.

• The georeferencing error is proportional to the altitude of the UAV when
navigation errors in the attitude are considered. This is the most important
factor to notice.

• Notice the magnitude of the georeferencing error at an altitude of 400 meters
with a small bias in both roll and pitch (30 m to 36 m). This shows the
necessity of having accurate knowledge about the camera orientation.

These factors illustrate the necessity of synchronizing the sensors and conduct a
proper calibration since even small biases give large errors in georeferencing. It
also reveals that attitude errors are the most significant error in georeferencing
and should be minimized as much as possible.

5.3.2 Calibration of mounting misalignments

Camera calibration and time synchronization (described in Section 2.5) are key in
georeferencing. Another error source is mounting misalignment errors, which can
be even more critical. The previous section assumed that the gimbal frame {m}
coincides with {b} when the gimbal has zero pan and tilt angles. In practice, it
is hard to align these frames perfectly, which results in significant georeferencing
errors as shown in the sensitivity analysis. This section derives a method for es-
timating the mounting misalignment. More specifically, the goal is to identify the
rotation matrix between the body-fixed frame and the camera when the pan and
tilt angles are zero. The procedure utilizes the georeferencing algorithm and is con-
ducted after the gimbal and camera are mounted in the airframe. It is based on
the method in [46].

The main requirement is to use a motion-capture system that provides information
about the attitude and position of an object, relative to a fixed frame with high
precision. For example OptiTrack [88] is a motion-capture system based on several
cameras, and is able to give the attitude and position for a set of markers that
form a rigid-body. Four markers are needed to define the body-fixed frame of the
UAV (one on each wing, one in the front and one in the back). Moreover, a set of
four markers is also mounted on a second object with a thermal signature that is
recognized in the images (e.g. the thermal camera calibration surface).

The intention behind the procedure is to use the thermal camera to capture im-
ages of the second object. When the position and attitude of the camera are known
(given by motion-capture system), it is possible to calculate where the object theo-
retically should be located by the georeferencing equations. This is compared with
where the object is located according to the motion-capture system. Moreover, by
using several images, an optimization problem is solved so that the rotation matrix
between {b} and {c} is calculated based on where the object is and should be lo-
cated. Note that the body frame the gimbal is aligned with through this method is
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given directly by the markers. The precision of the calibration is, therefore, limited
by how accurate the markers are aligned with the true geometric body of the UAV.

The gimbal has two degrees of freedom (pan and tilt). In addition, it is beneficial
to add a roll rotation because there can be mounting misalignment errors in all
degrees of freedom. The theoretical NED positions for the second object (based on
the pixel coordinates that are selected manually from the images) are calculated
as

1

zct

xntynt
1

 = G−1NEA−1

uv
1

 (5.15)

The theoretical values [xnt , y
n
t ]> are compared with the values measured by the

motion-capture system, and is formulated as an optimization problem with several
known points in multiple images where the position and attitude of the camera
and/or the objects vary. The optimization problem is stated as

J = minimize
ψgb,θgb,φgb

nimages∑
i=1

npoints∑
k=1

f(i, k) (5.16)

where ψgb, θgb and φgb are misalignments in pan, tilt and roll, respectively. The
objective function is defined as

f(i, k) = ||pnt (i, k)− pnm(i, k)|| (5.17)

and the subscript m and t are the measured (based on the motion-capture system)
and theoretical (based on the position in the image) coordinates, respectively. More-
over, the subscripts i and k correspond to point k in image i. Three points in every
image are needed because the optimization problem is formulated with respect
to three unknown parameters. Optimization is conducted for several images to re-
duce the uncertainty a single image provides and assumed to mitigate the influence
of noise. The problem is solved with the nonlinear least squares algorithm. Since
misalignment errors are generally small, initialization is straightforward.

5.4 Target Velocity Reconstruction using Optical Flow

A challenge in remote sensing is to measure the velocity of different objects. Track-
ing filters can be used to estimate the velocity, but requires a minimum amount
of position measurements before the velocity converges. In situations where only a
few measurements are available, it is much harder to estimate the velocity and it
would be desirable to measure it directly. Measuring the velocity of objects directly
is not possible in a single image. Optical flow, which was defined in Section 4.2, can
be used to detect moving objects and estimate their velocity, but is mostly used
when the camera is stationary. This section looks into the relationship between
target velocity and optical flow when the camera is mounted in a fixed-wing UAV.
The definition of optical flow is repeated in the box below:
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5.4. Target Velocity Reconstruction using Optical Flow

Definition 5.2 Optical flow is the displacement in pixels for a target detected in
two consecutive images.

This section is motivated by the field of navigation where optical flow has been used
to reconstruct the linear and angular velocities of fixed-wing UAVs [31, 51, 76], and
is based on [44]. These works have used a monocular camera to reconstruct the
body-fixed velocity of a UAV under the assumption that all detected features are
located at rest on ground level. An interesting research question is to investigate if
optical flow can be used to say something about target velocities if the velocity of
the UAV is known. In other words, the opposite problem is considered where the
UAV velocity is assumed known and features on the ground have unknown velocity.

To investigate this problem, it is necessary to derive the relationship between opti-
cal flow and velocity. Assume that a target at pixel position (u, v) is of interest and
that the optical flow of the pixel is known. Differentiation of the pinhole camera
model (5.5) yields

[
u̇
v̇

]
=

1

zct

[
f 0 −f x

c
t

zct

0 f −f y
c
t

zct

]ẋctẏct
żct

 (5.18)

where [u̇, v̇]> is the optical flow vector of the target. The vector ṗcct = [ẋct , ẏ
c
t , ż

c
t ]
>

is the derivative of the camera-fixed coordinates of the target relative to {c}. It can
be derived under the assumption that NED is inertial. Moreover, it is assumed that
the target has zero angular velocity with respect to NED between two consecutive
images.

ṗcct =
d
dt

pcct

=
d
dt

(Rc
npnct)

= Ṙc
npnct + Rc

nṗnct

= Rc
nS(ωncn)pnct + Rc

nvnct

= Rc
nS(ωncn)Rn

cpcct + vcct

= S(ωccn)pcct + vcct

= ωccn × pcct + vcct

≈ ωcct × pcct + vcct

(5.19)

where vcct and ωcct are the linear and angular velocities of the target with respect to
{c} decomposed in {c}, respectively. pcct = [xct , y

c
t , z

c
t ]
> is the position of the target

decomposed in {c}. That is the lever arm in (5.19) when it is assumed that {b} and
{c} coincides. Zero angular velocity for the target between consecutive images is a
reasonable assumption as long as images are captured closely in time. Moreover,
the target should not change orientation quickly (compared to the UAV) and that
is rarely the case for boats and other floating objects.
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Equation (5.18) might be rewritten by inserting the final expression from (5.19):[
u̇
v̇

]
=

1

zct

[
B B

] [ vcct
ωcct × pcct

]
(5.20)

B =

[
f 0 −f x

c
t

zct

0 f −f y
c
t

zct

]
By the properties of the crossproduct, the relationship between optical flow and
the linear and angular velocities of the target with respect to {c} is[

u̇
v̇

]
=

1

zct

[
B −B · S(pcct)

]
︸ ︷︷ ︸

M(pc
ct)

[
vcct
ωcct

]
(5.21)

where

M(pcct) =
1

zct
·

[
f, 0, −f x

c
t

zct
, −f x

c
t

zct
yct , fzct + f

xc
t

zct
xct , −fyct

0, f, −f y
c
t

zct
, −fzct − f

yct
zct
yct , f

yct
zct
xct , fxct

]
(5.22)

The velocities in (5.21) depend on the camera and UAV motions, and the target
motion. The target motion with respect to {c} is not informative when the camera
moves. Thus, it is more desirable to use the target velocity with respect to NED.
Equation (5.21) can be rewritten as[

u̇
v̇

]
= M(pcct)

[
vccn + vcnt
ωccn + ωcnt

]
= M(pcct)

[
vccn + vcnt
ωccn

]
(5.23)

where it is utilized that the target has zero angular velocity with respect to NED.

If the velocities of the UAV decomposed in {b} are known (from a navigation
system), it is possible to approximate the optical flow caused by vccn and ωccn. It
will from now on be referred to as the optical flow caused by camera motion and
denoted [u̇c, v̇c]

>. It is defined as[
u̇c
v̇c

]
:= M(pcct)

[
vccn
ωccn

]
(5.24)

where vccn and ωccn are the linear and angular velocities of NED with respect to {c}
decomposed in {c}. Since the origin of {c} coincides with {b}, both {b} and {c}
have the same linear velocity with respect to {n}. Therefore, the linear velocity is

vccn = Rc
bv
b
cn = Rc

bv
b
bn = −Rc

bv
b
nb (5.25)

where vbnb is the known body-fixed linear velocity of the UAV with respect to {n}
decomposed in {b}. The angular velocity is

ωccn = ωcbn + ωccb

= Rc
b(ω

b
bn + ωbcb)

= −Rc
b(ω

b
nb + ωbbc)

(5.26)
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where ωbnb is the known angular velocity of the UAV with respect to {n} decom-
posed in {b}. ωbbc is the angular velocity of {c} with respect to {b} decomposed in
{b}. It is given by the gimbal motion. A pan/tilt gimbal can only rotate about the
body z and y axes. Thus, ωbbc can be approximated as [24]

ωbbc ≈ ωz(ψ̇gb) + Rz(ψgb)ωy(θ̇gb)

=

 0
0

ψ̇gb

+ Rz(ψgb)

 0

θ̇gb
0

 (5.27)

where ψ̇gb and θ̇gb are the derivatives of the pan and tilt angles, respectively. They
need to be measured or approximated by e.g. a Taylor-series approximation. If the
gimbal has a fixed orientation, ωbbc is zero.

Note that (5.25) and (5.26) are approximations from a practical point of view if the
gimbal moves between two consecutive images. This is because Rc

b varies between
two images in such a case. The relationship holds in continuous time, but is an
approximation when the sampling rate is limited. Thus, gimbal motion should be
avoided or small with respect to the frame rate of the camera. In practice, Rc

b is
approximated with the mean orientation in the time period between consecutive
images. Increased accuracy is achieved when the gimbal has a static orientation
with respect to the UAV.

The optical flow caused by camera motion, (5.24), is calculated with (5.25) and
(5.26). The optical flow caused by the camera motion is inserted into (5.23) where
u̇m and v̇m now are defined as the measured optical flow, obtained through image
processing (e.g. the SIFT feature detector discussed in Section 4.2). Consequently,[

u̇m
v̇m

]
= M(pcct)

[
vcnt
0

]
+ M(pcct)

[
vccn
ωccn

]
(5.28)

where the second term on the right hand side is recognized as the optical flow
caused by camera motion. Thus, it is possible to rewrite (5.28) as[

u̇m − u̇c
v̇m − v̇c

]
= M(pcct)

[
Rc
nvnnt
0

]
=

f

zct

[
1 0 − 1

zct
xct

0 1 − 1
zct
yct

]
Rc
nvnnt

(5.29)

where the gimbal motion should be small compared to the frame rate of the camera
in a practical implementation as discussed above.

Equation (5.29) only has two terms on the left side and three unknown target
velocity parameters on the right side. Nevertheless, since the main motivation is
to locate surface objects at sea, the down velocity of objects on the sea surface is
expected to be zero. Hence, the third column of Rc

n can be discarded in (5.29) and

65



5. Georeferencing

the NE velocities (vNt and vEt ) of the target is calculated as

[
vNt
vEt

]
=

(
f

zct

[
1 0 − 1

zct
xct

0 1 − 1
zct
yct

] [
r1 r2

])−1 [u̇m − u̇c
v̇m − v̇c

]
(5.30)

where r1 and r2 are the first and second column vectors in the rotation matrix Rc
n.

Reconstructing the target velocity is very challenging in practice. Ideally, the gimbal
should maintain a fixed orientation with respect to the UAV between images. This
increases the accuracy of (5.24). The UAV motion typically exceeds the target
motion significantly so inaccuracies in (5.24) can potentially dominate the optical
flow caused by target motion in (5.29). Moreover, the assumption of zero angular
velocity for the target with respect to NED is an approximation. In addition, the
camera-fixed coordinates of the target must be calculated with georeferencing and
inserted in the matrix M(pcct). In other words, there are numerous error sources
in a practical implementation. Nevertheless, if the gimbal moves slowly between
images and the frame rate of the camera is large, it is possible to approximate
the target velocity using two images. This is investigated experimentally in Section
5.6.3.

5.5 Nonlinear Observers for UAV Navigation

Real-time georeferencing relies on accurate information about the UAV pose as
stressed several times in this chapter. The camera pose depends on the navigation
states of the UAV and this makes UAV navigation an important topic in this
chapter. This section describes a nonlinear observer that utilizes GNSS and inertial
sensors to estimate the position, attitude and velocity of a UAV. The nonlinear
observer is used in georeferencing and is a vital part of the system. Navigation is
also discussed in Section 7.3.

The attitude dynamics are in general nonlinear and all degrees of freedom need to
be considered. Navigation filters can be probabilistic, such as the extended Kalman
filter (EKF) or the Multiplicative EKF (MEKF) [106], or deterministic such as non-
linear observers [26, 31, 36, 51, 73]. The main advantages with nonlinear observers
are reduced computational complexity, easy implementation, and the possibility of
proving global stability for the error dynamics through Lyapunov analysis since
linearization is avoided in contrast to EKF-based techniques. The main advan-
tage with EKF-based designs is that the state uncertainties are available directly
through the covariance matrix. A nonlinear observer is used for navigation in this
section and an EKF based technique is used in Chapter 7.

A state of the art nonlinear observer is presented this section. The structure of
the observer was originally presented in [36]. The translational motion observer is
based on measurements from three accelerometers and two RTK-GNSS receivers.
The attitude observer utilizes angular rate measurements and reference vectors
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5.5. Nonlinear Observers for UAV Navigation

that are extracted from three accelerometers, and pitch and yaw measurements
from two RTK-GNSS receivers with separate antennas [107]. The observer design
is based on a kinematic model that is assumed to represent the true relationship
between the states.

5.5.1 Strapdown equations

The states of interest in the navigation system are the position (p), linear velocity
(v) and attitude of the body frame relative to the Earth-fixed-Earth-Centered
coordinate frame. The two former are decomposed in {e}. A review of methods for
attitude estimation is presented in [18]. In this section, attitude is parametrized as
a unit quaternion (qeb) and a rotation matrix between ECEF and the body-fixed
frame of the UAV, denoted Re

b.

The kinematics (strapdown equations) are used to design the observer equations,
and described mathematically as

ṗeeb = veeb (5.31)

v̇eeb = −2S(ωeie)v
e
eb +Re

bf
b
ib + geb (5.32)

q̇eb =
1

2
qeb ⊗

[
0
ωbib

]
− 1

2

[
0
ωeie

]
⊗ qeb (5.33)

with

ωeie =

0
0
1

ωie, (5.34)

where ωie is the Earth’s rotation rate and geb is the gravity vector. The nonlinear
observer is structurally the same as in [36].

5.5.2 Attitude observer

The nonlinear observer for estimating the attitude between {b} and {e} is given
similar to [36],

Σ1 :


˙̂qeb =

1

2
q̂eb ⊗

[
0

ω̂bib

]
− 1

2

[
0
ωeie

]
⊗ q̂eb, (5.35a)

ω̂bib = ωbIMU − b̂bars + σ̂bib, (5.35b)
˙̂
bbars = Proj

(
b̂
b

ars,−kI σ̂
b
ib

)
, (5.35c)

where b̂
b

ars is the estimate of the angular rate sensor (ARS) bias. Proj(?, ?) denotes
the ARS bias projection algorithm ensuring that ‖b̂

b

ars‖2 ≤Mb̂ars
for Mb̂ars

> Mbars
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[35], and kI is the gain associated with the ARS bias estimation. Moreover, the
nonlinear injection term, σ̂bib, is given as

σ̂bib =k1v
b
1 ×R

ᵀ(q̂eb)v
e
1 + k2v

b
2 ×R

ᵀ(q̂eb)v
e
2, (5.36)

where the measurement vectors vb1,2 and reference vectors ve1,2 are calculated using

vb1 = f b, ve1 = fe, (5.37)

vb2 = f b × pb, ve2 = fe × pe. (5.38)

Furthermore, the measurement and corresponding reference vector pairs in (5.37)–
(5.38) are constructed as

f b =
f bIMU

‖f bIMU‖2
, fe =

satMf
(f̂

e

ib)

‖satMf
(f̂

e

ib)‖2
, (5.39)

pb =
pbba1,1 − p

b
ba1,0

‖pbba1,1 − p
b
ba1,0
‖2

pe =
peRTK,1 − pbRTK,0

‖peRTK,1 − pbRTK,0‖2
, (5.40)

where pbbak,k is the relative vector between the two antenna positions given in body.
f̂
e

ib is the estimated specific force, provided by the TMO, presented next. pbRTK,0
and pbRTK,1 are the position of the GNSS antennas given in {b}.

5.5.3 Translational motion observer

The translational motion observer (TMO) is similar to that of [36], and given as
follows:

Σ2 :



˙̂peeb = v̂eeb + ϑK0
ppỹ

e
eb (5.41a)

˙̂veeb = −2S(ωeie)v̂
e
eb + f̂eib + geb(p̂

e
eb) + ϑ2K0

vpỹ
e
eb (5.41b)

ξ̇
e

ib = −R(q̂eb)S(σ̂bib)f
b
IMU + ϑ3K0

ξpỹ
e
eb (5.41c)

f̂eib = R(q̂eb)f
b
IMU + ξ̂

e

ib, (5.41d)

where
ỹeeb = peRTK,k − p̂

e
eb (5.42)

, where k ∈ [0, 1], andK? are gains associated with the RTK position measurement.
ξeib is an auxiliary state used to estimate feib. ϑ is a high-gain like parameter used to
guarantee stability. Furthermore, by noting the linear time-varying (LTV) structure
of (5.41) and defining

x :=
[
peeb veeb ξeib

]>
, (5.43)

the TMO can be written on LTV form as

˙̂x = Ax̂+B(t)u+D(t, x̂) +K(t)(y −Cx̂), (5.44)
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with the system matrices,

A =

03×3 I3 03×3
03×3 03×3 I3
03×3 03×3 03×3

 ,B(t) =

 03×3 03×3
R(q̂eb) 03×3
03×3 R(q̂eb)

 , (5.45)

the measurement matrix,

C =
[
I3 03×3 03×3

]
, (5.46)

the vector,

D(t, x̂) =
[
03×1 −2S(ωeie)v̂

e
eb + geb(p̂

e
eb) 03×1

]>
, (5.47)

and the gain matrix,

K(t) =

Kpp

Kvp

Kξp

 =

 ϑK0
pp

ϑ2K0
vp

ϑ3K0
ξp

 , (5.48)

where
K0(t) =

[
(K0

pp)
ᵀ (K0

vp)
ᵀ (K0

ξp)
ᵀ
]ᵀ

(5.49)

is given as K0(t) = P (t)CᵀR−1(t), with P (t) = P ᵀ(t) > 0 being the solution of
the time-scaled Riccati equation

1

ϑ
Ṗ (t) = AP (t) + P (t)Aᵀ − PCᵀR−1(t)CᵀP (t)

+B(q̂eb)Q(t)Bᵀ(q̂eb).
(5.50)

Finally, the input is given as

u =
[
f bIMU −S(σ̂bib)f

b
IMU

]>
(5.51)

This results in the origin of the error dynamics being semi-globally exponentially
stable. See [36] for details on the stability analysis. In addition, a given lever arm
from the IMU to any of the GPS antennas may be incorporated into the TMO by
replacing (5.42) with

ỹeeb,k = peRTK,k − p̂
e
eb −R(qeb)r

b
b, (5.52)

where rbb represents the lever arm and k ∈ [0, 1] is the index of the RTK position
solution.

The nonlinear observer represents position in the Earth-Centered-Earth-Fixed (ECEF)
coordinate frame since GPS measurements are given in ECEF. The georeferenc-
ing equations are represented in {n} so a transformation between ECEF and {n}
is needed. ECEF coordinates are transformed into longitude (l), latitude(µ) and
height (h) [114] by using the WGS-84 reference ellipsoid. Local NED coordinates
are acquired from l, µ and h [27, 29]. The origin of {n} is placed at a user-defined
(l0, µ0, h0). Note that a local flat earth assumption is present when using NED
coordinates and is only valid in proximity of (l0, µ0, h0) because a tangent plane is
used when defining {n}.
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5.6 Case Studies

This section presents three independent case studies covering the different topics
discussed in this chapter. Case study one in Section 5.6.1 investigates georeferenc-
ing of a static point in the environment where the focus is to show the effect of
time synchronization and misalignment calibration. Section 5.6.2 presents the sec-
ond case study where georeferencing is used to determine the position of a slowly
moving marine vessel. The third case study is presented in Section 5.6.3 and covers
target velocity reconstruction using optical flow. All of the results are based on
experimental data gathered in three different flight experiments. Case studies one
and two are based on the work in [46] and the third case study is based on [42].

5.6.1 Case study 1 - Georeferencing of static point

The first case study is based on data gathered at a flight experiment carried out near
Agdenes, in the outer Trondheim fjord in Norway. The goal was to collect data for
georeferencing of a stationary base station GPS antenna located two meters above
sea level. The GPS receiver connected to the antenna had RTK capability, which
means that the true position of the antenna is known with centimeter accuracy.
The antenna was chosen as target to have a static object with known ground
truth position. Nearly 8000 images were captured, and the flight experiment lasted
for approximately 25 min. The GPS antenna was in the field of view and marked
manually in 552 images. An uncertainty of a few pixels was potentially added
during this process, but the mean error should be close to zero. The data have
been processed after the flight, but georeferencing has also been conducted in real-
time on the on-board computer more recently [79]. The sensor suite described in
Section 2.3 and Appendix A was used to collect data:

The marked pixel positions were used together with the UAV pose estimated by
the nonlinear observer presented in Section 5.5 to acquire NED positions of the
antenna. The autopilot navigation data were also used in georeferencing for com-
parison. Both the autopilot and the nonlinear observer were calibrated for misalign-
ment errors as described in Section 5.3.2. Consequently, the difference experienced
in georeferencing is mainly caused by the difference in sampling rate (250 Hz for the
observer and 10 Hz for the autopilot) and the quality of the sensors. Moreover, the
autopilot and the nonlinear observer were synchronized with the camera through
SenTiBoard as described in Section 2.5.2.

Navigation results

The path of the UAV is displayed in Figure 5.2, and the local NED frame is placed
so that the target position is in the origin. The antenna was only in the field
of view in a fixed part of the loiter motion near the origin so it was observed
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Figure 5.2: The UAV path estimated by the observer

from approximately the same attitude and altitude for each set of measurements.
The UAV operated at an altitude of 350 m above sea level. Operating at greater
altitudes increases the ground coverage of a single pixel and reduces the precision
of georeferencing. A single pixel covers a square with sides equal to approximately
(8.95× 10−4× altitude) m for the lens used in the experiment. Moreover, because
the georeferencing error, as a consequence of errors in the camera orientation, is
proportional to the altitude of the UAV, larger errors must be expected when the
altitude is increased.
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Figure 5.3: The UAV attitude and velocity estimated by the nonlinear observer
(blue) and autopilot (red)

Figure 5.3(a) shows the UAV attitude estimated by the nonlinear observer com-
pared with the estimates from the autopilot. Only the time span from the first to
the last antenna observation is shown. There are only minor differences between the
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autopilot and the observer, which indicate that both provide accurate estimates.
Figure 5.3(b) shows the NED velocities, which are also similar. A true reference
is not available for the velocity and attitude. Nevertheless, since the observer and
autopilot used different GPS-receivers and IMUs, the estimates from both the au-
topilot and the observer are more credible when they are comparable.

Mounting misalignments results

The mounting misalignment of the gimbal was calculated to be (based on the
method in Section 5.3.2)

φgb = −1.7o, θgb = 3.9o, ψgb = 1.9o

Challenges related to sensor synchronization were avoided in the calibration process
since the camera was stationary during image capture. The calibration process
was verified by projecting the calibration points from the image plane back into
NED and comparing that with the true position. The mean reprojection error was
0.0229 m and the calibration was conducted at a range of approximately 1.2 m. The
remaining error is a combination of errors in the marked pixel position, the camera
intrinsic matrix and the camera pose (the motion-capture system is not perfect).

If it is assumed that the remaining reprojection error is caused by errors in the
orientation of the camera, the error grows to 6.6 m when the range is increased
to 350 m, which is the operating altitude in this case study. This is only a rough
indication for the error one can expect in the experimental data as the error is
caused by other sources as well, which are not proportional to the altitude.

Although the gimbal misalignment has been identified, a misalignment between the
body frame as defined by the IMU, and the body frame defined by the geometry of
the UAV (which is the body frame used in the gimbal calibration) can be present.
IMU misalignment was detected by comparing the Euler angles computed by the
navigation system with zero when the UAV was leveled by a leveler. IMU calibration
was also conducted, giving an offset in roll, pitch and yaw of 1.1o, −5.7o and
0.25o, respectively. These angles are obviously equally important for the accuracy
of georeferencing.

Georeferencing results

Figure 5.4(a) shows the georeferenced positions of the antenna using the observer,
while Figure 5.4(b) shows the georeferenced positions using the autopilot. The
measurements are centered around the true position, and distributed in a way
which is reminiscent of a Gaussian distribution without a bias. This is useful in
target tracking where several measurements are used to estimate the target states.
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Figure 5.4: a) The georeferenced antenna position together with the true position.
The UAV pose is extracted from the nonlinear observer (a) and the Pixhawk/Ardu-
Plane autopilot (b).

Table 5.4: Main results of experiment 1. SD = standard deviation, MAE = mean
absolute error

Observer Pixhawk Autopilot Reference
Mean north position −0.18 m 0.29 m 0 m
Mean east position −0.12 m 0.09 m 0 m
SD north position 4.10 m 4.83 m -
SD east position 6.47 m 7.84 m -
MAE position 6.40 m 7.70 m -

Table 5.4 summarizes the main results using the observer and autopilot navigation
data. The performance is comparable, but the standard deviation (SD) of the
measurements is 4.10 m and 6.47 m for the observer, and 4.83 m and 7.84 m for
the autopilot. The mean georeferenced position for all images using the observer
is −0.18 m and −0.12 m in north and east, respectively. Since the true position is
in the origin, the exact location (with centimeter accuracy) of the GPS antenna is
known when all measurements are used. The mean north and east positions using
the autopilot are 0.29 m and 0.09 m, respectively. The small difference in mean
position indicates that both the observer and autopilot are competitive. Moreover,
it shows that the quality of the sensors is less important than proper misalignment
calibration and time synchronization.

The mean absolute error (MAE) for the georeferenced position using a single image
is 6.40 m with the observer (7.70 m for the autopilot) at an operating altitude of
350 m. This is a significant result as the accuracy is comparable to previous work
achieved at lower altitudes [65]. In fact, the error is also slightly lower than what
was expected from the remaining reprojection error after the calibration process
(6.6 m). Nevertheless, a part of the error is related to factors such as errors in the
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UAV pose and in the detection process. Moreover, the calibration process identified
the misalignment error for the gimbal, but the attitude of the UAV was assumed
known through the motion-capture system. In a field experiment, the UAV pose is
also uncertain and that can both increase and decrease the error.

Figures 5.5(a) and 5.5(b) show the corresponding georeferencing results without
time synchronization of the camera (the image timestamps are assigned directly by
the on-board computer) and without IMU misalignment calibration, respectively.
Moreover, these results are summarized in Table 5.5. The MAE in a single image is
11.10 m without time synchronization compared to 6.40 m with time synchroniza-
tion. The results without IMU misalignment calibration are dreadful in comparison.
The MAE in a single image is 40.89 m, which is explained by the mean position
being −38.16 m and 9.28 m from the true position in north and east, respectively.
Moreover, the distribution does not resemble a normally distributed variable. The
banana shape of the georeferenced points indicates that an error in the attitude
is present since this is the expected shape during a turn if there is a bias in roll
or pitch. This is clearly a significant reduction in performance even though the
misalignment of the IMU was only 1.1° in roll, −5.7° in pitch and 0.25° in yaw.
These results support the need for a proper and reliable misalignment calibration
and time synchronization.
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Figure 5.5: The georeferenced antenna position together with the true position
without time synchronization (a) and misalignment calibration (b)

Figure 5.6 shows the measurement and estimation error when the georeferenced
measurements (using the observer) are filtered in a Kalman filter with a motion
model corresponding to an object at rest (zero velocity). The estimation error is less
than a meter after the first batch of measurements. Moreover, the estimation error
in the end is less than 0.5 m. In practice, this confirms that it is possible to track
slowly moving objects accurately with georeferencing. The largest measurement
error occurs in the end where a single measurement has an error just surpassing
30 m. The overall best measurement has an absolute error below 0.3 m.
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Table 5.5: Main results of experiment 1 with and without time synchronization and
IMU misalignment calibration. SD = standard deviation, MAE = mean absolute
error

Observer Without time
synchronization

Without misalign-
ment calibration

Mean north posi-
tion

−0.18 m −6.67 m −38.16 m

Mean east posi-
tion

−0.12 m 2.04 m 9.28 m

SD north position 4.10 m 5.64 m 5.40 m
SD east position 6.47 m 8.96 m 10.63 m
MAE position 6.40 m 11.10 m 40.89 m
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Figure 5.6: Measurement and estimation error in position when a Kalman filter is
used to filter the georeferenced measurements of the antenna

Figure 5.7 shows the estimated autocorrelation for the innovation process (defined
in Section 3.2) in the north and east positions. The autocorrelation shows that
the innovation process is correlated in both north and east, which means that the
innovation in the previous measurement is correlated with the innovation in the
current measurement. From a practical point of view, this is expected because
consecutive images are captured from almost the same UAV pose. Therefore, a
systematic error in the camera orientation in one image is most likely present at
the time when the next image is captured, and thus the georeferencing error is
correlated for consecutive images.

In field experiments, it is not realistic to expect that the innovations are white.
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Figure 5.7: Autocorrelation for the innovations in the north and east georeferenced
positions

Moreover, since navigation errors are the most significant challenge, the errors in
georeferencing depend on the output of a navigation filter. The estimation error in
the navigation filter is often correlated for two consecutive estimates and propa-
gates colored noise into the georeferencing algorithm. Nevertheless, the results show
that it is beneficial to observe the target for a longer period so that errors in the
navigation states are averaged as the target is observed from new poses and over
a longer time period. Furthermore, the innovations illustrate that a Markov (or
other colored noise model) augmentation could be beneficial when georeferenced
measurements captured from a moving platform are used in a tracking system.
This is investigated further in Section 7.2. Additionally, the spread of the points
in Figure 5.4 indicates that the measurements can be approximated as a normally
distributed variable for a large batch of measurements, even though consecutive
innovations are correlated. It should also be emphasized that from an application
point of view, the resulting georeferencing error in terms of root-mean-square error
(RMSE) is often more important than consistency.

5.6.2 Case study 2 - Georeferencing of slowly moving vessel

A second independent experiment was carried out to study the accuracy of the
georeferencing system in a relevant remote sensing application. The motivation
behind this experiment was to measure the position of the marine vessel displayed
in Figure 5.8. The motion of the vessel was mostly caused by drift in the sea
water. However, a few short maneuvers were conducted during the experiment.
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The position of the vessel was measured with a single-frequency GPS receiver with
a rate of 0.5 Hz for reference (ground truth). Consequently, the reference is more
uncertain than for the base station because it does not have RTK capability or a
high update rate. Nevertheless, the GPS position is used as a measure for the true
position, but the error in the reference is potentially a few meters. The same UAV
platform and payload as in the previous case study were used in this experiment.

Figure 5.8: The small marine vessel used in the second case study

The vessel position in the image was detected automatically with the method pre-
sented in Section 4.3. The experiment lasted for almost 50 min and more than
22000 images were captured in total (only a part of them included the vessel).
The vessel was detected in 3635 images and georeferencing was conducted for each
detection. The exact same system parameters (with respect to IMU and gimbal
misalignments) as in the first case study were used in this experiment. Thus, this
case study is independent, but uses the same calibration and can, therefore, verify
the results in the previous case study. In addition, the amount of data is larger and
increases the credibility of the system.

Figure 5.9 shows the path of the UAV. The UAV operated at an altitude of ap-
proximately 200 m during the periods where the vessel was recorded. The vessel
was in the field of view of the camera in many different periods and the variation
in UAV poses during detection is much greater in this case study.

Figure 5.10(a) shows the distribution of georeferenced positions for a subset of 1250
images using the nonlinear observer. Figure 5.10(b) shows the distribution using
the autopilot. A subset of 1250 images is shown in Figure 5.10 to enlarge the level
of details. Figure 5.11 shows the distribution of georeferenced points in the entire
flight using the nonlinear observer and verifies that the system works well on all
images. The segment of 1250 images can be recognized in the upper left corner of
Figure 5.11. The distributions in Figure 5.10(a) and 5.10(b) fit well with the GPS
reference. The distribution from the nonlinear observer is perhaps following the
trajectory of the reference better than the distribution from the autopilot for the
subset of 1250 images, but the difference is minor.
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Figure 5.10: The georeferenced vessel position for a subset of 1250 images using
the nonlinear observer (a) and autopilot (b)

Table 5.6 summarizes the accuracy of the georeferenced positions for both the
nonlinear observer and the autopilot for the entire flight. Table 5.7 shows the same
metrics using the subset of 1250 images. The mean error for the entire flight using
the observer is 1.98 m and −0.76 m in north and east, respectively. The standard
deviation of the error is comparable for the observer and autopilot. The MAE of
a single image is 10.25 m and 9.37 m for the observer and autopilot, respectively.
Thus, the performance is comparable and in line with what was observed in the
previous case study. The observer has the best performance for the reduced set of
images, but the difference is minor.

The MAE in a single image is larger than in the first case study (10.25 m compared
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Figure 5.11: The distribution of georeferenced positions using the nonlinear ob-
server for all images

Table 5.6: Main results of experiment 2. SD = standard deviation, MAE = mean
absolute error

Observer Pixhawk Autopilot
Mean north error 1.98 m 0.37 m
Mean east error −0.76 m 3.38 m
SD north error 7.77 m 7.83 m
SD east error 7.96 m 7.50 m
MAE position 10.25 m 9.37 m

to 6.40 m), even though the altitude of the UAV was lower. This is explained by
the reference, which is more uncertain. In addition, the vessel obviously moved
more than the stationary GPS base station antenna, and the GPS receiver used as
reference was not located exactly in the center of the vessel as assumed in the object
detection algorithm. Since the images were captured from a larger set of different
UAV poses and maneuvers than in the first experiment, the accuracy in this case
study is reasonable. The mean position has an overall accuracy just surpassing 2 m,
which means that the target position is located in a trustworthy manner and that
the true position can be estimated from a small set of images.

Figure 5.12(a) shows the measurement and estimation errors when a Kalman filter,
with a constant velocity motion model, is used to track the vessel for the subset
of 1250 images. Figure 5.12(b) shows the tracking results for the entire flight. The
initial error is larger for the entire flight since the vessel had a larger velocity
in the beginning, and thus the Kalman filter is struggling initially (the filter is
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Table 5.7: Main results of experiment 2 for the subset of 1250 images used in Figure
5.10. SD = standard deviation, MAE = mean absolute error

Observer Pixhawk Autopilot
Mean north error −0.68 m −3.53 m
Mean east error −0.37 m 2.89 m
SD north error 4.88 m 6.37 m
SD east error 6.09 m 4.99 m
MAE position 7.29 m 7.40 m

initialized with zero speed). It is possible to tune the Kalman filter in a better way
to reduce the initial error, but is not necessary since the intention of these figures
is to show the achievable estimation error and the magnitude of the error in the
measurements. The largest measurement error for the entire flight is almost 40 m,
but the majority of the measurements have an error below 20 m. The measurement
error grows somewhat at the end as displayed in Figure 5.12(b), but the estimation
error is still small and within a few meters. The better part of the measurements
are between five and ten meters from the reference.
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Figure 5.12: The georeferencing error and the estimation error when a Kalman
filter is used to track the target for the subset of 1250 images (a) and the entire
flight (b). The time frame in (a) corresponds to the time frame in (b).

5.6.3 Case study 3 - Velocity reconstruction using optical flow

The final case study in this chapter is based on data gathered in the Azores with
the Skywalker X-8 fixed-wing UAV. Thermal images of the large marine vessel dis-
played in Figure 5.13 were captured. The SIFT feature detector and the FLANN
nearest neighbour search were used to find common features in consecutive images.
Moreover, optical flow was calculated as the displacement of these features. The
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sensor suite is described in [65], but the system did not include active time syn-
chronization or misalignment calibration. Moreover, the autopilot navigation data
were used so the UAV pose is less trustworthy.

The vessel was located in the camera field of view for a short period on two separate
occasions. The main motivation behind this case study is to use optical flow to
reconstruct the vessel velocity as described in Section 5.4. Figure 5.14(a) shows the
UAV path (estimated by the autopilot) and the path of the vessel (measured by
a single-frequency GPS receiver) for a period of 80 seconds. Figure 5.14(b) shows
the gimbal orientation in the same period. The vessel was almost stationary, but
the system had no prior knowledge about the motion of the vessel. Note that the
change in the gimbal tilt angle is significant and violates some of the assumptions
in Section 5.4. The camera frame rate was 7.5 Hz and not large enough to minimize
the effect of the gimbal motion.

Figure 5.13: The large vessel used in the third case study with optical flow vectors

The vessel was not in the camera field of view in the time intervals [20, 50]s and
[72, 80]s. Furthermore, the feature detector was not able to find features on the
ship in some images. 600 images were captured in the time period and features
were detected on the vessel in 250 images. A part of the vessel was visible in
approximately 400 images. However, 100 of these images only contained a very
small part of the vessel. The whole vessel was visible in 200 images.

Figure 5.15 shows the theoretical flow (optical flow calculated based on camera
motion) and optical flow measured by SIFT in the horizontal (a) and vertical (b)
direction in the image plane. Since the vessel was at rest, the theoretical flow is
expected to be equal to the measured optical flow. The noise level is large, but the
theoretical flow and measured optical flow are correlated. When considering the
uncertainty related to synchronization of data, the gimbal motion and taking the
accuracy of the sensors [65] into account, the results are reasonable.
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Figure 5.14: (a) Position in the NE plane for the UAV and the vessel. (b) Gimbal
orientation in the same time period.
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Figure 5.15: Comparison of theoretical and measured optical flow in the horizontal
direction (a) and vertical direction (b)

Figure 5.16 shows the velocity of the ship reconstructed with optical flow. The
variance is very large when considering that the vessel was stationary, but the
mean error is within 1 m/s in both north and east. The reconstructed velocity is
particularly vulnerable for synchronization errors since it is important to know
the exact attitude, velocity and position of the UAV when two consecutive images
are captured. This is somewhat problematic since the sampling rate of the UAV
navigation data was 10 Hz, and just slightly exceeded the frame rate of the camera.
Moreover, the gimbal motion was significant and far from ideal. Nevertheless, in a
situation with accurate synchronization among the sensors and less gimbal motion,
it is likely that the variance in the reconstructed velocity would decrease. Note
that every pair of subsequent images with optical flow vectors have been used in
Figure 5.16. In practice, one should filter out unlikely velocities with a threshold
for maximum speed or avoid them altogether by neglecting pair of images with
substantial gimbal motion between the images. This was not implemented since
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the goal was to analyze the accuracy without additional logic.
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Figure 5.16: Reconstructed velocity of ship obtained with optical flow
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Chapter 6

Tracking of Floating Objects
Assuming Known Sensor Pose

Chapter 5 concerned georeferencing and how pixel coordinates can be transformed
to more useful coordinates in an Earth-fixed coordinate frame. This chapter looks
into tracking of floating objects using a monocular thermal camera. The objective
is to find a suitable strategy for tracking of floating objects that utilizes detections
in thermal imagery. Several tracking architectures are suitable in such a scenario,
and both linear and nonlinear solutions are sensible. A linear tracking filter based
on georeferencing is presented together with the more conventional solution based
on the EKF and a nonlinear measurement model. Common for both solutions is
the dependency on the camera pose, which is assumed to be known perfectly in
this chapter (without considering potential navigation uncertainty). Tracking in the
presence of uncertainty in the camera pose is covered in Chapter 7. This chapter
is based on the work in [43, 44, 67] and the following topics are covered:

• Section 6.1 gives an introduction to tracking of floating objects. It introduces
the problem and discusses related work and existing solutions.

• Section 6.2 presents a linear solution for the tracking problem based on a
Kalman filter where georeferencing is used to acquire target observations.

• Section 6.3 presents a nonlinear solution for the tracking problem based on
the extended Kalman filter. Advantages and disadvantages compared to the
linear formulation are also discussed in this section.

• Section 6.4 presents four independent case studies that are used to investigate
the topics covered in this chapter. They are mostly based on experimental
data with a single target. The final case study covers a multi-target scenario.
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6.1 Background & Related Work

An introduction to target tracking was given in Chapter 3. This chapter will apply
the theory presented there in a specific application, namely tracking of floating
objects using a UAV equipped with a monocular thermal camera. Since target
tracking has been introduced already, related work is not covered with great depth
here. Target tracking from UAVs has been covered in several articles [43, 64]. A
vision-based tracking strategy for UAVs is presented in [78]. Vision-based target
geo-localization is covered in [5] and multi-target tracking using recursive Ransac
is described in [84]. Common for most strategies is that computationally effective
solutions are needed if detection and tracking are conducted in real-time on-board
UAVs.

Tracking of floating objects is an interesting research challenge that is relevant
in different applications. It can be useful for search and rescue operations where
missing people or vessels must be located accurately. It is also relevant for precision
drop, autonomous landing on ships, and in collision avoidance for autonomous ships
[56]. An advantage in tracking of floating objects, compared to the more general
tracking problem, is that it is known that objects of interest are located on the sea
surface. Consequently, it is not necessary to estimate the altitude of the target and
this simplifies the bearing-only tracking problem that generally is present when a
monocular camera is used. The problem becomes observable as long as the camera
altitude is known.

Due to computational limitations on-board UAVs, only state estimators with a
small computational footprint are utilized experimentally in thesis. Particle filters
are for example assumed to be too computationally expensive. The Kalman filter
and the extended Kalman filter are used as the main tracking filters in this chapter.
Motion and measurement models are described for tracking of floating objects, but
the more general equations were presented in Chapter 3. The focus here is on how
floating objects can be tracked as accurately as possible within the framework of
the Kalman filter and the extended Kalman filter. This involves filter design and
tuning of filter parameters.

The states of interest for floating objects are the position and velocity in the hor-
izontal plane (north and east coordinates). Therefore, the state vector consists of
these states and has dimension four.

6.2 Linear Tracking Filter using Georeferencing

Georeferencing was covered thoroughly in Chapter 5 and is used to extract mea-
surements of the north and east positions of detected objects. Since the north and
east positions are acquired through georeferencing, the position is measured di-
rectly and it is possible to design a linear measurement model. As long as a linear
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motion model is chosen, estimation of the target states can be achieved with a
regular Kalman filter as described in Section 3.2. This is beneficial because differ-
entiation is avoided in contrast to designs based on the EKF. This section describes
tracking of floating objects within a linear framework where the Kalman filter is
used for estimation of the target states.

6.2.1 Constant velocity motion model

When predicting the next state in the Kalman filter, a motion model is used as
a basis for prediction. The motion model describes how the target is expected to
move and measurements are used to correct for deviations from the motion model.
A survey of motion models for maneuvering targets is presented in [98].

Floating objects typically drift with the velocity of the sea surface or move because
of actuation from propellers. The motion model of the target should represent
the expected motion. It is hard to generalize the motion, but the (near) constant
velocity (CV) model usually represents the motion of floating objects in a fitting
manner. Marine vessels typically maintain a constant course and speed for most
of the time. Extensive maneuvering is not expected and higher order models are
not more accurate in general. Therefore, it is common to represent the expected
motion of a target with a decoupled CV model (also called white noise acceleration
model). This model is defined in discrete-time as

xk+1 = Fxk + Γvk

F =


1 0 T 0
0 1 0 T
0 0 1 0
0 0 0 1

 , Γ =


1
2T

2 0
0 1

2T
2

T 0
0 T

 (6.1)

where T is the sampling interval and the state vector of the target is defined as
x = [pnt ,v

n
t ]> = [pNt , p

E
t , v

N
t , v

E
t ]>, and includes position and velocity in north and

east. The motion is assumed to be decoupled between the coordinate dimensions
as shown in F. The covariance of the process noise v is calculated as
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(6.2)

where σv is a design parameter and should be in the order of the maximum expected
longitudinal acceleration [4]. A larger value indicates that the constant velocity
assumption is violated more significantly than what a smaller value indicates. It
should be adjusted based on the target of interest. The target control input is
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unknown in this model and assumed to be white noise. This assumption is obviously
violated during maneuvers. Moreover, decoupling between the coordinates is also
a simplification, but works well in general. The advantage with this model is the
simplicity and the main drawback is that maneuvers rarely can be modeled as
white noise since they are correlated in time. An analysis of how the covariance of
the process noise can be chosen in the CV model for different vessels is presented
in [119].

6.2.2 Measurement model

The measurement model is simple when georeferencing is used to acquire mea-
surements. Detections of targets in the image plane are transformed to position
measurements (north and east) outside of the tracking filter. Therefore, the follow-
ing simple measurement model is used:

zk = Hxk + vk =

[
1 0 0 0
0 1 0 0

]
︸ ︷︷ ︸

H

xk + vk (6.3)

A fundamental challenge with the measurement model is that it is a converted mea-
surement approach. The true measurement, which is the pixel location of targets
in the image plane, is converted to north and east coordinates with georeferenc-
ing. Thus, the true measurement goes through a nonlinear transformation and this
leads to issues related to optimality and tuning of the filter parameters. That is
discussed in Section 6.2.4.

6.2.3 Target gating

Designing the validation region (see Section 3.3 for specific formulas for the val-
idation region) is not particularly challenging in the linear tracking filter based
on georeferencing. The innovation is simply the difference between the georefer-
enced position received by the Kalman filter and the predicted position as shown
in (3.5f). The innovation covariance is given by (3.5d) where the measurement ma-
trix H is given in (6.3). The validation gate is then calculated to investigate if new
measurements fall within the gate or not.

6.2.4 Tuning of filter parameters and initialization

Perhaps the biggest challenge when using a linear tracking filter based on georef-
erencing is tuning of the covariance for the measurement noise. As mentioned in
Section 6.2.2, this type of filter formulation is a converted measurement approach.
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When the true measurement goes through a nonlinear transformation, the covari-
ance of the measurement noise should in theory go through the same transforma-
tion to represent the new and transformed uncertainty. This is not straightforward
because of the complexity of the georeferencing algorithm. Moreover, it is not ben-
eficial to go through this process because the noise in the detection process is less
influential than navigation errors in georeferencing. Consequently, tuning of the
measurement noise depends more on the application, sensor suite and type of sen-
sor calibration than the noise induced by the detection algorithm. Nevertheless,
the estimated covariance in the Kalman filter is not optimal when georeferencing
is used so the validation region is not necessarily representing the true uncertainty
precisely.

A convenient way to model the measurement noise could be to use the pixel uncer-
tainty of the detection algorithm and transform that into an uncertainty in meters.
However, this approach is also struggling with the fact that navigation errors are
dominating the pixel uncertainty. Thus, the most appropriate approach is to use
results and statistics from georeferencing experiments to tune the measurement
noise covariance. [67] presents a strategy where the measurement noise covariance
is scaled with the altitude of the UAV. The reasoning behind this strategy is that
georeferencing errors, caused by errors in the camera orientation, are proportional
with the altitude. This is a reasonable way to design the covariance of the mea-
surement noise in a dynamic manner.

The process noise covariance must also be tuned for the CV model described in
Section 6.2.1. Small vessels have the ability to maneuver quickly and usually need a
larger value for σv than tankers that maneuver slowly with large time constant. It
is difficult to find generic values that work well in several scenarios, and it is shown
in [119] that different vessels need different values. A possibility is to use different
modes based on the type of vessel if image recognition is used for classification.
However, it is possible to find values that work sufficiently in several scenarios as
shown in Sections 7.5.3 and 7.5.4.

Initialization of position for the linear formulation is straightforward. The first
georeferenced position measurement is used to initialize the estimated position.
The initial velocity is unknown. A sensible approach is to initialize the velocity at
zero with large covariance that reflects the uncertainty. It is also possible to use
differencing between two consecutive measurements to approximate the velocity,
but it can be quite dangerous if the noise level in georeferencing is large (espe-
cially if the target velocity is small). [75] also argues that it is better to initialize
the filter with a single position measurement than with a two-point strategy. The
initial covariance in position is typically chosen somewhat larger than the corre-
sponding measurement covariance. Large initial covariance means that the first few
measurements are weighted strongly and vice versa. Thus, it is not beneficial to
initialize the covariance larger than necessary because poor measurements in the
beginning of the tracking period can reduce the performance for a long time unless
the measurement noise is modeled correctly. This is especially an issue if it is a
significant amount of time between batches of measurement, which normally occur
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because targets move outside of the camera field of view. Specific values for tuning
are discussed more closely in the case studies in Section 6.4.

Data association and track initialization are described in the case studies when
these topics are relevant for the purpose. Since, clutter is unexpected, tracks can
be initiated whenever a target is detected in two consecutive images. The m out
of n strategy discussed in Section 3.4 can also be used. If multiple targets occur in
the validation region, a firm data association is conducted to find the most likely
measurement for each target. Track termination is not considered because it is not
the focus of the case studies later in this chapter. The target moves outside of the
field of view of the camera for extended periods and could potentially lead to track
termination and re-initialization numerous times.

6.2.5 Advantages and disadvantages

There are several advantages and disadvantages with a linear framework for target
tracking. The obvious advantage is that it is simple and that the Kalman filter is
computationally effective compared to other solutions, especially since the number
of states is limited. Moreover, the measurements can easily be related to the target
position and are thus intuitive compared to the EKF that requires differentiation.

The obvious drawback is that the optimality of the Kalman filter is violated when
measurements are acquired through georeferencing. The measurement noise can-
not be interpreted as zero-mean Gaussian noise because the measurement error is
dominated by the accuracy of the camera pose. Since images are captured closely
in time, errors in georeferencing are both correlated in time and have a non-zero
mean unless a long time period is considered. As a result, tuning of filter parame-
ters must be based on statistics from real experiments and cannot be connected to
the detection algorithm. Moreover, it is hard to find values that work in multiple
scenarios, even though an interesting approach for generalizing these parameters
is presented in [67].

6.3 Nonlinear Tracking Filter

The conventional approach when designing a tracking filter based on optical sensors
is to use an EKF to estimate the target states. This is because of the nonlinear
nature of camera measurements. This section describes a nonlinear approach for
tracking of floating objects where the biggest difference compared to the linear
approach lies in how the measurement model is defined. The target motion model
is linear (the CV model) and equal to the one presented in Section 6.2.1. The state
vector is obviously also equal so the difference solely is in the measurement model,
but results in a different choice for target gating. Note that the knowledge about
the target being located on the sea surface is utilized in this approach as well.
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Therefore, this is not a pure bearing-only tracking problem, which usually appears
in tracking with monocular optical sensors.

6.3.1 Measurement model

The measurement model for the nonlinear tracking approach is based on the pinhole
camera model presented in Section 5.2.3. The target detection algorithm provides
the pixel position of the object center in the image plane. The detected pixel
position (u, v) is related to the camera frame through the pinhole camera, which
is repeated here for completeness:

z =

[
z1
z2

]
=

[
u
v

]
=

f

zct

[
xct
yct

]
(6.4)

where z is the measurement vector, f is the focal length and (xct , y
c
t , z

c
t ) are the

coordinates of the pixel decomposed in the camera-fixed coordinate frame. The
camera-fixed position of a target detected in a thermal image is related to the
camera pose and target NED positions so that

pcct =

xctyct
zct

 = Rc
n(pnnt − pnnb) (6.5)

where Rc
n is the rotation matrix between {c} and {n} and assumed known. pnnt is

the target position in NED and pnnb is the NED positions of the UAV. Note that
(6.5) assumes that the camera is placed in the origin of the body frame so that {c}
and {b} coincides. Equation (6.5) is inserted in (6.4) so that the pinhole camera
model is expressed in terms of the target coordinates decomposed in {n} and the
navigation states of the UAV. Therefore, the measurement model can be expressed
as a nonlinear function of the target coordinates and the navigation states of the
UAV:

z = h(xt,p
n
nb,Θnc) (6.6)

where Θnc is used to represent the attitude of the camera relative to NED and
xt is the target state vector. At this stage, the type of attitude parametrization is
insignificant because the main requirement is to know the rotation matrix between
{c} and {n}. The choice of attitude representation is more important in Chapter
7 and discussed further there. Note that (6.6) only depends on the target position
and not the target velocity as seen in (6.5).

The EKF (see Section 3.2 for information about the EKF) requires linearization of
the measurement model (6.6) with respect to the target states. The Jacobian takes
the form

∂h

∂xt
=

[
∂z1
∂pNt
|x̂t,pn

nb,Θnc
, ∂z1

∂pEt
|x̂t,pn

nb,Θnc
, 0, 0

∂z2
∂pNt
|x̂t,pn

nb,Θnc
, ∂z2

∂pEt
|x̂t,pn

nb,Θnc
, 0, 0

]
(6.7)

where x̂t is the most recent estimate of the target states. The last two columns of
the Jacobian are zero because the measurement model does not include the target
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velocity. Finding the Jacobian theoretically is obviously possible with a symbolic
derivation, but the resulting expression is too long to write down in this thesis.
Moreover, it might be more effective to find the Jacobian numerically in a computer
implementation.

6.3.2 Target gating

Creating the validation region for target gating is somewhat different for the non-
linear approach. The first possibility is to use the measurement model in (6.4)
directly. The innovation based on this model can be expressed as

ν1 =

[
u
v

]
− f

zct

[
xct
yct

]
︸ ︷︷ ︸

h

(6.8)

where (6.5) replaces the camera-fixed coordinates and the vector [u, v]> is the de-
tected pixel coordinates (received measurement). The validation region is computed
with the formula in Section 3.3 where the innovation covariance is extracted from
the EKF, and the Jacobian is used when finding the measurement matrix.

Another possibility is to represent the measurement model in terms of azimuth (ϕ)
and elevation (ϑ) angles (instead of pixel coordinates), as illustrated in Figure 6.1.
This representation takes the form

z =

[
z1
z2

]
= h2(xt,p

n
nb,Θnc)

z =

[
ϕ
ϑ

]
=

 arctan
(
yct
xc
t

)
arctan

(
zct√

(xc
t)

2+(yct )
2

)
︸ ︷︷ ︸

h2

(6.9)

where (6.5) is inserted for the camera-fixed coordinates to get a model depending
on the target states and the known camera pose. Azimuth and elevation angles are
calculated from detected pixel coordinates in the following manner

[
ϕ
ϑ

]
=

 arctan

(
1
fy
v

1
fx
u

)
arctan

(
fx
u cos(ϕ)

)
 (6.10)

where fx and fy were defined in Section 5.3 as focal lengths in the horizontal and
vertical part of the image plane. The innovation is defined from (6.9) and (6.10),
where (6.10) is the measurement (u and v are detected) and (6.9) is the predicted
measurement based on the target states and the known camera pose. Therefore,
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the innovation is expressed as

ν2 =

 arctan

(
1
fy
v

1
fx
u

)
arctan

(
fx
u cos(ϕ)

)


︸ ︷︷ ︸
received measurement

−

 arctan
(
yct
xc
t

)
arctan

(
zct√

(xc
t)

2+(yct )
2

)
︸ ︷︷ ︸

predicted measurement

(6.11)

The validation region is calculated as described above.
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Figure 6.1: Illustration of the azimuth (ϕ) and elevation (ϑ) angles. The camera
points straight down from the image plane to the world-frame in this illustration
where zc is the range from the camera to the plane the pixel is located in. This is
simply the altitude of the UAV with zero roll, pitch and gimbal angles.

The second representation, h2(·), is described because it is argued that it is more ac-
curate near the image boundaries for data association [12]. Therefore, h(xt,p

n
nb,Θnc)

is used in the measurement update step and h2(xt,p
n
nb,Θnc) can be used for gating.

6.3.3 Tuning of filter parameters and initialization

Using a nonlinear tracking filter eliminates one of the biggest issues related to the
linear tracking filter based on georeferencing, at least in theory. The true measure-
ment, which is the pixel location of targets in the image plane, is used directly in
the tracking filter and thus the expected uncertainty in the detection algorithm
can be used to tune the measurement noise covariance. However, the Jacobian still
depends on the camera pose as shown in (6.5). Consequently, the Jacobian is af-
fected by the accuracy of the UAV position and attitude. If only the uncertainty
in the detection algorithm is considered, the filter will be optimistic and estimate
a covariance that is much smaller than the real estimation error. Moreover, the
measurements are trusted more than they should, which can result in poor accu-
racy. Thus, this type of formulation requires some prior knowledge or experimental
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experience for tuning of the measurement noise. It will also be platform dependent
as discussed in Section 6.2.4.

With the discussion above in mind, a clear advantage with the nonlinear represen-
tation of the tracking system is perhaps not intuitive. Nevertheless, it is necessary
to use this representation in Chapter 7. Moreover, this representation is based on
the true measurement model and not the converted measurement approach in the
linear formulation. It can be used in situations where it is necessary to remove
the flat-earth assumption and covers a more general formulation of the tracking
problem. Removing the flat-earth assumption (and known target altitude) leads
to a bearing-only tracking problem. Note that observability of the tracking esti-
mates is questionable in bearing-only tracking and that camera motion is needed
for observability [12]. Moreover, initialization requires several images and camera
or target motion between the images.

Initialization of the nonlinear filter is not straightforward because the measurement
model cannot be used to extract a specific set of position coordinates as in the linear
formulation. One way to do it is to combine the first few measurements and find
the intersection between these measurements since the measurement model can
be interpreted as a vector with known direction and unknown length. However,
since the targets are located on the sea surface, a much simpler approach is to use
georeferencing of the first measurement to find the initial position. The discussion
regarding initialization of the velocity and the covariance matrix in Section 6.2.4
is equally relevant in the nonlinear formulation and is not repeated. This also
applies to the discussion regarding track initialization, track termination and data
association.

6.3.4 Advantages and disadvantages

The main advantage with the nonlinear approach is that the detected pixel position
of the target is used directly in the measurement model. Thus, it is much simpler
to tune the measurement noise in situations where the camera pose is known ac-
curately. However, the severe camera motion is problematic in practice and the
camera pose is a much greater error source than the detection algorithm. Thus,
the benefit compared to the linear formulation is to some degree canceled by this
issue. Nevertheless, a clear advantage is the fact that the nonlinear formulation
is valid in the general sense, and that it can be used for target tracking in other
environments as long as observability is maintained.

The clear drawback with this formulation is the use of a nonlinear state estima-
tor. The filter is more prone to initialization errors and can diverge with poor
initialization. Thus, accurate tuning of the initial covariance is vital for the EKF
to maintain stability of the estimates. This is particularly challenging because the
EKF is weaker for errors in the navigation pose due to the linearization. Another
factor is the increase in computationally complexity due to the calculation of the
Jacobian at each time step.
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6.4 Case Studies

This section presents four independent case studies. The main objective with the
case studies is to investigate aspects of the tracking formulations presented in
this chapter. Case study one, in Section 6.4.1, presents tracking of a single target
within the nonlinear formulation and is based on [43]. Case study two, in Section
6.4.2, compares the linear and nonlinear formulation on a large set of data. These
results have not been published previously. The third case study is presented in
Section 6.4.3 and covers data association for the different tracking architectures. It
was originally published in [43]. The final case study is presented in Section 6.4.4
and shows a multi-target scenario using data from [67] with the linear tracking
formulation.

6.4.1 Case study 1 - Tracking of large ship with the nonlinear
formulation

This case study evaluates the performance of the nonlinear tracking formulation de-
scribed in Section 6.3 with the (near) CV motion model. This case study is based on
navigation data and images gathered at a flight experiment with the X8 Skywalker
fixed-wing UAV. The payload is described in [65]. Note that time synchronization
and camera misalignment calibration were not conducted for this payload, and the
lack of calibration is a weakness that degrade the accuracy. Navigation data were
stored at a rate of 10 Hz. The vessel displayed in Figure 6.2 was used as target and
has a length of approximately 70 m. Data association is neglected because all mea-
surements are known to originate from the target. Thus, evaluation of the object
detection algorithm and the nonlinear filtering part of the tracking system is the
focus in this case study.

The altitude of the UAV was approximately 100 m during the flight. The target
was visible in 441 images, which correspond to a period of 45 s. Note that these
images were based on five different segments in time that have been merged into one
continuous image sequence. This ensured that the ship was visible in all images. The
position of the target was measured with a single-frequency GPS receiver and used
as ground truth. Estimates with and without the centroid adjustment described
in Section 4.3 are shown in this case study to illustrate why it can be beneficial
to calculate the center of the ship in situations where only a part of the vessel is
visible. Only a part of the vessel (as illustrated in Figure 6.2(b)) was visible in
the majority of the images. The filter parameters are described in [43], but is not
important for the purpose of this case study.

The position was initialized with georeferencing of the first available detection, and
the initial velocity was set to zero. Moreover, an approximation of the size of the
ship (in pixels) was assumed to be known. In practice, the size can be determined
the first time the whole vessel is visible in an image. The ship was almost at rest
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(a) (b)

Figure 6.2: Thermal images of the ship that is tracked in the first case study. Many
images only contain a small part of the ship (as illustrated in (b)).

during the tracking period, but the tracking filter had no knowledge about the
behavior beforehand.

441 images have been processed in this case study. The object detection algorithm
was able to detect the vessel in 438 of the images, which corresponds to a success
rate of 99.3 %. The high success rate is explained by the high signal-to-noise ratio
in the images (see Figure 6.2) as discussed in Section 4.4.1.

Figure 6.3 shows the NE positions obtained with georeferencing with and without
the centroid adjustment. A larger part of the measurements are distributed near
the center of the vessel with the centroid adjustment, even though the difference
is quite small. Some important measures are summarized in Table 6.1. The mean
georeferenced position is somewhat closer to the GPS reference with the centroid
adjustment. Therefore, the benefit of finding the center is illustrated. The variance
increases a bit with the centroid adjustment. That is perhaps because the adjust-
ment is only performed in situations where the major axis is significantly larger
than the semi-major axis. Therefore, the center is not adjusted in every image and
the distribution is likely to have a larger variance. This is because the difference
between measurements with and without the adjustment is expected to be larger
than the difference between two measurements without adjustment. Note that the
variance is mainly related to sensor noise in the navigation states of the UAV and
not uncertainty in the object detection algorithm. Hence, the variance would be
reduced significantly if the navigation states were perfectly known. Note also that
the poor accuracy in georeferencing, compared to the case studies in Chapter 5, is
explained by the lack of time synchronization and camera misalignment calibration.

Figure 6.4(a) shows the total distance between the GPS measured position and the
estimated position from the nonlinear tracking filter with and without the centroid
adjustment. After the initial period, the estimate with the adjustment is more ac-
curate, even though the difference is below 5 m for most of the time. The mean
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Figure 6.3: Georeferenced north and east positions with (a) and without (b) the
centroid adjustment

Table 6.1: Results of georeferencing with and without the centroid adjustment
during object detection. SD = standard deviation

Measure Reference With adjust-
ment

Without ad-
justment

Mean north
position

6.6 m 4.8 m 3.6 m

Mean east po-
sition

16.4 m 12.2 m 9.7 m

SD north po-
sition

x 16.4 m 15.2 m

SD east posi-
tion

x 18.2 m 17.5 m

absolute distance between the true and estimated position is 11.54 m and 13.07 m
with and without the centroid adjustment, respectively. However, if the initializa-
tion period is neglected (the first 10 s), the mean is 9.96 m and 12.21 m, respectively.
The accuracy increases with the centroid adjustment and the adjustment seems to
be beneficial. Nevertheless, it is important to emphasize the fact that the centroid
adjustment is only necessary for targets of a certain length. The difference would
be negligible for small vessels.

The estimated position is reasonable, especially because the accuracy of the nav-
igation states is limited. The GPS receiver on the ship was not mounted exactly
in the center of the ship and single-frequency GPS receivers can have an uncer-
tainty of a few meters. Figure 6.4(b) shows the estimated target speed. The vessel
was nearly at rest during the experiment (dynamic positioning) and the estimated
speed is close to zero after the first period. An interesting observation is that the
speed converges to zero more rapidly with the centroid adjustment. A speed of ex-
actly zero is hard to achieve because of the magnitude of the measurement errors.
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Figure 6.4: Estimation error in position (a) and estimated speed (b)

Nevertheless, the estimated speed is small so the performance is reliable.

6.4.2 Case study 2 - Linear vs. nonlinear tracking

The objective in the second case study is to compare the linear and nonlinear
tracking formulation. This case study is based on experimental data gathered at
two different flight experiments in the fall of 2017 with the thermal camera pay-
load described in Section 2.3. These results have not been published before, but a
part of the experimental data has been used in [47] and in [45]. The small marine
vessel displayed in Figure 7.1 in Chapter 7 was used as target. The tracking sys-
tems described in Section 6.2 and 6.3 are compared by using the exact same set
of measurements and navigation data. The target was detected automatically by
the method in Section 4.3. Navigation data estimated by the nonlinear observer
presented in Section 5.5 are used in the first flight, and the autopilot navigation
data are used in the second flight to demonstrate that both solutions work. The
payload has been synchronized in time and calibrated for misalignment errors as
discussed previously.

Data association is neglected in this case study because only one target is consid-
ered and clutter is not present. Several measurements are available initially so track
initialization is straightforward. Moreover, all measurements are used whether they
fall within the validation region or not. This is because this type of tracking for-
mulation struggles with being to optimistic as will be demonstrated later. Thus,
using the validation region would lead to track loss and the need to re-initiate the
track several times, unless it is tuned in a pessimistic manner. This is not desirable
as the intention is to compare the accuracy of the linear and nonlinear tracking
formulations. Note that when NEES is discussed later, it is only with respect to
position. This is because a reliable reference for the velocities is unavailable.
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Flight 1 - Tracking of high-speed target

The goal in the first flight was to track a high-speed target moving with nearly
constant course. The UAV operated at an altitude of approximately 350 m and the
path is shown in Figure 6.5.

Figure 6.5: Path of the UAV and the high-speed target

The reference is a single-frequency GPS receiver that was on-board the target.
Both solutions use the CV motion model. The target states are initialized with
zero speed and position given by the first georeferenced measurement. The initial
covariance for the north and east positions is (10 m)2, which is a typical georef-
erencing error as shown in Chapter 5. The initial covariance for the velocity is
chosen as (10 m/s)2 and is large because the initial velocity is unknown. σ2

v in (6.2)
is chosen as (0.05 m/s2)2 and the low value is caused by the target motion, which
fits well with the CV motion model. The covariance of the measurement noise for
the linear formulation (georeferencing) is chosen as (7 m)2. The measurement noise
covariance is chosen to be (20 pixels)2 for the EKF, which actually corresponds to
(7 m)2 at the altitude the UAV kept.

Figure 6.6 shows the estimation error in position. It also shows the periods where
the vessel was detected, which only cover a small part of the tracking period.
Figure 6.7 shows the estimated path for both the KF and EKF. The estimated
positions are similar and no significant difference is observed. This is supported
by the average results presented in Table 6.2. The average estimation error is
comparable, but the linear formulation with the KF has the best accuracy overall.
The similar performance is expected since both filters are tuned the same way and
use the same set of measurements. The difference is caused by the accuracy of the
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Figure 6.6: Estimation error in position

georeferencing algorithm compared to linearization of the measurement equations.
The estimation error is below 10 m in periods where measurements are available
and only grows a few meters when prediction is used after the second segment with
measurements.
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Figure 6.7: Estimated path and reference

Figure 6.8 shows the estimated speed and course. It is not possible to observe any
difference between the EKF and KF, and both filters estimate the speed and course
in an accurate manner. Figure 6.9 shows the NIS and NEES (defined in Section
3.5). The NEES is larger than the confidence bounds, which means that both fil-
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Table 6.2: Average performance metrics in flight 1 - tracking of high-speed target

Parameter EKF KF
Mean estimation error
[north, east]

[−9.43 m, 1.55 m] [−9.26 m, 1.12 m]

Mean absolute estima-
tion error (position)

13.01 m 12.81 m

Mean NEES 17.22 15.67
Mean NIS 0.50 0.46

0 20 40 60 80 100 120 140 160 180

Time [s]

0

2

4

6

8

10

12

S
p

e
e

d
 [

m
/s

]

Reference

EKF

KF

0 20 40 60 80 100 120 140 160 180

Time [s]

200

250

300

350

C
o

u
rs

e
 [

D
e

g
]

Reference

EKF

KF

Figure 6.8: Estimated speed and course

ters are too optimistic. The estimated covariance is smaller than the corresponding
estimation error. The NIS shows that the filter is pessimistic with respect to the
measurements, and that the covariance of the measurement noise could have been
reduced. This shows the fundamental challenge in tracking from a moving plat-
form with uncertain camera pose. The NIS indicates that the covariance of the
measurement noise could be reduced while NEES indicates that the covariance is
too small and that the covariance matrices for both the measurement and pro-
cess noise should be increased. This is caused by the uncertainty in the camera
pose which is neglected in the design. This issue is investigated further in the next
chapter.

Figure 6.10 shows the correlation in the innovation sequence and illustrates that
they are correlated in time. This is also a violation of the consistency criteria. The
correlation is actually a bit larger for the EKF and the vertical pixel coordinate,
which is likely to be because of the linearization. Even though consistency is a
challenge, the results show that a high-speed target can be tracked accurately.
From an application-based point of view, the accuracy of the state estimates is more
important than maintaining consistency in a single target scenario. The accuracy
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Figure 6.9: (a) Normalized estimation error squared and normalized innovation
squared
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Figure 6.10: Autocorrelation for the innovation sequences

obtained in these results are better than previous results [43, 44], especially when
taking the altitude of the camera and the speed of the target into account.
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Flight 2 - Tracking of slowly moving target

The goal in the second flight was to track a slowly-moving target. The UAV op-
erated at an altitude of nearly 300 m and the path is shown in Figure 6.11. The
reference and filter parameters are almost equal to the previous flight. The only
differences are that σ2

v = (0.01 m/s2)2, and that the measurement noise covariance
is increased to (10 m)2 and (30 pixels)2. The increase in the measurement noise is
because the measurements are more uncertain because of a different flight pattern
with more variation in the attitude. The process noise is reduced because the vessel
moved more slowly, and the focus here is to show what kind of accuracy one can
expect in these types of experiments.

Figure 6.11: Path of the UAV and the slowly-moving target

Figure 6.12 shows the estimation error in position, and Figure 6.13 shows the
estimated path for both the KF and EKF. Moreover, Figure 6.12 also shows the
periods where the vessel was detected, which only cover a small part of the tracking
period. The average results are presented in Table 6.3. The average estimation error
is slightly smaller for the linear formulation overall, but both formulations provide
accurate position estimates.

Figure 6.14 shows the estimated speed and course. These estimates are also similar
to what was experienced in the previous flight and follow the references accurately.
Figure 6.15 shows the NIS and NEES. Both filters are too optimistic. The difference
between the filters are more prominent in this flight and that can be somewhat
surprising. Both filters have been tuned in the same manner, but the NIS is larger
for the EKF. This is most likely because the linearization is more inaccurate in this
flight compared to the georeferencing equations. Moreover, it can be explained by
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Figure 6.13: Estimated path and reference

the path and attitude variations that were more severe. The UAV followed straight-
line segments in the first flight and circular motion in this flight. Circular motion
with more variations in the attitude leads to larger errors in georeferencing.

Figure 6.16 shows the correlation in the innovation sequence. The correlation is
perhaps even stronger in this flight. This is most likely explained by the target
speed, which was much lower. Low target speed leads to even greater influence
from the UAV pose and increases the correlation.

This case study has shown that both the linear and nonlinear tracking formulations
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Table 6.3: Average performance metrics in tracking of slowly-moving target

Parameter EKF KF
Mean estimation error
[north, east]

[2.73 m, −4.94 m] [2.33 m, −4.40 m]

Mean absolute estima-
tion error (position)

11.25 m 10.46 m

Mean NEES 48.1 29.9
Mean NIS 1.04 0.60
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Figure 6.14: Estimated speed and course

can be used to track different targets with estimation error in position limited to a
few meters. It is perhaps not surprising that the performance of the KF and EKF
is similar, but it is important to validate that both solutions work in tracking of
floating objects. The biggest challenge (when data association is neglected) is the
uncertainty in the camera pose, which leads to consistency issues. The estimated
covariance is smaller than the corresponding estimation error. How this can be
mitigated is studied in Chapter 7. Moreover, both solutions are suboptimal due to
the flat-earth assumption.
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Figure 6.15: Normalized estimation error squared and normalized innovation
squared
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Figure 6.16: Autocorrelation for the innovation sequences

6.4.3 Case study 3 - Data association for linear and nonlinear
tracking filters

The main objective in the third case study is to compare the different methods for
target gating. The linear gating strategy described in Section 6.2.3 is compared with
the two nonlinear strategies in Section 6.3.2. Evaluation of the methods is achieved
through Monte Carlo simulations. It is based on [43]. A part of the data in this
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Table 6.4: Covariance of the Gaussian white noise added to the UAV navigation
states and the object detection algorithm in Case study 3

State Covariance Gaussian noise
North and east positions UAV (2 m)2

Down position UAV (5 m)2

Roll and pitch UAV (1°)2

Yaw UAV (2°)2

Gimbal pan and tilt angles (1°)2

Uncertainty detection algorithm (image
plane coordinates)

(2 pixels)2

case study is based on experimental data. Autopilot navigation data were originally
sampled at a field experiment at a frequency of 10 Hz. Images were gathered with
the same frequency during the experiment. This case study uses 141 images that
were captured over a time period of 14 seconds. The payload used in the field
experiment is described in [65] and is the same one used in case study 1 in Section
6.4.1.

Existence of two targets at rest that are located 10 (north) and 15 meters (east)
from each other (mean values) are simulated in this case study. Gaussian noise with
a standard deviation of 10 meters is added to the north and east positions for both
targets. Therefore, the true distance between the targets varies for each simula-
tion. The true pixel positions of the targets (in the image) are calculated with the
navigation states of the UAV and the NED positions of the objects for each image
(with "backwards" georeferencing). Gaussian noise, with properties described in
Table 6.4, is added to the true pixel positions and used as measurements of the
pixel position. Moreover, white noise (properties described in Table 6.4) is added to
the navigation states of the UAV so that the measurement models are affected by
navigation uncertainty. Thus, the simulation includes uncertainty related to both
the image detection algorithm and the navigation states of the UAV.

One object (referred to as the main object) is tracked so that the estimated position
and covariance are available. The goal is to find out which of the two measurements
that belong to the main object in each image. The measurement with the smallest
normalized innovation squared is assigned to the main target. 141 images are pro-
cessed for each Monte Carlo simulation and the association is either right or wrong
for every image. The success rate (number of right associations divided by number
of images) is the main performance measure. The states for the main object are
propagated through 50 iterations in the Kalman filter initially (before association
begins) to ensure that the estimates have somewhat converged before data asso-
ciation is conducted. The measurements for these iterations are generated as the
true position where Gaussian noise with standard deviation of 10m in both the
north and east positions is added. 10000 Monte Carlo simulations were conducted
in total.
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Table 6.5: Initial conditions and measurement noise for the different association
methods in case study 3

Property Covariance
North and east initial positions (10 m)2

North and east initial velocities (
√

20 m/s)2

Georeferencing uncertainty north and
east positions

(10 m)2

Pixel uncertainty u in (6.4) 360 pixels2

Pixel uncertainty v in (6.4) 160 pixels2

Uncertainty azimuth angle (6.9) (6°)2

Uncertainty elevation angle (6.9) (3°)2

Table 6.6: Success rate for the data association methods in case study 3

Data association method Success rate
The linear case (georeferencing) 96.64 %
The nonlinear case - EKF (6.8) 96.83 %
The nonlinear case - azimuth and elevation angles (6.11) 95.99 %

The initial conditions and measurement noise related to each association method
are summarized in Table 6.5. The covariance of the measurement noise (the bottom
four elements in Table 6.5) is large, but that is mainly because the accuracy of
the navigation states is limited. In other words, the magnitude of the covariance
is caused by the navigation states and not the accuracy of the object detection
algorithm.

Table 6.6 presents the main results. The success rate for the different methods
is similar, which means that all of the representations are applicable in practice.
More importantly, the nonlinear methods have the same performance as the lin-
ear method. Note, that the azimuth and elevation approach is the least accurate.
However, the performance is so similar that one cannot rule out the possibility of
the design parameters being the reason for the difference.

Figures 6.17, 6.18 and 6.19 show results of a single Monte Carlo simulation. The
success rate for the angle representation is 92.2 % in this particular simulation. The
success rate for the nonlinear approach in pixel form and the linear representation
is 91.5 %. Hence, in this simulation, the angle representation is able to associate
one more image correctly compared to the other representations. One interesting
consideration in Figure 6.17(a) is that even though the pixel and angles form have
almost the same success rate, the mistakes in the association are not occurring
at the exact same set of images. Therefore, it seems to be situations where the
pixel representation has advantages and other situations where the angle form is
better. Thus, it could be possible to get more robust measurement association by
combining these methods in the nonlinear case. However, this is not investigated
further in this thesis.
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Figure 6.17: Results of a single simulation. (a) Illustration of when associations
are correct and not. The values 1, 3 and 5 indicate successful associations for
the different methods. The values 0, 2 and 4 indicate wrong associations. The
nonlinear case 1 and 2 are the pixel form and angles representation, respectively.
(b) Normalized innovation squared for the linear formulation.

Figure 6.17(b) and 6.18 show the NIS (Mahalanobis distance) for the three meth-
ods. The NIS for the measurements from the main object is obviously much smaller
in general, but some outliers exist that cause erroneous measurement association.
Figure 6.19 shows the estimated north and east positions for the main object and
the measurements for the main and second object with georeferencing. Notice that
the measurements are distributed on a large area in the north-east plane and that
is mainly because of the noise related to the UAV navigation states. Noise in the
image detection algorithm has a much smaller influence as discussed previously.
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Figure 6.18: Results for a single simulation. (a) Normalized innovation squared in
the nonlinear case with innovation in (6.8). (b) Normalized innovation squared in
the nonlinear case with innovation from (6.11).
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Figure 6.19: Results for a single simulation. (a) Estimated north and east positions
for the main object. (b) Measurements of the main object and the second object
(with georeferencing).

6.4.4 Case study 4 - Tracking of multiple targets with data
association

The fourth case study looks into a multi-target scenario. It is based on the work and
data presented in [67]. The objective is to investigate the linear tracking formulation
in a relevant multi-target scenario. The case study is based on experimental data
gathered at a flight experiment in the fall of 2017. Two independent marine vessels
operated in close proximity and the thermal camera payload was used to collect the
necessary data. The intention is to show that two targets can be tracked efficiently
at the same time. Moreover, a few issues that arise in multi-target tracking are
covered. This means that detection, data association and the filtering part are all
tested together. The specific system is described in [67].

Both targets were instructed to maintain a low speed of approximately 1 m/s. The
paths of the UAV and the vessels are displayed in Figure 6.20. The UAV flew in
an eight-figure pattern at an altitude of approximately 300 m. The vessel denoted
boat 1 was told to cross the path of the other vessel to complicate measurement
association. The tracking period lasted for 19 minutes and the crossing occurred
after approximately four minutes. Two single-frequency GPS receives were used to
measure the true position of the targets.

The detection algorithm described in Section 4.3 was used to detect targets in
thermal images. Moreover, the global nearest neighbour approach (Section 3.3)
was used for data association. Georeferencing was used to acquire target position
measurements, and the linear formulation described in Section 6.2 was used to track
the targets. 2400 detections were gathered in the tracking period. 1535 belonged to
boat 1 and the remaining 865 to boat 2. This information was obtained by manual
classification. 349 images had both vessels within the same image. The measure-
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Figure 6.20: Paths of UAV and the vessels

ment noise standard deviation was chosen as (0.05h)m where h is the altitude
of the UAV. Thus, the measurement noise standard deviation was approximately
17.5 m in both north and east. The process noise standard deviation was chosen
as 0.2 m/s2. The initial standard deviations in position and velocity were chosen
as 17.5 m and 5 m/s, respectively. The tracks were initialized after two consecutive
measurements in close proximity.
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Figure 6.21: Distribution of image features (size, intensity and the first invariant
Hu moment) for boat 1 (blue) and boat 2 (orange)

Figure 6.21 shows three independent image feature distributions for the two ob-
jects. The features are size, intensity and the first centralized invariant Hu moment
[52]. These features describe the visual appearance of the two objects and can be
used as an aid in measurement association. If the tracking system stores values
for these features together with the state estimates, they can be used when new
measurements are received. Figure 6.21 shows that the size of the object has the
best spread in between the boats in this particular scenario. There is also a visible
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Figure 6.22: Example of thermal image with two vessels. This image was also used
as example in Figure 4.9(d).

difference in intensity while the Hu moment is similar for both objects. This is
explained by the similar geometric form and not surprising since the Hu moment
is both size and rotation invariant. A thermal image of both objects is shown in
Figure 6.22.

Figure 6.23 shows the estimates of both targets without using visual features in
data association. Only the physical distance (NIS) is used to distinguish between
the targets. Since the GNN data association approach is used, a measurement is
associated to only one track. One can see that a track swap occurs at the crossing
because measurements are wrongly associated. The tracking system never recovers
from this situation. Moreover, the system never detects the swap and continues to
the estimate the position of the wrong object. Nevertheless, one could argue that
the system still accurately estimates the position of both objects, even though a
swap has occurred. Thus, it is in a situation where it is necessary to distinguish
between the objects that this behavior is critical. If it is sufficient to know that
objects are present at the estimated locations, the system works satisfactorily.

Figure 6.23 shows that firm data association based on physical distance is prob-
lematic when crossings occur. This is a situation where it would be desirable to do
a soft association instead. However, another possibility is to use the image features
displayed in Figure 6.21 as a tool in data association. The results in Figure 6.24
shows such a scenario, where image features for each object are stored when a
track is initialized. Moreover, data association is based on the GNN search where a
weighted sum of both the physical and the feature distance is used. This procedure
is described in detail in [67]. Note that image features also can be included in the
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Figure 6.23: Tracking results without visual features in data association

state vector and estimated in the Kalman filter. Such a solution would incorporate
image features directly into the NIS and is an interesting idea for future work.

The results presented in Figure 6.24 illustrate that both targets are tracked accu-
rately. The position of both targets are mostly within 20 m of the true position. Five
measurements are wrongly associated for the first vessel while no measurements
are wrongly associated to the second vessel. This shows the main advantage with
using image features since most of the measurements are associated correctly in
contrast to the situation without image features. This case study has proved that
the linear tracking formulation described in Section 6.2 works in a multi-target sce-
nario with two vessels when image features are utilized. The nonlinear formulation
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Figure 6.24: Tracking results with visual features in data association

is obviously also expected to work in the same manner.
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Chapter 7

Tracking of Floating Objects in
the Presence of Navigation
Uncertainty

Chapter 6 considered tracking of floating objects where the pose of the thermal
camera was assumed to be known without accounting for navigation uncertainty.
However, such reasoning often leads to inconsistency in the tracking filter unless
it is tuned in a conservative manner as shown in the previous chapter. This is
because a large part of the measurement noise is caused by uncertainty in the
camera pose and not only by uncertainty in the detection algorithm. Moreover,
errors in the camera pose are most often correlated for images captured closely in
time. Consequently, the white noise assumption, present in most state estimators,
is violated and inconsistency occurs. This chapter investigates tracking of floating
objects in the presence of navigation uncertainty and how these effects can be
mitigated. This chapter is based on the work in [47] and [45]. The following topics
are covered in this chapter:

• Section 7.1 gives an introduction to tracking in the presence of navigation
uncertainty. It introduces the problem and discusses related work and existing
solutions.

• Section 7.2 presents a method for relaxing the white-noise assumption by han-
dling correlated noise in the tracking filter, both for motion and measurement
models.

• Section 7.3 presents a navigation system based on the error-state formulation
of the EKF. This is covered because it is important for understanding the
foundation of the Schmidt-Kalman filter presented in Section 7.4.

• Section 7.4 presents a tracking solution based on the Schmidt-Kalman filter
where the covariance of the navigation estimates is incorporated directly in
the tracking filter. It uses the navigation system based on the error-state
formulation presented in Section 7.3.
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• Section 7.5 presents four independent case studies used to evaluate and vali-
date the topics covered in this chapter.

7.1 Background & Related Work

Much work has been conducted on tracking of moving objects using optical sensors
where the sensor pose is stationary. However, tracking of moving objects using
sensors on a moving platform constitutes a different challenge. Several articles cover
situations where it is assumed that the sensor pose is known or can be estimated
with high precision [43, 90]. However, the sensor pose is never perfectly known and
uncertainty degrades the tracking accuracy. In addition, the motion of the UAV
exceeds the motion of typical objects on the sea surface and makes it harder to
distinguish camera and target velocities.

Tracking of objects using UAVs equipped with optical sensors has been studied
previously [46, 67, 89]. However, a common challenge is to obtain the desired accu-
racy while maintaining filter consistency. It is vital to know the orientation and the
position of the camera precisely at all times to obtain the desired tracking accu-
racy. This is for example the case in a tracking system based on georeferencing as
described in Section 6.2. The camera pose depends on the position and attitude of
the UAV. Therefore, errors in the navigation system of the UAV affect the tracking
system directly and can cause a drastic loss in performance when the navigation
states are uncertain. This is especially troublesome because accurate covariance
estimation is needed for measurement association.

Most tracking filters are based on measurement models where the measurement
error is modeled as additive zero-mean Gaussian noise. This makes sense if the
error is not systematic. The uncertainty in the detected object position in a thermal
image can normally be accepted as white. However, in georeferencing, the pixel
coordinates are converted to an Earth-fixed frame based on the navigation states of
the UAV. This is a converted measurement approach and the georeferencing error is
usually correlated for consecutive images due to correlations in the navigation error.
Consequently, colored noise is induced in the measurement model. One possibility
is to model colored noise directly in the motion and measurement models, and
use georeferencing and a linear tracking filter [47]. This is described in Section 7.2
and includes strategies for modeling both the process and measurement noise as
correlated processes.

Navigation uncertainty is also problematic when an EKF is used as in Section
6.3. In periods where the navigation estimates are uncertain, the accuracy of the
Jacobian is reduced. The reduced accuracy might not be a significant issue, but
only if the covariance estimates represent the true uncertainty. In practice, this
means that the tracking system should automatically adapt to the accuracy of
the current navigation estimates. This is hard to achieve without considering the
quality of the navigation estimates directly in the tracking system. Moreover, the
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tracking system is usually assumed to be uncorrelated with the navigation system.
This is violated if navigation errors remain constant. Therefore, there is a need to
find a solution that incorporates the quality of the navigation estimates directly in
the tracking system and this is investigated in Section 7.4.

Target tracking in the presence of navigation uncertainty has been studied for au-
tonomous ships [11, 118, 125] equipped with sensors that can acquire range and
bearing measurements. However, these articles have focused on a subset of the
navigation space and used a radar as the tracking sensor. Moreover, experimen-
tal results are not presented in these articles. Fixed-wing UAVs have much faster
dynamics than ships and the attitude can change quickly. Thus, compensation of
navigation uncertainty is expected to be even more important for target tracking
using UAVs. Section 7.4 covers compensation of navigation uncertainty in both
camera position and attitude.

7.2 Handling Violation of the White Noise Assumption

This section deals with how colored noise can be added in both the motion and
measurement models. It is assumed that the tracking system is based on georef-
erenced measurements as in Section 6.2. However, the methods discussed here are
also applicable and relevant for the nonlinear tracking formulation described in
Section 6.3.

7.2.1 Correlated noise in the motion model

The simplest way to incorporate colored noise in the motion model of the target
is to choose a different model than the CV model presented in Chapter 6. Corre-
lated noise can be modeled directly in the motion model as discussed in [98]. Note
that correlated noise in the motion model is related to target maneuvers and not
uncertainty in the camera pose. During maneuvers, such as turns or during linear
acceleration, the target motion do not obey a CV model. Other models approximate
the target behavior more accurately in these situations.

Finding a single model that represents target motion during different maneuvers is
obviously impossible and explains why multiple model approaches were developed.
However, the CV model is most often accurate and reliable on average. Moreover,
it can be dangerous to over-parametrize the motion model as this can degrade
the reliability of the predicted motion unless all states are estimated precisely. A
constant acceleration model can for example be less accurate because it is hard to
estimate the acceleration precisely, and estimation errors in acceleration give large
drift in position in periods without measurements.

A motion model with correlated noise, that can be appropriate for marine vessels
and floating objects, is the Singer acceleration model [98]. This is an alternative
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to the CV model where the acceleration is modeled as a zero-mean stationary
Markov process. This model allows systematic acceleration changes that automat-
ically converge back to zero with an adjustable time constant. It represents the
motion of marine vessels in an appropriate manner because maneuvers tend to fin-
ish quite quickly before motion with constant course and velocity is resumed. The
acceleration is modeled with autocorrelation function

E[a(t+ τ)a(t)] = σ2e−α|τ | (7.1)

where α is the inverse of the expected maneuver time constant. Low values indicate
a long maneuver and vice versa. Marine vessels rarely change course so a small value
is perhaps the most appropriate choice, but depends on the type of ship. σ is the
variance of the acceleration and modeled as

σ2 =
a2M
3

(1 + 4pM − p0) (7.2)

where aM is the maximum expected acceleration, p0 is the probability of zero
acceleration and pM is the probability of the target accelerating (or decelerate) at
the maximum rate.

The Singer model is a continuous-time model and is defined as (only one coordinate
dimension shown for simplicity):

ẋ(t) =

0 1 0
0 0 1
0 0 −α

x(t) +

0
0
1

w(t) (7.3)

where the state vector x consists of the position, velocity and acceleration in the
corresponding dimension. The model can obviously be extended to cover both of
the horizontal coordinates. The system must be discretized for implementation and
the discrete-time process noise has covariance matrix equal to

Q = 2ασ2

T 5/20 T 4/8 T 3/6
T 4/8 T 3/3 T 2/2
T 3/6 T 2/2 T

 (7.4)

Nonlinear motion models that account for turns or other maneuvers can also be
chosen, but are not included in this thesis. These models do not work well in
situations without maneuvers and must be combined with other models through
multiple-model approaches. This is not assessed to be necessary or beneficial for
the purpose of this thesis.

7.2.2 Correlated noise in the measurement model

Systematic errors in the camera pose lead to correlated noise in the measurement
model as discussed in Section 7.1. This section describes how the measurement noise
can be whitened. The method is based on the work presented in [47] and applied
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here in a tracking system based on georeferencing. Lets assume that georeferencing
is used to acquire measurements in a linear tracking filter as in Section 6.2. The goal
is to model the measurement noise as a correlated process. The main argument for
this approach is to maintain the simplicity that georeferencing and a linear system
provide, but account for correlated noise. Consider the system model

xk+1 = Fkxk + vk

zk = Hxk + wc,k

wc,k+1 = Fcwc,k + ww,k

E[ww,kw
>
w,j ] = Rwδkj

E[vkv
>
j ] = Qδkj

E[vkw
>
w,j ] = 0

(7.5)

where δjk is 1 when k = j and zero otherwise. x is the state, z is the measurement
and v is process noise. The state transition matrix F is chosen as in the CV model
(6.1). The measurement matrix H is

H =

[
1 0 0 0
0 1 0 0

]
(7.6)

where it is assumed that the first two elements in x are the north and east po-
sitions, and the remaining two are the corresponding velocities. Colored noise in
the measurement is modeled with wc. The transition matrix for the measurement
noise, Fc, is chosen as the identity matrix since errors in the camera pose, which
cause the correlated noise, are expected to be equal for two consecutive images
captured closely in time.

So how can wc be included in the tracking filter? One possibility is to augment the
state vector with wc and estimate the noise process. However, this is troublesome
because the estimate of wc can be used to cancel the noise in the measurement z,
which means that the filter believes that the measurement is perfect. Consequently,
the covariance of the corresponding states is pushed to zero and is problematic
for measurement association. Therefore, a better strategy is to use the so-called
differenced measurement approach [4] and rewrite (7.5). A new measurement model
y is defined as

yk = zk+1 − Fczk

= Hxk+1 + wc,k+1 − FcHxk − Fcwc,k

= HFkxk + Hvk + ww,k − FcHxk

= (HFk − FcH)︸ ︷︷ ︸
H∗k

xk + (Hvk + ww,k︸ ︷︷ ︸
wk

)

= H∗kxk + wk

(7.7)

where the new measurement noise w is white, but correlated with the process noise
since it includes v:

E[vkw
>
j ] = QH> (7.8)
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The covariance of the new measurement noise is

E[wkw
>
j ] = Rδkj = (HQH> + Rw)δkj (7.9)

where Rw is the covariance of the expected error in the original measurement z.
To remove the correlation between the new measurement and the process noise, a
new motion model is defined as:

xk+1 = Fxk + vk + T[yk −H∗xk −wk]

= (F−TH∗)︸ ︷︷ ︸
F∗

xk + (vk −Twk)︸ ︷︷ ︸
v∗k

+Tyk

= F∗xk + v∗k + Tyk

(7.10)

where T is a transformation matrix used to remove the cross-correlation and v∗ is
the new process noise. It is chosen so that

E[v∗kwk] = 0

E[(vk −Twk)(wk)] = 0

QH> −TR = 0

T = QH>R−1

(7.11)

The new process noise covariance matrix is:

Q∗ = E[v∗k(v∗k)>] = Q−QH>R−1HQ (7.12)

The new system (based on y, F∗, H∗, R, T and Q∗) is implemented as a regular
Kalman filter, but note that the measurement model yk includes both zk+1 and
zk. Thus, when a new measurement zk+1 is obtained, the previous measurement
zk must be subtracted and the time between them must be used as the sampling
interval in the Kalman filter. Note also that the new measurement yk is a measure
of the velocity since the difference between two consecutive position measurements
is used.

This approach is valid if a new measurement is received closely in time after the
previous measurement. If the new measurement is far from the previous (e.g. more
than a second), the approach outlined here should not be used. In such a situation,
the new position measurement is used directly to update the state estimate with
the original system (7.5), where wc is assumed to be white with covariance matrix
Rw. This is because correlated noise in the measurements is more unlikely if the
time between measurements is more than a second.

The motivation behind this approach is to whiten the measurement noise and
consequently improve consistency. Both of the approaches described in Section 7.2
are investigated experimentally in Section 7.5
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7.3 UAV Navigation using the Multiplicative Extended
Kalman Filter

Navigation is not the main focus in this chapter, but is addressed for the reader to
understand the details of the tracking system presented in Section 7.4. In general,
the goal of the navigation system is to estimate the position, velocity and attitude
of the UAV as stated in Section 5.5. The navigation system can obviously also
estimate other states such as acceleration, angular velocity and inertial sensor bias.
Navigation for fixed-wing UAVs is covered in e.g. [36, 37, 51, 107].

A requirement for compensation of navigation uncertainty is to know something
about the quality of the navigation estimates. Kalman filters and other stochastic
filters usually represent the uncertainty with an estimate of the covariance matrix,
and it is necessary to know the covariance to compensate for the uncertainty.
Therefore, nonlinear observers are not suitable for this purpose since they normally
don’t provide information about the covariance.

It is assumed that the UAV is equipped with an inertial measurement unit (IMU)
providing measurements of the acceleration (specific force) and angular rate at
high frequency. In addition, it is assumed that a global navigation satellite sys-
tem (GNSS) provides information about the position. Moreover, two independent
GNSS receivers with RTK capability are assumed available as in Section 5.5. RTK
functionality may not be required, but increases the estimation accuracy, particu-
larly when the baseline between the antennas is small. Using multiple receivers is
advantageous when heading measurements are unavailable. If one receiver is used,
non-zero angular and linear velocities are needed.

The error-state formulation of the Kalman filter is utilized in the design of the
navigation system. The IMU is used to predict a nominal navigation estimate and
the error states are estimated through measurements of position from the GNSS
receivers. The attitude error is estimated using a multiplicative extended Kalman
filter (MEKF) where the modified Rodriguez parameters [77] represent the attitude
error with the minimal amount of parameters, and is used to avoid singularities.
This ensures that the covariance matrix of the attitude error has the minimal
dimension and remains nonsingular. Note that Euler angles could be a feasible
parametrization since the singularity at a pitch angle of 90 deg [7] is unlikely to be
an issue for fixed-wing UAVs.

7.3.1 Preliminaries

The coordinate frames of interest were described in Section 5.2. In this section,
the unit quaternion is used as attitude parameterization. The nominal attitude is
represented with the Hamiltonian representation of the unit quaternion [106]. The
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relationship between the quaternion and the corresponding rotation matrix is

R(q) = (q2w − q>v qv)I + 2qvq
>
v + 2qwS(qv) (7.13)

where qw is the real part of the quaternion, qv is the vector part of the quaternion,
I is the identity matrix and S(·) is the skew-symmetric matrix representing a cross-
product [29]. The quaternion product used for composition of rotations is defined
as

q1 ⊗ q2 =

[
q1,wq2,w − q>1,vq2,v

q1,wq2,v + q2,wq1,v + S(q1,v)q2,v

]
(7.14)

where q1 and q2 are unit quaternions. In the inertial navigation problem, the true
attitude q is composed as

q = q̂⊗ δq (7.15)

where δq is the attitude error and q̂ is the nominal estimate of the true quaternion.
To avoid over-parametrization, the error state is represented as four times the
Modified Rodrigues parameters (MRP) δa [77]:

δq = δa = 4δamrp = 4
δqv

1 + δqw
(7.16)

The UAV position is also a combination of a nominal state estimate p̂ and an error
state δp. The true position is expressed as

p = p̂ + δp (7.17)

where the reference frame is neglected for simplicity.

7.3.2 Kinematics

The kinematic equations are used to design the filter equations in the state esti-
mator. They are based on the strapdown equations for the states of interest, which
are:

• The UAV NED positions pnnb

• The UAV NED velocities vnnb

• The attitude between {n} and {b} represented by qnb

Moreover, the angular velocity of {b} relative to {n} is ωbnb. The kinematic equa-
tions are:

ṗnnb = vnnb

v̇nnb = Rn
b (qnb )f bnb + gn

q̇nb =
1

2
qnb ⊗

[
0
ωbnb

]
=

1

2
Ω(ωbnb)q

n
b

(7.18)
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where f bnb is the specific force acting on the UAV and gn = [0, 0, g]> is the gravity
vector in NED. Moreover, Ω(ωbnb) is

Ω(ωbnb) =

[
0 −(ωbnb)

>

ωbnb −S(ωbnb)

]
(7.19)

It is assumed that NED is inertial in these equations. This is reasonable as long as
the rotation rate of the earth is small compared to the errors in the angular rate
sensors. The IMUs used in this thesis typically have such behavior. For higher-level
IMUs, this is not a good approximation.

7.3.3 Inertial measurement unit models

The nominal state estimates are based on measurements from inertial measurement
units. They typically measure specific force with accelerometers and angular rate
with gyros. The following equations are common for modeling measurements from
IMUs [29], and are used here:

f bimu = Rb
n(qbn)(v̇nnb − gn) + bbacc + wb

acc

ωbimu = ωbnb + bbars + wb
ars

(7.20)

where bbacc and bbars are biases on the accelerometers and angular rate sensors,
respectively. wb

acc and wb
ars are zero-mean noise terms.

7.3.4 Error-state navigation system

The fundamental idea of the error-state formulation is to use the high-frequency
INS to estimate the nominal state and use low-frequency measurements from GNSS
to estimate the error states in a multiplicative Kalman filter. The error-states are
used to correct the nominal states whenever they are updated. [106] describes the
error-state Kalman filter in detail.

The nominal state vector is

x̂ =
[
p̂nnb, v̂nnb, q̂nb , b̂bacc, b̂bars

]>
(7.21)

and includes the position, velocity and attitude of the UAV. Moreover, the biases
in the IMUs are also included and must be estimated. The error-state vector is

δx =
[
δpnnb, δvnnb, δa, δbbacc, δbbars

]> (7.22)

where each element in the nominal state vector x̂ has a corresponding error state.
Note that the error state for the attitude is the four times modified Rodrigues
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parameters as described in Section 7.3.1. The true state is related to the nominal
state and the error state by the following equation:

x = x̂⊗ δx (7.23)

where ⊗ is the generic composition used to describe the relationship between the
true, nominal and error states. The generic composition can e.g. be the quaternion
product for the attitude, and a simple summation for the linear states as shown in
Section 7.3.1.

The kinematic equations used to estimate the nominal states are based on the
strapdown and IMU equations:

˙̂pnnb = v̂nnb
˙̂vnnb = Rn

b (q̂nb )(f bimu − b̂bacc) + gn

˙̂qnb =
1

2
Ω(ωbimu − b̂bars)q̂

n
b

˙̂
bbacc = −T−1accb̂

b
acc

˙̂
bbars = −T−1arsb̂

b
ars

(7.24)

where Tacc and Tars are time constant matrices used to model the bias processes.

The error state is estimated with two independent measurements of the NED po-
sitions acquired with GNSS. A single position measurement can be expressed as

z = pnGNSS

= pnnb + Rn
b rb

= p̂nnb + δpnnb + R̂n
b (I + S(δa))rb

= p̂nnb + δpnnb + R̂n
b rb − R̂n

b S(rb)δa

(7.25)

where rb is the lever arm from the origin of the body-fixed frame to the GNSS
antenna. Consequently, the measurement matrix with respect to the error states is

H =

[
I3 03×3 R(q̂nb )S(rb,1) 03×6
I3 03×3 R(q̂nb )S(rb,2) 03×6

]
(7.26)

where 0m×n is a matrix of zeros with m rows and n columns, I3 is the identity
matrix of dimension 3 and rb,i is the lever arm of receiver i. Note that the Jacobian
with respect to the error states must be used in the filter as described in [106]. The
equations presented here are discretized for the experimental implementation used
in the results.

7.4 Target Tracking using the Schmidt-Kalman Filter

This section looks into tracking of floating objects using the Schmidt-Kalman filter
(SKF). The objective is to derive a tracking formulation where the navigation
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uncertainty is incorporated in the tracking filter. This can be achieved with the
SKF and methods presented previously in this thesis. The first part of this section
gives an introduction to the SKF before specific equations are derived. The final
part of this section links the SKF together with the tracking formulation using the
EKF described in Section 6.3.

7.4.1 Introduction to the Schmidt-Kalman filter

The accuracy of tracking systems depends on the accuracy of the position and
orientation of the tracking sensor, which normally are assumed perfectly known.
Even though this might be reasonable in some applications (e.g. when only the
relative position is of interest), it limits the accuracy and consistency of tracking
systems in other applications. This is particularly relevant when targets are tracked
in an Earth-fixed coordinate frame from an agile moving platform.

Simultaneous localization and mapping (SLAM) [13] is closely related to tracking in
the presence of navigation uncertainty. The objective in SLAM is to simultaneously
estimate the pose of a vehicle and make a map of the surroundings. A common
assumption in SLAM is that landmarks are static. Thus, the regular SLAM archi-
tecture cannot cover a situation with moving objects as will be experienced in a
tracking scenario. Nevertheless, SLAM could potentially be extended to consider
moving landmarks as suggested in [116]. However, a fundamental part of SLAM
is that target observations are allowed to influence the navigation estimates of the
vehicle. For this to work, it is critical that the observations are reliable and that
the motion models of the targets are precise. Erroneous data association and poor
target measurements can degrade the navigation estimates and in worst-case lead
to conditions that affect the airworthiness of the UAV. Moreover, measurements
from optical sensors can be inaccurate and only contain bearing information. Thus,
letting the target tracking system directly affect the navigation system is not de-
sirable in this type of application, especially since the navigation estimates are
estimated accurately by other sensors.

A more attractive option is to use a framework where the navigation system of the
UAV operates independently, but where the uncertainty of the navigation estimates
is allowed to affect the tracking system. This can be achieved with the SKF [27],
where information is allowed to flow from the navigation system to the tracking
system, but not in the opposite way. The SKF is designed so that the target
state vector is augmented with nuisance parameters that represent errors in the
navigation states. These error states are not estimated in the tracking filter, but
their uncertainty influences the tracking system. The uncertainty of the nuisance
parameters is extracted from the covariance matrix in the navigation system.

The main issue when neglecting the influence of navigation errors is inconsistency
in the tracking filter. Normally this is observed as the filter being optimistic and
estimating a covariance that is much lower than the corresponding mean square
error. This was experienced in Section 6.4.2. It is possible to counteract this be-
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havior by increasing the covariance matrices for the noise, but this is an ad-hoc
technique that disguises the underlying problem and must be tuned towards a par-
ticular scenario or set of data. Therefore, it is hard to generalize this strategy to
fit new and unknown data.

The SKF is a sub-optimal approach in contrast to SLAM where information can
flow from the tracking system to the navigation system as well. Nevertheless, the
SKF is more robust when considering model mismatch and erroneous data associ-
ation so it is preferred in this research. The SKF formulation for target tracking is
also described in [86, 124].

7.4.2 The Schmidt-Kalman filter

Let xtk denote the target state vector at time index k. It includes the position
and velocity of the target in the north-east frame. The usual way to estimate
the tracking states is to use a regular Kalman filter as described in Section 3.2.
The regular KF equations do not account for uncertainty in parameters affecting
the motion and measurement models. Instead, all of the uncertainty is modeled
as additive white noise. This is not a reliable way to model the uncertainty when
navigation errors are present. To compensate for errors in the sensor pose, the SKF
is utilized.

General system model

Consider a situation where the sensor pose is defined as

xo = x̂o ⊗ δxo (7.27)

where x̂o represents a nominal known estimate of the sensor pose and δxo is the
error in the sensor pose (follows the notation of the error-state Kalman filter).
Moreover, assume that the uncertainty of the error state is known through a co-
variance matrix Po. The motivation behind this formulation is to augment the
tracking system with δxo, and let Po affect the tracking estimates. Only the error
states that directly affect the tracking system are considered. The augmented state
transition model is written as[

xtk
δxok

]
=

[
Ftk 0
0 Fok

] [
xtk−1
δxok−1

]
+

[
vtk
vok

]
(7.28)

where Ftk is the motion model of the target (e.g. the CV model), and Fok is the
motion model of the error states. vtk and vok are additive white noise for the target
and navigation uncertainty, respectively. The covariance matrix of the augmented
system is expressed as

P =

[
Pt C
C> Po

]
(7.29)
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where Pt is the target covariance (estimated in the filter) and C is the cross-
covariance. Note that the state transition models of the error state and target
are assumed to be uncoupled because the target behavior should not affect the
trajectory of the error state and vice versa.

Assume that the augmented system has a measurement model that depends on
both the target estimates and the navigation states of the UAV:

z = h(xt, x̂o, δxo) + w (7.30)

where z is the measurement vector and w is additive zero-mean white Gaussian
noise. The nominal navigation estimate x̂o is known perfectly from the navigation
system. When the measurement model is nonlinear, the Jacobian of (7.30) is used
in the EKF. The idea in the SKF is to calculate the Jacobian with respect to both
the target states xt and the error states δxo. Therefore, the linearized measurement
model is expressed as

zk = h(x̂tk, x̂
o
k, δx

o
k) +

[
Ht
k Ho

k

] [ xtk − x̂tk
δxok − δxok

]
+ wk + h. o. t. (7.31)

where (x̂tk, x̂
o
k, δx

o
k) is the linearization point and given by the most recent esti-

mates. Ht
k and Ho

k are measurement Jacobians differentiated with respect to the
target state vector and the error state, respectively.

Update equations for the Schmidt-Kalman filter

A general system model was considered in (7.27) - (7.31). This part derives specific
equations for the SKF using these equations. How to define the system model for
tracking of floating objects is described in the next section. The SKF equations are
based on the augmented system in (7.28)-(7.29), and the KF and EKF equations
from (3.5) and (3.7), respectively.

The a priori (time) update for the augmented system is

xtk|k−1 = Ftkx
t
k−1|k−1

δxok|k−1 = Fokδx
o
k−1|k−1

Pt
k|k−1 = FtkP

t
k−1|k−1(Ftk)> + Qt

k

Ck|k−1 = FtkCk−1|k−1(Fok)>

(7.32)

where Qt
k is the covariance matrix of the process noise in the target motion model.

The covariance of the navigation uncertainty, Po, is estimated in the navigation
system. The Kalman gain in the augmented filter is divided into two components,
one that affects the target estimates and one that affects the navigation error:

Kk =

[
Kt
k

Ko
k

]
= Pk|k−1

[
(Ht

k)>

(Ho
k)>

]
S−1k (7.33)
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where the innovation covariance is defined as

Sk =
[
Ht
k Ho

k

]
Pk|k−1

[
(Ht

k)>

(Ho
k)>

]
+ Rk

=
[
Ht
k Ho

k

] [Pt
k|k−1 Ck|k−1

C>k|k−1 Po
k|k−1

] [
(Ht

k)>

(Ho
k)>

]
+ Rk

=Ht
kP

t
k|k−1(Ht

k)> + Ht
kCk|k−1(Ho

k)>+

Ho
kC
>
k|k−1(Ht

k)> + Ho
kP

o
k|k−1(Ho

k)> + Rk

(7.34)

and Rk is the covariance of the measurement noise. The SKF formulation appears
by choosing a suboptimal gain where Ko

k is forced to be zero so that the error state
δxo is constant over the measurement update. The target gain is

Kt
k = (Pt

k|k−1(Ht
k)> + Ck|k−1(Ho

k)>)S−1k (7.35)

and the a posteriori state estimates are given as

xtk|k = xtk|k−1 + Kt
k(zk −Ht

kx
t
k|k−1)

xok|k = xok|k−1
(7.36)

The a posteriori estimates of the covariance and the cross-covariance differ from
the regular Kalman filter because a suboptimal gain is chosen. Therefore, it is not
possible to use the simplified formula for the a posteriori estimate. The Joseph
form, which is valid for any gain, is used instead:

Pk|k =

(
I−

[
Kt
k

0

] [
Ht
k Ho

k

])[Pt
k|k−1 Ck|k−1

C>k|k−1 Po
k|k−1

]
(

I−
[
Kt
k

0

] [
Ht
k Ho

k

])>
+

[
Kt
kRk(Kt

k)> 0
0 0

] (7.37)

Moreover, the following a posteriori estimates for the target covariance and the
cross-covariance are acquired

Pt
k|k =(I−Kt

kH
t
k)Pt

k|k−1(I−Kt
kH

t
k)>−

Ck|k−1(Ho
k)>(Kt

k)> + Kt
kH

t
kCk|k−1(Ho

k)>(Kt
k)>

−Kt
kH

o
kC
>
k|k−1 + Kt

kH
o
kC
>
k|k−1(Ht

k)>(Kt
k)>

+ Kt
kH

o
kP

o
k|k−1(Ho

k)>(Kt
k)> + Kt

kRk(Kt
k)>

Ck|k = Ck|k−1 −Kt
k(Ht

kCk|k−1 + Ho
kP

o
k)

(7.38)

This concludes the main structure of the SKF. The key step is to use the sub-
optimal gain. Note that the tracking system must maintain the target estimates
and corresponding covariance in addition to the cross covariance. The navigation
system is responsible for maintaining the covariance of the error state.
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7.4.3 Navigation error models

Target motion and measurement models are discussed in Section 7.4.4. This section
discusses models for the error state δxo, which includes errors in the position and
orientation of the UAV (and consequently the tracking sensor). The covariance of
the navigation error, Po, is assumed to be available from the navigation system
described in Section 7.3. The error state δxo includes the position and attitude of
the UAV

δxo =

[
δpo

δao

]
(7.39)

where δpo is the error state in position and usually parametrized in NED. δao is
the error state in attitude and represented by the four times modified Rodriguez
parameters (see Section 7.3). Fo, in (7.32), is chosen as the identity matrix because
the goal is not to estimate the navigation error, but to compensate for the uncer-
tainty. Thus, it is not necessary to update the a priori estimate or the a posteriori
estimates of the error state vector. Note that Fo in the SKF differ from the state
transition matrix in the navigation system because it is not desired to estimate
the error states in the SKF. This is also a fundamental difference from the SLAM
approach where the navigation states are estimated within the same filter as the
tracking estimates. The next part discusses typical behavior of the error states and
how the equations in Section 7.4.2 are affected by the properties of the error states.

Zero-mean and uncorrelated navigation state errors

One possibility is to assume that the navigation system is consistent, which results
in estimation errors that are zero-mean and uncorrelated. This gives uncertainty
in the UAV pose which is zero mean. Consequently, the measurement noise in the
tracking filter is white. Moreover, the cross-correlation between the target estimates
and the navigation error, in (7.29), is zero (C = 0). Therefore, the SKF equations
can be simplified and the only effect on the tracking system is a so-called covari-
ance inflation (also called consider covariance), where the innovation covariance is
reduced to

Sk = Rk + Ht
kP

t
k|k−1(Ht

k)> + Ho
kP

o
k|k−1(Ho

k)> (7.40)

and the a posteriori target covariance estimate is

Pt
k|k = (I−Kt

kH
t
k)Pt

k|k−1(I−Kt
kH

t
k)>

+ Kt
kH

o
kP

o
k|k−1(Ho

k)>(Kt
k)> + Kt

kRk(Kt
k)>

(7.41)

where the second term is the covariance inflation. The practical effect of this design
is quite similar to the methodology in [47] and in Section 7.2.
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Constant navigation state bias

A second and more likely situation is navigation errors that introduce a constant
bias in the target measurements. This can be because of a misalignment in the
mounting between the IMU and the camera. It can also be caused by a constant
bias that is not accounted for or estimated correctly in the navigation system.
Moreover, a real navigation system is not based on ideal sensors so it is likely
that estimation errors are correlated in time [46]. The covariance Po can change
in such a situation even though Fo is the identity matrix. Moreover, this gives a
nonzero cross-covariance between the target estimates and the navigation errors,
and introduces a correlation. The constant bias formulation gives the equations in
Section 7.4.2 where Fo is the identity matrix.

Other navigation state error models

Error states that behave like slowly-varying biases or higher-order models can also
occur. Nevertheless, if it is assumed that the navigation system is initialized prop-
erly and has been running for a few minutes before the tracking objective starts,
it is likely that sensor biases and other disturbances (in the navigation filter) have
converged. Large variations in the navigation error are not expected after the ini-
tial period. Therefore, it is not considered to be beneficial to model the navigation
error with higher-order models, especially without having a strong indication about
that being necessary. That could for instance be the case in dead reckoning due to
GNSS dropout.

In the rest of this chapter the error states are modeled as a constant bias. It also
covers a situation where the navigation error varies slowly. Rapid changes in the
error states are not expected so this is a reasonable choice. This design allows
the uncertainty of the error states to affect the tracking system and a correlation
between the tracking system and navigation system is maintained.

7.4.4 Tracking architecture using the Schmidt-Kalman filter

The general idea of tracking in the presence of navigation uncertainty was derived
in Section 7.4.2. This section defines specific models for tracking of floating objects
using monocular optical sensors. This includes motion and measurement models
and is based on the work in Chapter 6.

In this chapter, the target motion model is simply chosen as the CVmodel described
in Section 6.2.1. It worked well in the case studies in the previous chapter and
this tracking architecture does not require changes to this part of the system.
Other motion models can obviously also be used within the SKF formulation. The
measurement model for the SKF is based on the nonlinear tracking formulation in
Section 6.3. This is because it is necessary to find the Jacobian with respect to the
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error states of the navigation system. Thus, the measurement model is equal to the
one in Section 6.3, but parametrized with extra parameters representing the error
states. The measurement model is based on the pinhole camera model described
in Section 6.3.1: [

z1
z2

]
=

[
u
v

]
=

f

zct

[
xct
yct

]
(7.42)

The camera-fixed position of a target detected in a thermal image is related to the
camera pose and target position by the following equation:

pcct = Rc
n(pnnt − pnnb) (7.43)

where Rc
n is the rotation matrix between {c} and {n}, and depends on the orien-

tation of the camera with respect to NED. pnnt is the target position in NED and
pnnb is the NED positions of the UAV. It is necessary to rewrite (7.43) to include
the error states before the Jacobian is calculated. This is achieved by rewriting the
camera-fixed coordinates of the target as

pcct = Rc
bR

b
b̂
Rb̂
n(pnnt − p̂nnb − δpnnb) (7.44)

where Rc
b is a known and constant rotation matrix between the camera-fixed frame

and the body-fixed frame (as long as the gimbal has a static orientation). Rb
b̂
is

a rotation matrix given by the error state of the attitude, and Rb̂
n is the nominal

rotation matrix between the body frame and NED. p̂nnb is the nominal NED posi-
tions of the UAV estimated by the navigation system and δpnnb is the error state
in the UAV position. Note that the rotation matrix based on the error state (Rb

b̂
)

represents the difference between the estimated body frame (by the nominal state)
and the true body frame.

To simplify the Jacobian calculation, it is beneficial to rewrite (7.44) in the following
manner:

pcct = Rc
bR

b
b̂
Rb̂
n(pnnt − p̂nnb − δpnnb)

= Rc
b (I + S(δa))>︸ ︷︷ ︸

Rb
b̂

(Rn
b̂
)>(pnnt − p̂nnb − δpnnb)

= Rc
b(R

n
b̂
)>(pnnt − p̂nnb − δpnnb)

−Rc
bS(δa)(Rn

b̂
)>(pnnt − p̂nnb − δpnnb)

= Rc
b(R

n
b̂
)>(pnnt − p̂nnb − δpnnb)

+ Rc
bS
(

(Rn
b̂
)>(pnnt − p̂nnb − δpnnb)

)
δa

(7.45)

The final two expressions are equal, but both can be used when finding the Jaco-
bian. The last expression is beneficial when differentiating the measurement model
with respect to the error state of the attitude (δa) and the expression before is
beneficial when finding the Jacobian with respect to the error state of the position.
Note that (7.45) needs to be inserted in (7.42) before the Jacobian is calculated.
Finding the Jacobian theoretically is challenging, but is achievable with a computer
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program. Nevertheless, for real-time calculation, it is typically more efficient to find
the Jacobian numerically.

The Jacobian is calculated with respect to the target position (pnnt), the target
velocity (vnnt), the UAV position error state (δpnnb) and the UAV attitude error
state (δa). Hence, the Jacobian has dimension 2× 10 (two rows and ten columns)
where column three and four only have zeros because the measurement model does
not depend on the target velocity. Removing the error states from the SKF leads
to a regular EKF as described in Section 6.3.

7.5 Case Studies

This section presents four independent case studies covering the topics discussed in
this chapter. Case study one and two investigate tracking of floating objects using
georeferencing with compensation of correlated noise in the motion and measure-
ment models as described in Section 7.2. These results are based on the work in
[47]. The third and fourth case studies investigate the effect of compensating for
navigation uncertainty with the SKF as described in Section 7.4. It is based on the
work in [45]. All of the results are based on experimental data gathered in several
flight experiments.

7.5.1 Case study 1 - Tracking of high-speed vessel with
correlated noise

This case study investigates the effectiveness of the tracking systems presented
in Section 7.2 for a high-speed vessel. The thermal camera payload described in
Section 2.3 and Appendix A was used to collect data for this case study. The marine
vessel shown in Figure 7.1 was used as target.

The target was detected in 264 images and the detections are divided into three
separate periods with a significant amount of time in between the periods. The
floating object detection algorithm from Section 4.3 was used to detect the target
automatically. The target was moving at high speed while trying to maintain a
constant course. The speed varied somewhat because of varying water and wave
resistance. The gathered data cover a time period of approximately 3 minutes and
are used to illustrate how well a high speed target can be tracked with a limited
amount of measurements and the methodology in Section 7.2. Data association is
neglected and all measurements are used as target detections. No more than one
detection occurred in a single image. The same data were used in Section 6.4.2.

Three different tracking filters are evaluated in this case study. Georeferencing of
the image detections is used to acquire measurements and all filters use the same
set of measurements. The three tracking filters are:

132



7.5. Case Studies

Figure 7.1: The surface vessel used as target in all of the case studies in Chapter 7

• Filter 1 - Kalman filter with the constant velocity motion model (6.1) and
(7.6) as measurement model. This is a solution based on the linear formulation
described in Section 6.2 and used as benchmark.

• Filter 2 - Kalman filter with the Singer motion model (7.1)-(7.2) and (7.6)
as measurement model (note that (7.6) must be extended with 2 columns of
zeros because acceleration is a part of the state vector). This filter is used to
compare the Singer motion model with the constant velocity motion model
during typical vessel motion.

• Filter 3 - Kalman filter with the constant velocity motion model (6.1), and
where colored noise is modeled in the measurement model as outlined in
(7.7)-(7.12). This filter seeks to minimize the influence of colored noise in the
measurements due to navigation errors in the georeferencing algorithm.

The filter parameters are summarized in Table 7.1. The process noise is adjusted
to have the same influence in all tracking filters, but Filter 2 is different because
the Singer motion model has a distinct set of adjustable parameters. The process
noise standard deviation is chosen to be small (0.05 m/s2) for the constant velocity
motion model because the target tried to maintain constant course and speed,
which fits with the model.

The initial velocity is chosen to be zero because no prior information about the
velocity exist. The position is initialized with the first measurement. The initial
standard deviation in position is 10 m, which is larger than the measurement noise
to let the first few measurements correct the initial position quickly. The standard
deviation of the initial velocity is chosen much larger (100 m/s) because the ve-
locity is unknown initially. The standard deviation of the measurement noise is
chosen to be constant and equal to 7 m in both north and east, which is a typical
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Table 7.1: Filter parameters in case study 1

Parameter Filter 1 Filter 2 Filter 3
P(0) diag(102, 102

1002, 1002)
diag(102, 102, 1002,
1002, 0.012, 0.012)

diag(102, 102,
1002, 1002)

R diag (72, 72) diag(72, 72) diag(72,72)
Q σv = 0.05 (see

(6.2))
aM = 0.01, α =
1/10, pM = 0.05,
p0 = 0.7 (see (7.2)-
(7.4))

σv = 0.05 (see
(6.2))

georeferencing error at the given altitude. The mean absolute georeferencing error
in this case study is approximately 6 m.

The paths of the UAV and the vessel are displayed in Figure 7.2. The UAV operated
at an altitude of 350 m. Figure 7.3 shows the target position measured with a single-
frequency GPS receiver with update rate of 1 Hz together with the distribution of
georeferenced measurements. The measurements are clustered into three different
groups because the target was outside the field of view of the camera for extended
periods. The UAV flew over and past the target before it took a turn to do a new
flyover. This was repeated and gave three periods with target observations. Since
the frame rate of the camera is 7.5 Hz, many measurements were collected when
the target was within the field of view of the camera.

Figure 7.2: The paths of the UAV and the target

Figure 7.4 shows the root-mean-square estimation error in position for all tracking
filters together with the measurement errors. The single-frequency GPS receiver

134



7.5. Case Studies

-2800 -2600 -2400 -2200 -2000 -1800 -1600 -1400 -1200 -1000

East [m]

500

600

700

800

900

1000

1100

1200

1300

N
o

rt
h

 [
m

]

Georeferenced Positions

Measured Position (GPS)

Detected Position

Figure 7.3: Georeferenced positions together with true position measured by GPS

on-board the target is used as a reference for the ground truth position. This
is not necessarily a perfect reference so the results should be interpreted with
that in mind (especially the estimation error and NEES). The measurement error
is obviously equal for all tracking filters since the same measurements are used.
Figure 7.4 also shows the times when measurements are available (black crosses).
Note that this only corresponds to a total time of approximately 35 s. Therefore,
the target estimates are based on prediction for most of the time and explains why
the estimation error is larger initially. Filters 1 and 2 have the smallest estimation
error overall, but Filter 3 is closing in near the end. The estimation error in position
is below 5 m for all filters in the end, and mostly below 10 m when measurements
are available.

Figure 7.5 shows the estimated speed and course together with the reference. All
filters are able to estimate the speed and course accurately after the initial period.
The main difference is that Filter 3 converges more slowly, which may be a draw-
back with this filter. This is also the reason for why the predicted position of the
third filter drifts more than the other two initially. The large initial covariance in
velocity is the reason for why the speed and heading oscillate particularly much in
the beginning. Filter 3 is oscillating more than the other two, which is explained
by the whitening of the measurements. The whitening process increases the covari-
ance of the measurement noise. Consequently, the covariance of the state estimates
decreases slower than for the other filters.

Figure 7.6 shows NEES (only in position since an accurate true reference for the
north and east velocities is unavailable) and NIS for all filters. The NEES exceeds
the upper confidence bound for Filter 1 and Filter 2, and this means that the esti-
mated covariances are smaller than the corresponding estimation error. Thus, the
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Figure 7.4: The absolute estimation error in position and absolute measurement
errors
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Figure 7.5: Estimated speed and course

filters are too optimistic and assess the estimates to be more trustworthy than they
really are. This is in line with the experiences in the previous chapter. The third
filter has estimates of the covariance which represent the true error more correctly
since NEES is within the bounds, even though the filter perhaps is too pessimistic
in the beginning. This is obviously explained by the large initial covariance in ve-
locity. In retrospect, the initial covariance in velocity is unrealistically large and
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should have been reduced.

The NIS is similar for the different tracking filters and within the confidence
bounds. The NIS values are closer to the lower limit and this suggests that the
covariance of the measurement noise could have been reduced since NIS increases
with a reduction in the measurement noise covariance. However, this would in-
crease NEES even more and lead to covariance estimates that are further from
the truth. Since NIS is similar and a significant difference is experienced in NEES,
a bias is most likely present in the estimates. This is supported by the values in
Table 7.2 which summarizes the average results for the entire tracking period. The
mean estimation error in north is more than 8 m from the reference for all filters,
and is most likely because of a bias in the measurements caused by colored noise
in the navigation errors. Filter 3 is better equipped to handle such a situation as
the NEES shows, even though the root-mean-square estimation error is compara-
ble. Note that the mean absolute estimation error in position is larger than the
mean absolute measurement error because the estimates drift in periods without
measurements as illustrated in Figure 7.4. Thus, the statistics in Table 7.2 must
be interpreted with care.
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Figure 7.6: The normalized estimation error squared and the normalized innovation
squared for the different tracking filters

Figure 7.7 shows the correlation in the innovation sequences and the confidence
bounds. The innovation sequence is correlated for all tracking filters, but in a
much lower degree for the third filter. This is expected since the intention with
the third filter is to whiten the measurement noise and improve filter consistency.
Therefore, considering NIS, NEES and the correlation in the innovation sequences,
only Filter 3 is close to fulfilling the criteria for consistency. Note also that the
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Table 7.2: Average performance metrics in case study 1. ME = mean error. MAE
= mean absolute error.

Parameter Filter 1 Filter 2 Filter 3
ME measurements
[north, east]

[−3.77 m,
−0.94 m]

[−3.77 m,
−0.94 m]

[−3.77 m,
−0.94 m]

MAE georefer-
enced position

5.87 m 5.87 m 5.87 m

ME position esti-
mates [north, east]

[−9.2 m,
1.1 m]

[−8.6 m,
0.9 m]

[−21.6 m,
5.0 m]

MAE estimated
position

12.81 m 12.84 m 25.12 m

Mean NEES 15.65 13.08 1.88
Mean NIS 0.46 0.44 0.21

measurement noise must be tuned in a pessimistic manner for Filters 1 and 2 to keep
NIS within the bounds, which is important in data association. The measurement
noise covariance should obviously be reduced for the third filter, but was chosen
to be equal to the other filters to show the effect of this design with respect to
NEES. Thus, the third filter could perform better by reducing the measurement
noise covariance and this is supported by the low NIS and NEES values.
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Figure 7.7: The autocorrelation for the innovation sequences

This case study has proved that it is beneficial to model colored noise in the mea-
surement model to mitigate the effect of colored noise. The NEES is within the
confidence bounds for Filter 3, and the innovation sequences are almost uncorre-
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lated in contrast to the other solutions. However, the other solutions perform better
when considering the estimation error, but this could most likely be avoided by re-
ducing the measurement noise in the third filter as mentioned already. All filters
could potentially benefit from increasing the process noise covariance (this reduces
NEES), but at a cost of reducing the accuracy of the estimates. The trade-off be-
tween accuracy and consistency is particularly challenging without accounting for
colored noise, and is the main weakness of the solutions discussed in the previous
chapter.

A clear advantage with the Singer motion model has not been demonstrated in
this case study, but that is not too surprising because the target did not maneuver
much. Moreover, the solution using the Singer motion model performed equally
well as the solution based on the CV model so it can be used in tracking of floating
objects.

7.5.2 Case study 2 - Tracking of drifting vessel with correlated
noise

The second case study investigates the same topic as in the previous case study,
but for a slowly-moving target instead. An independent flight experiment was con-
ducted to collect thermal images of the same target. 2200 images of the target
were recorded in many periods spread over approximately 25 minutes. All detec-
tions were used as target measurements and no more than one object was detected
in a single image. 2200 images correspond to a continuous observation of the tar-
get in 300 s. Thus, measurements are only available for 300 s in the total tracking
period of 1500 s. This case study demonstrates how the system works for a longer
time period with varying amount of measurements.

The UAV was controlled by the Pixhawk autopilot during the experiment. The
path was chosen manually based on a map where the position of the target was
visible. Automatic path design using information from the tracking system could
have been utilized [104], but choosing the flight pattern manually was preferred
to ensure that the desired data were captured during different maneuvers to give
more variety in the data. The same set of filters as in the previous case study are
used here.

The filter parameters are summarized in Table 7.3 and will not be discussed as
thoroughly as in case study 1. The main difference is the reduction in the covariance
of the process noise (the standard deviation is a fraction of 5 smaller), which is
explained by the lower velocity of the target. This also explains the lower initial
covariance in the velocity. The standard deviation of the measurement noise is
increased to 13 m because the georeferencing errors are larger in this case study.
This is most likely because the UAV followed a path similar to the figure eight
(see Figure 7.8), which gives more variation in the attitude. The UAV followed
primarily straight-line segments in the previous case study, which normally reduce
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Figure 7.8: The paths of the UAV and target

Table 7.3: Filter parameters in case study 2

Parameter Filter 1 Filter 2 Filter 3
P(0) diag(132, 132, 1,

1)
diag(132, 132, 1, 1,
0.01, 0.01)

diag(132, 132, 1,
1)

R diag (132, 132) diag(132, 132) diag(132, 132)
Q σv = 0.01 aM = 0.002, α =

1/10, pM = 0.05,
p0 = 0.7

σv = 0.01

the georeferencing error.

The paths of the UAV and the vessel are displayed in Figure 7.8. The UAV operated
at a varying altitude of 200 m to 300 m. The target was drifting in the water and
moved only a short distance even though the experiment lasted for 25 min. Figure
7.9 shows the same path of the target, which was measured with a single-frequency
GPS receiver at 0.5 Hz, together with the position estimates from the tracking
filters. The root-mean-square estimation error in position and the measurement
errors are displayed in Figure 7.10. The accuracy is more similar in this case study,
although Filter 3 still has the largest estimation error on average.

Figure 7.11 shows NEES (in position) and NIS for all filters. The NEES is larger
than the upper confidence limit for Filter 1 and Filter 2, and implies that the
estimated covariance is lower than the corresponding estimation error. Thus, Filters
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Figure 7.9: Estimated position for all tracking filters

Table 7.4: Average performance metrics in case study 2. ME = mean error. MAE
= mean absolute error.

Parameter Filter 1 Filter 2 Filter 3
ME measurements
[north, east]

[1.59 m,
−0.32 m]

[1.59 m,
−0.32 m]

[1.59 m,
−0.32 m]

MAE georefer-
enced position

9.68 m 9.68 m 9.68 m

ME position esti-
mates [north, east]

[0.8 m,
−0.4 m]

[0.9 m,
−0.4 m]

[0.2 m,
−0.5 m]

MAE estimated
position

5.08 m 5.12 m 6.22 m

Mean NEES 11.53 10.12 1.34
Mean NIS 0.69 0.67 0.12

1 and 2 are too optimistic as experienced in the previous case study. The NIS is
similar for Filters 1 and 2, but smaller for the third filter. This is supported by
the values in Table 7.4, which summarizes the average results in case study 2. The
estimation error is larger for Filter 3 on average (6.22 m compared to 5.08 m and
5.12 m for Filters 1 and 2, respectively), but the estimate of the covariance is more
accurate since NEES is within the confidence bounds for almost the entire tracking
period. Moreover, the estimation error could be reduced for Filter 3 by reducing
the measurement noise covariance as discussed in the previous case study.

Figure 7.12 shows the correlation in the innovation sequences. The innovation se-
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Figure 7.10: The estimation and measurement errors
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Figure 7.11: The normalized estimation error squared and the normalized innova-
tion squared

quence is correlated for all tracking filters, but in less degree for the third filter.
The influence of colored measurement noise is obvious for Filters 1 and 2, which is
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expected as they neglect it in the design. Considering correlation, NIS and NEES,
only Filter 3 is close to fulfilling the criteria for consistency.
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Figure 7.12: The autocorrelation for the innovation sequences

Both this case study and the previous have shown that colored noise is propa-
gated into the tracking system through georeferencing, and that Filter 3 is better
equipped to mitigate colored noise. The same difference in performance has not
been illustrated between Filters 1 and 2. Therefore, a clear benefit with the Singer
motion model has not been demonstrated. Nevertheless, it is not a major sur-
prise because the target was not maneuvering extensively. In a situation with more
maneuvers, the Singer model is expected to surpass the constant velocity motion
model in accuracy.
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7.5.3 Case study 3 - Tracking of high-speed vessel with the SKF

The objective in the third case study is to compare the EKF derived in Section 6.3
with the SKF presented in Section 7.4 when tracking of a high-speed target is of
interest. Thus, the data from Section 7.5.1 and Section 6.4.2 are revisited. The same
tuning is used as in Section 6.4.2 where the EKF was studied. The only difference
is that the covariance of the measurement noise is increased to (30 pixels)2 in both
image dimensions (from 202) because the same measurement noise covariance is
desired in this case study and the next. The measurement noise covariance could
have been reduced significantly here, but results in poor performance in the next
case study. A generic tuning is desired to prove that the system works in several
scenarios.

Both the EKF and SKF use the CV motion model with σv from (6.2) equal to
(0.05 m/s2)2. The initial covariance in the north and east positions are (10 m)2 and
the corresponding velocities have covariance (10 m/s)2. The initial covariance in
velocity is not very far from the values proposed in [75] (v

2
max
3 ) for initialization

based on a single position measurement, and corresponds to a maximum possible
target velocity of 17 m/s. Most vessels operate at much lower speeds, but the initial
covariance should account for the maximum possible target velocity. The paths of
the UAV and the target were displayed in Figure 7.2. Clutter and false alarms are
not considered in this case study, and only one target is present.

Figure 7.13: Estimated UAV attitude by the MEKF. The segment between the
black vertical lines is the tracking period.

The navigation states of the UAV were estimated by the MEKF described in Sec-
tion 7.3. The estimated attitude and velocity are shown in Figures 7.13 and 7.14,
respectively. The estimates are compared with the estimates from the Pixhawk
autopilot because a true reference is unavailable. The estimates from the MEKF
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are comparable to the estimates from the autopilot, and a significant difference is
not observed. Tuning of the MEKF is not described because it is less relevant for
the purpose of this case study.
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Figure 7.14: Estimated UAV velocity by the MEKF. The segment between the
black vertical lines is the tracking period.

A more interesting factor is the magnitude of the estimated covariance in the
navigation uncertainty since it is used in the tracking system. The covariance is
nearly constant in the tracking period. The mean estimated standard deviations for
the north, east and down positions are 8 cm, 8 cm and 7 cm, respectively. The mean
estimated standard deviations for the roll, pitch and yaw angles are 1.35°, 1.30° and
2.65°, respectively. The uncertainty in the position is obviously less influential than
the attitude [46]. The estimated standard deviation is small in position because
position measurements were provided with RTK capability.

Figure 7.15 shows the attitude error when the autopilot is used as reference. More-
over, confidence bounds given by two times the estimated standard deviation are
also displayed. Figure 7.16 shows the same error and confidence bounds for the esti-
mated velocity. The roll and pitch errors are mainly within the confidence bounds.
The yaw error is not equally small, particularly in the tracking period. Mainly
straight-line paths were followed during the tracking period. Consequently, it is
more difficult to estimate the heading in wind because of sideslip. The autopilot
uses a magnetometer as heading reference in contrast to the MEKF which only has
the two-antenna GNSS solution. The difference in estimated heading influences
the estimation error in velocity since the attitude affects the velocity as shown in
the kinematic equations in Section 7.3.4. Note that the autopilot is not necessarily
more reliable than the MEKF so the difference can both be because of the MEKF
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and the autopilot.

Figure 7.15: UAV attitude error for the MEKF when the autopilot is used as
reference. The confidence bounds are given by two times the standard deviation.
The segment between the black vertical lines is the tracking period.

Figure 7.16: UAV velocity error for the MEKF when the autopilot is used as refer-
ence. The confidence bounds are given by two times the standard deviation. The
segment between the black vertical lines is the tracking period.

The estimated total speed of the UAV is shown in Figure 7.17. The impact of wind
can be observed because of the severe variations in total speed. They are mainly
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Table 7.5: Average performance metrics in tracking of high-speed target in case
study 3. ME = mean error. MAE = mean absolute error

Parameter EKF SKF
ME position estimates
[north, east]

[−4.1 m, −1.2 m] [−2.9 m, −1.3 m]

MAE estimated position 9.4 m 8.7 m
Mean NEES 7.90 0.40
Mean NIS 0.42 0.37

caused by headwind and tailwind, even though the total speed also decreases in
turns. Therefore, it is likely that a significant crab angle was present during the
flight and affects the accuracy of the estimated heading angle.
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Figure 7.17: Estimated total speed of the UAV. The segment between the black
vertical lines is the tracking period.

The estimation errors in target position are shown in Figure 7.18. The estimated
target paths are shown in Figure 7.19. The main results of this case study are
summarized in Table 7.5. The accuracy of the estimated position is comparable for
the EKF and the SKF, but the SKF is more accurate overall. The mean estimation
error is closer to zero and the average absolute estimation error is also smaller.

The estimated target speed and course are displayed in Figure 7.20. It is hard to
observe a major difference, but the estimated speed and course from the SKF are
more accurate initially and this explains why the estimated position of the EKF
drifts more in the beginning of the period (the first segment without measure-
ments).
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Figure 7.18: Estimation error in target position
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Figure 7.19: Estimated target path and reference

The largest difference is experienced in Figure 7.21 where the NIS and NEES (in
position) are shown. The NEES is outside of the confidence bounds for the EKF in
periods without measurements and the filter is too optimistic with a wrong covari-
ance estimate. The SKF on the other hand has the opposite behavior. In fact, the
SKF is actually too pessimistic. Therefore, the measurement noise covariance could
have been reduced as mentioned in the previous case studies. This is also supported
by the NIS, which is small. It is obviously possible to reduce the NEES for the EKF
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Figure 7.20: Estimated target speed and course together with reference for the
extended Kalman filter (EKF) and the Schmidt Kalman filter (SKF)
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Figure 7.21: Normalized estimation error squared and normalized innovation
squared for the extended Kalman filter (EKF) and Schmidt Kalman filter (SKF)

by increasing the measurement noise covariance. However, the measurement noise
standard deviation must be increased to 60 pixels (from 30) to maintain consis-
tency. This is much larger than the expected measurement noise from the object
detection algorithm, and a solution that must be tailored to every new set of data.
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Consequently, it is not robust in the same sense as the SKF even though such a
solution does not necessarily affect the accuracy negatively. The results presented
in this case study are further discussed at the end of the next case study.

7.5.4 Case study 4 - Tracking of slowly-moving vessel with the
SKF

The final case study in this thesis has the same objective as the previous one, but
the SKF is investigated for a slowly-moving boat. Data from two independent flight
experiments are used. The first flight consists of target detections in 600 images
(corresponds to 80 seconds with detections) spread over a period of 750 seconds.
The detections are spread into 10 segments. The second flight consists of 2400
target detections (corresponds to 320 seconds) over a period of 1500 seconds. The
detections are spread into segments in the second flight as well. Both the EKF and
SKF are tuned in the exact same manner as in the previous case study. Remember
that the previous case study concerned a high-speed target so the behavior of the
targets are different even though the same tuning is used.

Flight 1

Figure 7.22: The paths of the UAV and target in flight 1

The tracking segment investigated here is a part of the data used in Section 6.4.2
for the slowly-moving target. The paths of the UAV and the vessel are displayed
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in Figure 7.22. The UAV operated at an altitude of 300 m and in a figure-eight
pattern. Consequently, the attitude of the UAV varied more during this flight than
in the previous case study where straight-line segments were followed during target
observations.
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Figure 7.23: Estimated UAV attitude in flight 1
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Figure 7.24: Estimated UAV velocity in flight 1

The UAV attitude and velocity were estimated by the MEKF and shown in Figures
7.23 and 7.24, respectively. The large visible difference in yaw is caused by jumps
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between −π and π. The mean estimated standard deviations for the error states
in the north, east and down positions are 43 cm, 43 cm and 68 cm in the tracking
period, respectively. The mean estimated standard deviations for the roll, pitch
and yaw angles are 1.22°, 1.24° and 2.63°, respectively. The standard deviation
in position is larger here than in the previous case study because the IMU was
weighted more in the navigation filter. This was caused by the flight pattern which
was dominated by turns.

Figures 7.25 and 7.26 show the UAV attitude and velocity errors, respectively. The
autopilot is used as reference. The roll error is larger in this flight, but the majority
of the estimates are within two times the standard deviation. The largest errors
occur during turns. This can be because of a small synchronization error between
the autopilot and the MEKF since the roll angle changes quickly in turns. The
yaw error is also non-zero in parts of the flight and the largest errors coincide with
when the roll error is severe. Therefore, the attitude errors in roll, pitch and yaw are
correlated. The velocity errors are mostly within two times the standard deviation.
Velocity errors outside of the confidence bounds occur at times where the attitude
error is most severe.
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Figure 7.25: UAV attitude error for the MEKF in flight 1. The autopilot is used as
reference and the confidence bounds are given by two times the standard deviation.

The estimated total speed is shown in Figure 7.27. The impact of wind can be
observed in this flight as well. The total speed is about 15 m/s in headwind and
about 24 m/s with tailwind. The total estimated speed is comparable for the MEKF
and the autopilot, even though the velocity errors in NED are non-zero. This
confirms that the main difference between the MEKF and the autopilot is related
to the attitude.
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Figure 7.26: UAV velocity error for the MEKF in flight 1. The autopilot is used as
reference and the confidence bounds are given by two times the standard deviation.
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Figure 7.27: Estimated total speed of the UAV in flight 1

The estimation errors in target position are shown in Figure 7.28. The estimated
target path is shown in Figure 7.29. The main results of this flight are summarized
in Table 7.6. The SKF is more accurate than the EKF. The EKF drifts in periods
without measurements while the SKF manages to predict the position quite ac-
curately. This means that the velocity is estimated more accurately for the SKF.
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This is also supported by the estimation errors in Table 7.6.
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Figure 7.28: Estimation error in target position in flight 1
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Figure 7.29: Estimated target path in flight 1

The estimated target speed and course are displayed in Figure 7.30. The EKF
manages to estimate the total speed accurately, but the estimated course is wrong
and it never converges in the same sense as for the SKF. This explains why the EKF
drifts more in periods without measurements and this behavior was also observed
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Table 7.6: Average performance metrics in case study 4 and flight 1. ME = mean
error. MAE = mean absolute error

Parameter EKF SKF
ME position estimates
[north, east]

[10.5 m, 1.76 m] [4.44 m, 0.08 m]

MAE estimated position 15.0 m 8.79 m
Mean NEES 17.8 1.07
Mean NIS 1.84 1.84
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Figure 7.30: Estimated target speed and course together with reference for the
extended Kalman filter (EKF) and the Schmidt Kalman filter (SKF) in flight 1

in the previous case study. Since both the EKF and SKF use the same motion
model and the same set of measurements, one can conclude that the SKF is more
accurate in this flight.

The NIS and NEES (in position) are displayed in Figure 7.31. The NIS is actually
similar for both filters and within the confidence bounds for most measurements.
However, a few measurements are outside of the confidence bounds, but that is
not necessarily an issue for consistency. Nevertheless, it can be an issue for the
validation region in measurement association if measurements are discarded. The
largest NIS values occur when there is a long time since the previous measurement
and that is the expected behavior.

The NEES is not similar. The EKF has NEES that is much larger than the upper
confidence bound in every period solely based on prediction. This means that the
filter is too optimistic and that the estimated covariance in position is much smaller
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than the corresponding estimation error. The SKF on the other hand is within the
confidence bounds except for a short initial period. This supports the findings in
the previous case study and shows that the SKF is able to maintain consistency
when the regular design with the EKF struggles. Thus, the benefit of accounting
for navigation uncertainty is demonstrated in this flight as well.
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Figure 7.31: Normalized estimation error squared and normalized innovation
squared for the extended Kalman filter (EKF) and Schmidt Kalman filter (SKF)
in flight 1

Flight 2

The second flight uses a part of the data investigated in Section 5.6.2. The paths of
the UAV and target are displayed in Figure 7.32. The UAV operated at an altitude
of 200 m to 300 m in a figure-eight pattern. Thus, the UAV motion was similar
to flight 1, but the altitude was lower in the first half of the tracking period. In
addition, the target moved slower during this flight and only drifted in the water.

The UAV attitude and velocity were estimated by the MEKF and are shown in Fig-
ures 7.33 and 7.34, respectively. The visible difference in yaw is caused by the same
jumps between −π and π as in flight 1. The mean estimated standard deviations
for the north, east and down positions are 87 cm, 87 cm and 1.42 m, respectively.
The mean estimated standard deviations for the roll, pitch and yaw angles are
1.73°, 1.78° and 2.48°, respectively. Figures 7.35 and 7.36 show the attitude and
velocity errors, respectively. The autopilot is used as reference. The roll and pitch
errors are smaller in this flight. The yaw error is still quite large, but smaller than
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Figure 7.32: The paths of the UAV and target in flight 2

0 200 400 600 800 1000 1200 1400 1600
-50

0

50

ro
ll 

[d
e
g
]

Attitude

MEKF

Autopilot

0 200 400 600 800 1000 1200 1400 1600

-10

0

10

20

p
it
c
h
 [
d
e
g
]

0 200 400 600 800 1000 1200 1400 1600

time[s]

-200

0

200

y
a
w

 [
d
e
g
]

Figure 7.33: Estimated UAV attitude in flight 2

in flight 1. The velocity errors are also smaller in this flight and explained by the
increased similarity for the attitude estimates. The velocity errors outside of the
confidence bounds are not substantial and mainly occur because of turns.

The estimated total speed of the UAV is shown in Figure 7.37. The MEKF esti-
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Figure 7.34: Estimated UAV velocity in flight 2

Table 7.7: Average performance metrics in case study 4 and flight 2. ME = mean
error. MAE = mean absolute error

Parameter EKF SKF
ME position estimates
[north, east]

[−3.32 m, 3.65 m] [−4.83 m, 3.11 m]

MAE estimated position 8.80 m 8.04 m
Mean NEES 40.4 2.99
Mean NIS 1.75 1.09

mates a larger total speed than the autopilot. The wind effect was perhaps a bit
smaller in this flight since the difference between the largest and smallest values
is smaller. Reduced wind is a likely explanation for the reduced difference in the
estimated attitude between the autopilot and the MEKF. Note that the attitude
error indicates that a bias might be present in roll and yaw.

The estimation errors in target position are shown in Figure 7.38. The main re-
sults of this flight are summarized in Table 7.7. The performance, with respect to
tracking accuracy, is comparable for the EKF and SKF. The EKF has the average
estimation error closest to zero, but the SKF has the smallest average absolute
estimation error. The estimation error in target position shows that the estimation
error for the SKF oscillates less than for the EKF. This was also observed in the
previous flight even though the drift was more significant there. The average ab-
solute estimation error is smaller in this flight. That can both be because of the
reduced altitude of the UAV and the vessel speed, which was smaller during this
experiment.
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Figure 7.35: UAV attitude error for the MEKF in flight 2. The autopilot is used as
reference and the confidence bounds are given by two times the standard deviation.

Figure 7.36: UAV velocity error for the MEKF in flight 2. The autopilot is used as
reference and the confidence bounds are given by two times the standard deviation.

The estimated target paths of both the EKF and SKF are shown in Figure 7.39. The
position of the EKF oscillates more and that was expected based on the oscillations
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Figure 7.37: Estimated total speed of the UAV in flight 2
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Figure 7.38: Estimation error in target position in flight 2

in the estimation error. The initial estimation error is due to the large initial
covariance in the velocity and the poor accuracy in the first few measurements,
which lead to poor velocity estimates initially. Note that the vessel only moved
approximately 200 m during the tracking period.

Figure 7.40 shows the estimated target speed and course. The estimated speed
is lower for the SKF and explains why the position estimates oscillate less. The
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Figure 7.39: Estimated target path in flight 2

EKF never manages to find the correct speed, but closes in near the end. Drift
in the position estimates is avoided because enough measurements are available.
Both the EKF and the SKF struggle to estimate the correct course. The SKF
converges halfway into the tracking period and is more accurate than the EKF.
The EKF never manages to find the correct course. Note that both the speed and
course references were gathered with a single-frequency GPS receiver. Moreover,
the speed of the vessel was so low that the course might be inaccurate at times and
not properly defined. The course reference could have been smoothed, but the raw
data are shown here because it was used in the previous case studies. Nevertheless,
these results show that the SKF estimates the speed and course more accurately,
but that it does not affect the accuracy of the estimated position in a significant
manner due to the total amount of measurements.

Figure 7.41 shows NIS and NEES (in position) for both tracking filters. The NEES
is never within the confidence bounds for the EKF, which means that the estimated
covariance is too small in this flight as well. Thus, this is a trend observed in several
case studies and a weakness with the EKF. The SKF on the other hand, has NEES
within the confidence bounds for most of the time and has a better performance
with respect to consistency. This flight also shows a significant difference in NIS in
contrast to the first flight. The NIS for the EKF is too large for several measure-
ments and explained by a small innovation covariance. Thus, the covariance of the
measurement noise should have been increased for the EKF. The SKF also has a
few measurements outside of the confidence bounds. Nevertheless, this behavior is
normally accepted since the majority of the measurements are within the bounds.
Note that NIS and NEES, for the SKF, indicate that that the filter parameters fit
well with the target behavior in this flight. This is because both of these measures
are neither too low or too high with respect to the confidence bounds.
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Figure 7.40: Estimated target speed and course together with reference for the
extended Kalman filter (EKF) and the Schmidt Kalman filter (SKF) in flight 2
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Figure 7.41: Normalized estimation error squared and normalized innovation
squared for the extended Kalman filter (EKF) and Schmidt Kalman filter (SKF)
in flight 2

A comprehensive amount of data have been used to compare the EKF with the
SKF in case studies 3 and 4. A few conclusions can be made based on the results:
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• The SKF is more accurate and is especially better when it comes to estimating
the speed and course.

• The position estimates with the EKF are accurate, but are weak for long
periods solely based on prediction.

• The major difference between the SKF and EKF is observed for the NEES
where the EKF is overconfident. The estimated covariance is much smaller
than the corresponding estimation error and this is an issue in data associ-
ation. It is possible to increase the measurement noise covariance, but it is
hard to generalize such a solution to fit new data. The SKF on the other
hand, works for a fixed set of filter parameters as shown in case studies 3 and
4. Moreover, it is more robust and reliable with respect to NEES.

• Even though the SKF is superior in some means, the necessary covariance
of the measurement noise is larger than the expected uncertainty in the de-
tection algorithm. Consequently, the navigation uncertainty is not mitigated
perfectly. This is most probably because the constant bias assumption is
naive at times. The navigation error is not constant throughout a long flight.
Moreover, the SKF is not necessarily able to remove the correlation in the
innovations in the same sense as the method in Section 7.2.

• The same tuning was used in both case studies and different results were
achieved. The tuning matched the data in the final case study better and
it highlights the challenge one have when tracking unknown targets. The
behavior is unknown beforehand so it is impossible to find parameters that
are ideal in many different scenarios. Nevertheless, it is possible to identify
values that are acceptable in several scenarios as shown in these case studies.

• The covariance of the navigation estimates play a major rule on the result.
This is particularly observable in the NEES where the major difference be-
tween the EKF and SKF is casued by the navigation uncertainty. Moreover,
the attitude is again the critical factor and a standard deviation of about 1°
to 2° in roll, pitch and yaw seems to have the desired effect. The influence of
the position uncertainty is negligible unless the standard deviation is large (5
meters or greater). Therefore, it is confirmed that the attitude is the critical
factor for tracking of floating objects with optical sensors.
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Chapter 8

Conclusions & Future
Possibilities

This thesis has investigated tracking of floating objects using a monocular optical
sensor. Seven chapters have been dedicated to describe and investigate this topic.
The first chapter gave an introduction to the subject and tried to motivate and
explain why the work in this thesis is useful. The subsequent two chapter gave a
fundamental introduction to sensors, UAVs and target tracking. Chapter 4-7 con-
sidered everything from detection of floating objects to georeferencing and ended
up with specific methods for tracking of floating objects. Moreover, numerous case
studies have been designed and carried out to investigate the matter at hand. This
thesis has, with one exception, been based on experimental data. The main focus
has been on improving the accuracy of existing solutions while also highlighting is-
sues related to optimality and consistency. The results of this thesis were described
in 13 major case studies used to investigate different topics.

This chapter concludes this research and ties the results of the different case studies
together. It has been divided into the following two parts:

• Section 8.1 concludes this thesis. The concluding remarks are based on the ex-
perimental results and summarize the main trends. Strengths and limitations
with this thesis are also discussed thoroughly.

• Section 8.2 discusses future possibilities and issues that should be investi-
gated further. This part is based on the experience gathered throughout this
research and gives recommendations for next steps that follow naturally from
this work.
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8.1 Conclusions

This thesis has looked into several aspects regarding tracking of floating objects us-
ing fixed-wing UAVs. The primary sensor used for this purpose has been a thermal
camera operating in the LWIR part of the infrared spectrum. A thermal camera
was chosen because of the distinct thermal signature of typical objects at sea.
Nevertheless, the methods presented in this thesis are equally applicable for other
optical sensors, such as a visual spectrum camera. Only the detection algorithm
must be changed in such a scenario. The thesis has focused on demonstrating
different methods through analysis of experimental data, and investigating the ac-
curacy in real applications. Moreover, real-time feasibility has been a requirement
throughout this work, even though most of the results have been post-processed
after the experiments.

8.1.1 Overview

Chapter 1 introduced the scope of this thesis from a remote sensing perspective. It
was emphasized why UAVs equipped with optical sensors are a significant capacity
in missions where mapping and surveillance are the main objectives. Research
challenges were addressed and the main objectives and contributions of this thesis
were specified.

Chapter 2 went on to describe UAVs and optical sensors in more detail. Common
terms and expressions were defined and fundamental information regarding the
electromagnetic spectrum and optical sensors were presented. A tailor-made pay-
load for detection and tracking of floating objects was developed as a part of this
research and the payload was described in this chapter. Sensor calibration and time
synchronization were also addressed, and are factors that are often neglected in re-
search. These topics are perhaps the most important considerations when dealing
with experimental data.

Chapter 3 gave a basic introduction to target tracking. Related literature was de-
scribed and recent trends within this field were highlighted. Moreover, the different
parts of a general tracking system were introduced and everything from Bayesian
tracking of a single target to data association and multiple target tracking were
described. Track maintenance and consistency criteria were also addressed. This
chapter ended the first part of this thesis, which gave the necessary background for
the methods discussed in the rest of this research.

The second part of this thesis started with Chapter 4 where object detection in
optical images was discussed. Related literature and existing work were presented
and connected to detection of floating objects. The chapter went on to discuss
feature detectors and how they can be used to find objects at sea. Feature detectors
cannot be used as a standalone solution. However, features at the sea surface are
rare in thermal imagery, and can for instance be used to guide another detector into
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parts of an image that should be investigated more thoroughly. The chapter also
described a specific method for detection of floating objects in thermal imagery. The
method utilizes the typical difference in emissivity for floating objects compared
to the sea surface.

The final part of Chapter 4 contained two independent case studies. The first was
used to illustrate how floating objects are detected. The second was used to illus-
trate that a similar procedure works in a different scenario and environment with
a visual spectrum camera. The results showed that the floating object detection
algorithm has a detection probability close to 1 in detection of marine vessels.
Moreover, clutter and false positives were rare and not expected in general. The
lack of false positives and clutter is a huge advantage in this scenario because these
factors complicate tracking systems, and is a fundamental challenge in radar track-
ing. Because of these experiences, state estimators that can handle large amount
of clutter have not been studied extensively in this thesis and other aspects have
been prioritized. This is different from most existing literature that focus mostly
on tracking systems that can handle a large amount of false positives.

Chapter 5 concerned georeferencing of pixels in optical images, which was used to
map targets detected in a single image to an Earth-fixed coordinate frame. Related
literature was described and a specific algorithm for georeferencing of images with-
out ground reference markers was derived. Moreover, the need for compensation
of mounting misalignments was stressed and proved with a sensitivity analysis. A
specific method for detecting camera mounting misalignments was derived. The re-
lationship between target velocity and optical flow was also derived in this chapter
under a set of assumptions. This relationship is a useful theoretical result, but is
sensitive to timing errors and uncertainty in the navigation states of the UAV. A
navigation system based on a nonlinear observer was introduced as an alternative
to using the autopilot navigation data.

The final part of the fifth chapter presented three independent case studies. The
firs two investigated georeferencing of a static object and of a moving marine vessel.
Both of these case studies showed that the mean position was within two meters
from the true position, and the performance was comparable to results achieved at
much lower altitudes previously. This is a significant step forward because the error
usually is proportional with the altitude of the UAV. Moreover, the necessity of time
synchronization and calibration of misalignment errors were demonstrated. The
final case study looked into target velocity reconstruction using optical flow. The
reconstructed velocity was noisy, but the mean velocity was reasonable, especially
because the autopilot navigation data were used without time synchronization or
misalignment calibration.

Chapter 6 investigated tracking of floating objects without considering navigation
uncertainty. Both a linear and nonlinear solution were presented with everything
from modeling, to calculation of the validation region and tuning of filter parame-
ters. This chapter was based on the previous three chapters and used methods from
Chapter 3 to create the tracking systems. In addition, the floating object detection
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method and the georeferencing algorithm were utilized in the tracking system. A
comprehensive amount of results were presented in four independent case studies
based on experimental data from different flight experiments. Data association was
investigated and the linear and nonlinear architectures were compared experimen-
tally. A case study considering multiple targets was also presented and showed
why it can be beneficial to use object properties such as size, shape and emissiv-
ity in data association. The accuracy of the results was convincing compared to
existing results in the literature and supported the accuracy of the georeferencing
results in Chapter 5. However, a few issues related to colored noise, consistency
and optimality were experienced and described.

Chapter 7 looked into these issues which mainly were related to navigation un-
certainty. Therefore, target tracking in the presence of navigation uncertainty was
the main topic of this chapter. Two different strategies were presented. The first
strategy was used to account for colored noise in the motion and measurement
models. The second strategy incorporated the uncertainty of the navigation esti-
mates directly in the tracking system by using the Schmidt-Kalman filter. This
architecture requires access to the covariance of the navigation estimates. Conse-
quently, an error-state Kalman filter (MEKF) was introduced and used to provide
navigation estimates with a corresponding covariance. The chapter ended with four
independent case studies that compared the methods presented in this chapter with
the methods from Chapter 6. Some of the main issues related to colored noise and
consistency were mitigated with these methods. Moreover, the SKF estimated the
target states more accurately than the EKF.

8.1.2 Challenges and lessons learned

Tracking of floating objects using UAVs with a monocular optical sensor has been
studied previously, but not very extensively. This thesis has investigated this topic
further and tried to develop clever ways to face the most common challenges. A
fundamental requirement stated in the beginning of the thesis was related to real-
time feasibility. This has served as guideline when considering whether a method
is appropriate or not.

This thesis has utilized a detection algorithm for floating objects that can be exe-
cuted on the on-board computer. It has proven to be robust and reliable in detection
of floating objects. Nevertheless, it is limited to work in situations where an object
is present in front of a homogeneous background. It is not working equally well
over land and must be tuned differently in such a situation. Object detection in
visual spectrum imagery is dominated by deep learning, but detection in thermal
images is not developed that far currently. Running convolutional neural networks
on small embedded computers is resource-demanding in general even though some
examples exist. Moreover, a substantial amount of training data must be gathered
and that is difficult to acquire. Thermal images only consist of an intensity channel
and do not possess color information. It is not given that deep learning is the way
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to go in floating object detection, but it is something that should be studied in the
future.

The main weakness in the detection algorithm is the parameters that must be
adjusted manually. Especially the minimum required area could potentially prevent
the detector from finding small objects such as people in the water. This obviously
also depends on the altitude of the UAV, which directly affects the size of objects
mapped to the image frame. Reducing the required size of an object could result
in some noise being interpreted as an object and increase the amount of false
positives. However, this is not critical if the tracking system is adjusted to handle
clutter. Because of the emissivity differences between the sea surface and objects, it
is also possible to detect floating objects that do not have a temperature difference
compared to the sea surface. However, the algorithm is mainly tested for marine
vessels so it should be developed further to handle other types of targets.

How to improve the accuracy of georeferencing has been a fundamental research
question during this work. The main bottleneck in georeferencing of optical images
is not the accuracy of the detection algorithm. It is related to knowing the sensor
pose accurately at the time of image capture, and involves both calibration and
time synchronization. Even though these challenges are closely related to engineer-
ing, they raise some interesting research questions. Calibration should be reliable
and also validated somehow. Moreover, requirements related to necessary accuracy
in mounting and time synchronization are not clearly defined in the literature.
Some argue that the only reliable way to validate a georeferencing system is to
conduct flight experiments. This is quite demanding because it requires planning
and resources. This thesis has mainly evaluated the georeferencing platform exper-
imentally, but the expected accuracy was also investigated with a motion capture
system.

Tracking of objects on the sea surface has been the most prominent objective in
this work. The Kalman filter and the extended Kalman filter have been used as a
base. The lack of literature for this particular application led to the use of simple
state estimators initially. Thus, a weakness is that more advanced alternatives have
not been investigated experimentally. The reliability of the detection algorithm has
made simple estimators applicable. However, this also limits the usefulness in other
scenarios such as tracking of ground objects over land because more clutter must be
expected. Both the linear and nonlinear tracking architectures resulted in challenges
related to tuning and optimality. This is the fundamental challenge investigated
in this thesis and some of the issues have been mitigated in Chapter 7. Moreover,
the lack of clutter has made initialization of the tracking filters simple, especially
when georeferencing has been utilized. This has worked well for tracking of marine
vessels, but is obviously more challenging in other situations. Nevertheless, many
of the issues that have been revealed in this work are also relevant for tracking of
ground objects because they are related to how images are captured and processed.
Consequently, these issues are relevant if other tracking solutions are used instead.

The thesis has investigated tracking of a single target extensively with a large
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amount of experimental results. A multi-target scenario was also studied in Section
6.4.4, but it is challenging to design and collect data with several targets. Thus,
more work should be conducted on data association and multi-target tracking in
the future. A firm data association method was utilized, but the robustness of
this method has not been investigated as thoroughly as desired. In radar tracking,
it is more common to use soft data association and allow multiple measurements
to affect a single target. Comparing firm and soft data association in tracking of
floating objects is a topic that should be studied further. Firm association could
lead to track swaps more quickly, but is at the same time more suitable for optical
sensors in contrast to radars. Image classification and object properties can be used
to aid the data association procedure. Consequently, firm data association is more
trustworthy in this scenario than in radar tracking.

8.2 Future Work

Mapping and surveillance of the sea surface are research topics that is of further
interest in the near future. Autonomous ships need real-time information about
the proximity of the ship to make decisions. UAVs can be of assistance for larger
ships that need longer time to adjust their path and course. Future work include
development of better and more accurate methods for all parts of the tracking
system, including detection, georeferencing, data association and the tracking filter
itself.

Even though the detection algorithm has performed satisfactorily, it is necessary
to study other alternatives in the future. Object detection based on convolutional
neural networks is becoming feasible on embedded computers and should be stud-
ied for thermal images. Neural networks are not necessarily going to be equally
effective in thermal imagery as for visual spectrum images, but is an open research
question. Moreover, the ability to detect other objects on the sea surface such as
marine mammals, icebergs and fishing equipment need to be addressed. Therefore,
evaluating the existing method on new data and compare it with methods based
on deep learning would increase the scope for when the detector is applicable.

The main pitfalls in georeferencing have been studied extensively in this thesis from
a system perspective. Calibration and time synchronization have been addressed,
and are always going to be important. The influence of the UAV path has not
been studied in details and is also a factor that affects the accuracy of georefer-
encing. The georeferencing error is smaller in level flight than during maneuvers
with extensive roll or pitch motions. This is because the ray from the camera to
the ground increases with roll and pitch motions and makes navigation errors more
critical as shown in Tables 5.1-5.3. Consequently, path planning is of interest as it
is desired to observe objects in level flight. Note that the observability of the nav-
igation system typically increases with dynamical behavior. Therefore, increased
observability during roll and pitch motions might counteract the expected growth
in the georeferencing error as long as a constant bias is avoided (e.g. mounting
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misalignments).

Path-planning is obviously also of interest to ensure that existing targets are revis-
ited within an appropriate amount of time. Since the georeferencing error depends
on the pose of the UAV, it is interesting to see if it is possible to tune the filter
parameters in tracking systems in a way that depends on the motion of the UAV.
Measurement noise that is proportional to the altitude of the UAV has been men-
tioned, but could be extended further to depend on the magnitude of the roll and
pitch angles. Increased georeferencing error is also expected closer to the image
boundaries so the measurement noise could also depend on the object position in
the image.

Colored noise and consistency issues have been a recurring theme in the experi-
mental work. The Schmidt-Kalman filter worked particularly well and is a natural
choice because navigation uncertainty is incorporated directly in the tracking filter.
Colored noise originates from the non-Gaussian nature of the navigation uncer-
tainty. Tracking filters based on sampling methods that handle other probability
distributions could be of interest. For example the unscented Kalman filter is com-
putationally feasible and is perhaps equipped to handle tracking from UAVs in a
good manner. That is the natural next step for the filtering part of the tracking
system. Another interesting possibility is to incorporate target visibility and exis-
tence in the tracking filter through methods such as JIPDA [82]. Modeling target
visibility is particularly interesting for tracking with UAVs because the motion of
the camera causes the target to move in and out of the field of view.

Data association and multi target tracking must be studied further. Using image
features in measurement association is a promising possibility. Object properties
could even be estimated in the tracking filter so that the properties are incorpo-
rated directly when designing the validation region. Another possibility is to add
association based on image features as a safety layer after the classical association
method, and require that they agree before a firm association is conducted. Soft
data association could potentially also be studied if experimental results show is-
sues in other scenarios than the ones considered in this thesis. This can for example
be achieved through tracking filters such as the joint probabilistic data association
filter [4].

To further generalize the tracking system, multiple model approaches could be
considered. This does not necessarily include finding other motion models than the
constant velocity model. A viable alternative is to use several filters based on the
constant velocity model where the magnitude of the process noise covariance varies.
This could further improve the accuracy of the estimation error during phases with
prediction and the robustness when designing the validation region. Large portions
of the tracking period are often based on prediction as shown in the results, even
if the path is optimized to keep the targets within the field of view.

Effective tuning of the process and measurement noise is also of further interest.
This thesis has shown results with different tuning strategies, but could be studied
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further to find other methods. Empirical tests for identifying suitable values for the
process noise covariance could be developed. Moreover, tuning of the measurement
noise covariance is also of further interest, even though much experience have been
acquired in this thesis.

All of the experimental results have shown that consecutive measurements in the
tracking filters have errors that are correlated. Moreover, the camera has a frame
rate of 7.5 Hz, which means that many measurements are available whenever an
object is within the field of view of the camera. The detection algorithm usually
manages to detect objects in a reliable manner. Consequently, many measurements
are available every second when an object is in the field of view. This pushes
the estimates in a specific direction because the measurement errors are typically
correlated. Therefore, an interesting possibility is to increase the time between
measurements in the tracking filter by only using every other detection (or even
fewer). This would likely reduce the problem with correlated measurement noise
and in best case improve both consistency and accuracy. The downside is increased
time for the estimates to converge. Moreover, if the noise is modeled correctly, a
large amount of noise and several measurements should not be problematic.

172



Appendices

173





Appendix A

Technical Specifications for
UAV Payload

This appendix gives the technical specifications for the sensors in the thermal
camera payload described in Section 2.3. Each sensor that is relevant for this thesis
is described. The payload also consists of wiring, 3D-printed mounting brackets for
every sensor and voltage converters. These parts of the payload are not described,
but also required a significant amount of time to design, produce and assemble.
The specifications of the synchronization board are described in [1] and not given
here.

A.1 Thermal Camera

The core of the thermal camera payload is obviously the thermal camera. The
payload was designed so that a FLIR Tau2 thermal camera could be mounted.
The UAV lab at NTNU has several cameras with different focal lengths so the one
used in most of the experiments is described here. Additional information about
the camera can be found in [28]. The camera is displayed in Figure A.1.

Figure A.1: FLIR tau 2 thermal camera. ©FLIR
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Table A.1: Technical specification for the FLIR 2 thermal camera

Name FLIR Tau 2 640
Thermal imager Uncooled VOx microbolometer
Focal length 19 mm (9mm and 13mm also

available)
Digital resolution 640 x 512
Pixel depth 14 bit
Pixel pitch 17 µm
Frame rate (export regulated) 7.50 Hz
Sensitivity range 7.5 µm to 13.5 µm (LWIR)
Sensitivity < 50 mK
Scene range −25 ◦C to 100 ◦C
Size without lens 44.5 mm x 44.5 mm x 30 mm
Weight 72 g
Input voltage 4 V to 6 V
Power dissipation in steady state < 1.2 W
Humidity 5 % to 95 % non-condensing
Operating temperature range −40 ◦C to 80 ◦C
Operational altitude < 12 000 m
Shock 200g shock pulse with 11 ms saw-

tooth

A.2 Thermalgrabber

The Thermalgrabber [111] is used to get full access to the 14 bit raw digital data
of the Tau2 thermal camera core. It is connected directly to the camera core and
displayed in Figure A.2. It has low latency streaming of raw data that are stored
by the on-board computer.

Figure A.2: Teax technology thermalgrabber mounted on the back of the thermal
camera
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Table A.2: Technical specification for Thermalgrabber

Name ThermalCapture Grabber USB
Manufacturer TeAx technology
Size 46 mm x 42 mm x 15 mm
Weight 25 g
Input voltage 5 V ±0.2 V DC
Current consumption Typically 150 mA from USB
Operating temperature range −10 ◦C to 45 ◦C

A.3 On-board Computer

The on-board payload computer is responsible for storing data and control the
sensors in the payload. The on-board computer is manufactured by Hardkernel
and called Odroid-XU4 [39]. It is displayed in Figure A.3.

Figure A.3: Odroid-XU4 on-board computer

Table A.3: Technical specification for Odroid-XU4

Name Odroid-XU4
Manufacturer Hardkernel
CPU 2.0 GHz quad core
Processor type ARM Cortex A15
RAM 2Gb
Size 83 mm x 58 mm x 20 mm
Weight 38 g
Input voltage 5 V ±0.2 V DC
Current need Typically 4 A recommended to

drive peripherals
Operating temperature range −20 ◦C to 70 ◦C
Storage Micro SD or eMMc
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A.4 Retractable Gimbal

The gimbal is used to protect the camera during landing and give the camera a
specific orientation. It is a R-BTC-88 retractable gimbal manufactured by microuav
[95]. It is displayed in Figure A.4.

Figure A.4: R-BTC-88 retractable pan/tilt gimbal mounted in 3D-printed rack

Table A.4: Technical specification for the gimbal

Name R-BTC-88
Manufacturer Microuav
Size 12.3 cm x 8.9 cm x 9.1 cm
Weight 275 g
Azimuth range −180° to 180°
Elevation range 80°
Azimuth and elevation speed 200 °/s
Voltage 5 V
Control PWM
Operating temperature range −30 ◦C to 80 ◦C
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A.5 Adis 16490 IMU

The Adis 16490 inertial measurement unit [2] is used to measure specific force and
angular rate. These measurements are used when estimating the navigation states
of the UAV with the nonlinear observer in Section 5.5 and the MEKF in Section
7.3. The IMU is displayed in Figure A.5.

Figure A.5: Adis 16490 inertial measurement unit

Table A.5: Technical specification for the Adis 16490 IMU

Name Analog Devices Adis 16490
Gyroscope Triaxial digital with ±100 °/s dy-

namic range
Gyroscope in run bias stability 1.8 °/h
Angular random walk 0.09 °/

√
h

Accelerometer Triaxial digital with ±8 g dy-
namic range

Accelerometer in run bias stability 3.6 µg

Velocity random walk 0.008 m/s/
√

h
Delta measurements Triaxial delta angle and delta ve-

locity output available
Axis to axis misalignment error ±0.05°
Axis to package misalignment er-
ror

±0.25°

Size 47 mm x 44 mm x 14 mm
Weight 42 g
Input voltage 3 V to 3.6 V
Operating temperature range −40 ◦C to 105 ◦C
Shock 2000g shock survivability
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A.6 STIM 300 IMU

The STIM 300 inertial measurement unit [101] is used to measure specific force and
angular rate, and is an alternative to ADIS16490. It contains three MEMS gyros,
three high stability accelerometers and three inclinometers. The IMU is displayed
in Figure A.6.

Figure A.6: STIM 300 inertial measurement unit ©Sensonor

Table A.6: Technical specification for the STIM 300 IMU

Name Sensonor STIM 300
Gyroscope Triaxial digital with ±400 °/s dy-

namic range
Gyroscope in run bias stability 0.3 °/h
Angular random walk 0.15 °/

√
h

Accelerometer Triaxial digital with ±10 g dy-
namic range

Accelerometer in run bias stability 0.05 mg

Velocity random walk 0.07 m/s/
√

h
Axis to axis misalignment error ±0.2 mrad
Axis to package misalignment er-
ror

±1 mrad

Size 44.8 mm x 38.6 mm x 21.5 mm
Weight 55 g
Input voltage 4.5 V to 5.5 V
Operating temperature range −40 ◦C to 85 ◦C
Shock 1500g shock survivability
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A.7 RTK GNSS Receivers

The final sensor described in this Appendix is the ublox NEO-M8T GNNS receiver
[113]. Two independent receivers are used on-board the UAV and a base station
enables real-time kinematic positioning. The receiver is displayed in Figure A.7.

Figure A.7: Ublox NEO-M8T GNSS receiver

Table A.7: Technical specification for the NEO-M8T GNSS receiver

Name Ublox NEO-M8T
GNSS BeiDou, Galileo, GLONASS,

GPS / QZSS
Number of concurrent GNSS 3
Global coverage Yes
Interfaces UART, USB, SPI and DDC
Update rate 10 Hz
Size (without carrier board) 12.2 mm x 16.0 mm x 2.4 mm
Weight 55 g
Input voltage 2.7 V to 3.6 V
Operating temperature range −40 ◦C to 85 ◦C
Dynamics < 4g
Altitude < 50 000 m
Velocity < 500 m/s
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