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Abstract
Increasingly stringent regulations on nitric oxide (NOx) emissions led to the de-
velopment of various low and ultra low NOx combustion technologies over the last
decades. These technologies are further challenged by the increasing demand for
fuel flexibility and rising contribution of non-carbon fuels to the global fuel mix,
such as for example hydrogen. Modern burners incorporate complex designs and
flow regimes, to address the high burning velocities and temperatures associated
with hydrogen and hydrogen rich fuels, allowing stable combustion and low NOx
emissions. The development process of such burners requires the scaling of the
burner geometry to facilitate simulations and testing at laboratory scale. Scaling is
conducted by employing scaling laws, that aim to preserve relevant burner charac-
teristics.

The present doctoral thesis investigates the effect of the most commonly used scal-
ing laws, constant velocity and constant residence time scaling, on complex burner
designs. Both scaling laws are derived based on "simple" flames that can be de-
fined by a single length and velocity scale. Previous studies have, however, indi-
cated that such global scaling laws fail when applied to complex industrial burners,
where flow conditions can vary significantly for different burner regions. The main
focus of the present study is, therefore, the analysis of local effects on the com-
bustion and NOx characteristics. The analysis was conducted based on a partially
premixed bluff body (PPBB) burner, which incorporates an inner and outer recir-
culation zone, stagnation point flow, staged fuel injection and varying degree of
partial premixing; all typical features of complex, modern burner designs.

A numerical model of the PPBB burner was developed and validated against exper-
imental data. The simulation of turbulent combustion processes, including detailed
combustion kinetics, heat radiation and NOx formation, at various burner scales is
computational demanding. Hence, a compromise between model accuracy and
costs is sought after. Considering this, a non reacting flow configuration of the
burner was investigated first, which made it possible to conduct the CFD simu-
lations with a wide variety of different turbulence models, ranging from steady
state Reynolds averaged (RANS) to transient scale resolving simulations. Varying
the complexity of the turbulence model allowed the identification of model re-
quirements and exposed limitations for the cost effective RANS models. The non
reactive model was, thereupon, further extended to incorporate species transport,
detailed hydrogen combustion kinetics, turbulence chemistry interaction, radiation
and NOx formation. The extended model was employed to conduct twelve simula-
tions of different operational conditions, i.e., secondary fuel fraction and thermal
loads. Furthermore, a postprocessing routine was developed to incorporate scatter
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data, obtained from the CFD simulations, in combustion regime diagrams, leading
to a more refined representation of the burner characteristics. Finally the burner
geometry was scaled based on the constant velocity as well as the constant resi-
dence time scaling approach, and CFD simulations at various scales in the range of
10 kW to 500 kW were conducted. The simulations were used to study the effect of
the two different scaling laws on the local NOx formation rate and flame character-
istics, and to compare the CFD prediction to scaling theory. The fluid domain was,
furthermore, decomposed in order to investigate different burner regions, and their
contribution to the NOx formation individually. Based on the identified burner
regions, work on a reactor network of the PPBB burner was initiated.

The non/reacting flow simulations showed, for all investigated turbulence models,
good agreement between the simulated and the measured recirculation zone length.
However, all RANS models generally overpredicted the velocity magnitudes, es-
pecially within the inner recirculation zone, while scaling resolving simulations
resulted in a reasonable good agreement between simulation and experiment. The
predicted NOx emissions, for a wide range of operational conditions, were be-
tween +10% and -20% of the measured data, underpredicting them in average by
7%. The model was, furthermore, able to predict the overall NOx trend for varying
thermal loads, while it failed to reproduce the effect of a varying secondary fuel
fraction on the NOx emissions at low thermal loads, of 10 kW.

The detailed analysis of the flame characteristics in CFD based combustion regime
diagrams revealed that primary fuel burns in a multi regime mode, mainly in the
thin reaction zone regime, spanning a wide range of equivalence ratios, while sec-
ondary fuel is burned closer to the global and stoichiometric equivalence ratio. The
simulations showed, furthermore, a transition from a fuel lean to a fuel rich mix-
ture in the inner recirculation zone, when the secondary fuel fraction is increased
from 0% to 30%. The numerical model was utilized to simulate the burner at var-
ious scales in the range of 10 kW to 500 kW. Constant velocity scaling leads to
lower Karlovitz numbers and ultimately to a transition, for large parts of the flame,
from the thin reaction zone regime to the corrugated flamelet regime. Constant
residence time scaling, on the other hand, preserves the global Damköhler num-
ber. However, a significant part of the flame follows a constant Karlovitz number,
close to unity, which is not expected based on scaling theory. Constant veloc-
ity scaling leads due to the larger volumes and residence times to overall higher
NOx emissions, with exception of the inner recirculation zone, even though con-
stant residence time leads locally to the larger mean volumetric formation rates.
An interesting finding, regarding flame stability, was found for constant velocity
scaling, which led to the sudden breakup of the inner recirculation zone at a scale
in-between 450 kW and 500 kW, while the flame is stable at 500 kW, when con-
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stant residence time scaling is applied.
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ṁ mass flow rate (kg s-1)

Q thermal input, heat loss (W)

R̄i mean reaction rate for species i (kg m-3s-1)

u initial jet velocity (m s-1)



xvi

U0 burner characteristic velocity (m s-1)

x coordinate (-)

Xi volume fraction of species i (-)

y+ dimensionless wall distance (-)

Y mass fraction (-)
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Chapter 1

Introduction

1.1 Motivation
Increasingly stringent regulations on the emission of nitrogen oxides (NOx) mo-
tivated the development of various low and ultra low NOx burners, throughout
the last decades. However, changing requirements to combustion and industrial
high temperature processes, related to the transition towards a sustainable energy
systems, continue to challenge burner designs. Fuel flexibility and the use of hy-
drogen and hydrogen-rich synthetic fuels play an important role in this context
[34, 131, 137].

An example for the combustion of hydrogen-rich fuels is pre-combustion carbon
capture and storage (CCS). This technique utilizes either a gasification or reform-
ing process to obtain syngas (i.e., carbon monoxide (CO) and hydrogen (H2)) from
solid, liquid or gaseous fuels. The CO in the syngas is in a subsequent water-
gas-shift reaction, to large parts, converted to carbon dioxide (CO2) which can be
captured and stored before the remaining hydrogen-rich gas is combusted. Since
the CCS process takes place before the combustion, and hence in absence of ni-
trogen, it is not required to use potentially harmful amines for pre-combustion
CCS. Another benefit of pre-combustion CCS is the low relative concentration of
CO in the shifted syngas, which consequently leads to low CO2 emissions from
the combustion [26, 27]. However, the reduced CO2 emissions come at the cost
of an increased flame temperature, which promotes the formation of NOx, and
an increased risk of flashback, due to the high reactivity of hydrogen (H2). Pre-
combustion CCS requires, therefore, the employment of burners that are capable
of mitigating the NOx formation caused by the elevated flame temperatures while
maintaining stable combustion, ideally for a wide range of CO to H2 ratios.
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A burner design that aims to address these issues is the partially premixed bluff
body (PPBB) burner developed by Spangelo et al. [119]. The PPBB burner has
in recent years been investigated experimentally by Dutka et al. [35–38] and has
shown promising results at laboratory scale with regards to NOx emissions. How-
ever, the data obtained in the experimental campaigns is limited to global species
measurements, including NOx, for the burner firing into a combustion chamber
and particle image velocimetry (PIV) for the operation without chamber. Further-
more, the scalability of the burner concept to larger, eventually industrial, scales
has not been addressed by the experiments.

In order to assess the burner scalability, scaling laws need to be employed that
ideally preserve the burner characteristics at all applicable scales. However, these
laws cannot easily be derived by similarity theory, as many of the scaling param-
eters are mutually incompatible. Hence, partial scaling, as described by Spalding
et al. [117] and Beér [9] needs to be employed. The requirement of partial scaling
led to a large variety of scaling laws, found in the literature. The majority of these
scaling laws, however, concern scaling effects at constant thermal loads [125] and
fail to correlate NOx emissions to different burner scales [55]. In this field much
less work has been done and most studies rely on either constant velocity scaling
or constant residence time scaling; both global scaling laws. Only very few studies
consider that different burner regions, especially in modern complex designs, are
likely to exhibit local scaling effects [21, 55].

The limited data and the lack of understanding the burner scalability, as well as the
general knowledge gap regarding local scaling effects, motivated the numerical
and theoretical investigation of the PPBB burner in the present doctoral thesis.
The work aims to provide a more complete picture of the burner characteristics
and scaling effects on complex burners.

1.2 Objective
The main objective of the present work is to provide missing information with
regard to the combustion characteristics of the PPBB burner and its scalability. The
work aims, furthermore, to fill the knowledge gap in the general understanding
of localised scaling effects. The objective of the present thesis is, on this basis,
divided into three parts which are as follows:

1. Establish a numerical model of the PPBB burner which is validated against
experimental data obtained by Dutka et al. [35–38]. The aim of the nu-
merical model is to investigate NOx emissions at different burner scales,
including large scale simulations at a thermal input of 500 kW. Controlling
the model complexity and the associated computational costs is therefore a
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key element in the model development.

2. Build an understanding of the governing fluid and thermodynamic charac-
teristics of the PPBB burner at laboratory scale. This includes the effect
varying operational conditions in terms of secondary fuel fraction and ther-
mal load on the NOx emissions.

3. Scale the burner incrementally up to semi-industrial scales in order to in-
vestigate the scalability of the PPBB burner concept and to study the global
and local effects of different scaling laws on the combustion and NOx char-
acteristics of the burner. Special attention is given to the governing burner
characteristics identified at laboratory scale. An important aspect of this ef-
fort is the identification of critical thermal loads that potentially limit the
scalability.

1.3 Scope
The scope of the present doctoral thesis consists of the implementation and vali-
dation of a numerical model in the ANSYS Academic Fluent, Release 18.2 frame-
work, the conduction of numerical simulation at various operational conditions and
burner scales, and the application of different scaling laws in a numerical as well
as a theoretical framework. The extended scope incorporates, furthermore, the de-
velopment of a low order network model of the burner based on the Cantera [48]
software package, which aims to preserve the main scaling characteristics while
allowing to investigate the effect of isolated parameters such as the recirculation
mass flow rate.

The model development comprises the identification of suitable submodels for the
treatment of a wide range of physical phenomena, with the most important being
turbulence, turbulence-chemistry interaction, boundary layer flow, combustion ki-
netics, radiation and NOx formation. Important considerations for the model selec-
tion are, among others, the balance between model accuracy and model complexity
and cost, as well as the compatibility of the different submodels. Considerations
of the computational costs are, furthermore, crucial for the selection of the over-
all modelling approach, especially regarding the model application for large scale
simulations of the burner. A detailed simulation of the PPBB burner by means of
scale resolving simulations is therefore not prioritized in the present work as the
computational costs associated with such models are prohibitive for their applica-
tion at large burner scales. The scope is, furthermore, limited to the investigation
of pure hydrogen as fuel which allows a considerable reduction in the complexity
of the combustion and NOx kinetics, but at the same time represents a challenging
fuel for the burner.
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The computational fluid dynamic (CFD) model of the PPBB burner forms the basis
for the study of the combustion and NOx characteristics. However, the quantita-
tive analysis of NOx emissions is ambitious given the limited experimental data
available for the PPBB burner and the highly sensitive nature of NOx formation
regarding variations in temperature and radical concentrations. The scope of the
present work focuses therefore on the qualitative analysis of NOx trends, both with
regard to varying operational conditions as well as varying burner scales.

In order to investigate the burner performance at larger scales, scaling laws need
to be employed to adjust the burner length scales to the increased mass flow rates.
The scope of the present work includes the study of two different scaling laws,
namely constant velocity and constant residence time scaling, and their effect on
the global Damköhler and Karlovitz number based on scaling theory. A more
comprehensive analysis of their local effects is conducted based on detailed data
obtained from the CFD simulations.

The extended scope of the present thesis includes scale resolving CFD simulations
of the burner at laboratory scale. The main purpose of these simulations is to in-
vestigate the feasibility of such simulations for the PPBB burner and to outline a
possible simulation strategy for future work. A further extension to the original
scope of the present work is the establishment of a reactor network which repre-
sents a lower order model of the PPBB burner. The scope for this activity includes
the implementation of the reactor network in the Cantera framework. The reactor
network relies on the a priori definition of reactor volumes and certain charac-
teristic mass flow rates, such as the recirculation mass flow rate. These data are
obtained from the detailed CFD simulations.

1.4 Organization of the thesis
The present thesis is structured into six chapters. At this point the motivation,
objective and scope of the present study were outlined in chapter 1.

The following chapter 2 provides the background for the present work, introduces
the reader to the PPBB burner design and sets the study in context with relevant lit-
erature. Furthermore, a short overview of the relevant fundamentals for hydrogen
combustion, NOx formation, simulation of turbulent flames and scaling of burners,
is given.

Chapter 3 presents the numerical model that was developed to simulate the com-
bustion and NOx formation in the PPBB burner.

The core of the research, which is published in three papers, collected in the present
doctoral thesis, is summarized in chapter 4.
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Additional work, that has been conducted during the course of the Ph.D. project
and has reached considerable progress, but is not yet ready to be published in a
scientific journal, is presented in chapter 5.

Finally the main conclusions and outlook for future work is presented in chapter 6.
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Chapter 2

Background and fundamentals

This chapter presents the background for the conducted work and sets it in con-
text with relevant literature. A brief overview of the fundamentals for hydrogen
combustion and NOx formation is provided. The emphasis is to outline impor-
tant aspects of these topics with regard to the design and numerical simulation of
the burner and ultimately their implications on the scaling of the burner. Avail-
able modelling approaches for the simulation of turbulent flames is presented and
considerations that need to be made in the model selection process are discussed.
Finally a review of scaling laws is provided.

2.1 Burner principles
A burner is a device that facilitates the controlled mixing and stable combustion
of a specified amount of reactants (i.e., fuel and oxidizer) in a controlled region
(i.e., in most cases with a controlled flame shape). Based on this definition a set of
requirements can be established for any burner design, which are: metering of fuel
and air, controlling of the mixing processes, stabilizing the flame and controlling
the flame shape. Controlling the emissions of pollutant can be seen as an additional
criteria for modern burner designs. A comprehensive review on burner designs can
also be found in the John Zink combustion handbook [7], which is used as basis
for the following discussion.

The first step in controlling combustion is to control the amount of fuel and air
available to it. The metering system of a burner needs therefore to be designed
such that the amount of fuel and air delivered to the flame region can be con-
trolled, typically independent from each other. This allows to control the thermal
input of the burner as well as the global equivalence ratio. Modern burner designs
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often employ multiple fuel ports, in order to control the fuel distribution to specific
burner regions individually. The design of the fuel metering plays also an impor-
tant role regarding combustion instabilities, as fluctuations in the fuel supply, for
example due to pressure fluctuations, lead to fluctuation in heat release. If the lo-
cal pressure and heat release fluctuations are in-phase a self-amplifying cycle, i.e.
thermo-acoustic instability, is established [101].

The global equivalence ratio is, as already mentioned, controlled by the metering
system. The local equivalence ratio, on the other hand, depends on the mixing
processes. Mixing, furthermore, controls the local ratio between unburned and
burned gas. Optimizing local mixing is therefore one of the major tools for the
reduction of pollutant emissions. Based on the degree of mixing fuel and air before
reaching the flame anchor point we distinguish between non-premixed, premixed
and partially premixed burners. We can furthermore, distinguish between different
techniques to facilitate and mixing. These are: entrainment/co-flow mixing, cross
flow mixing and turbulence generation.

Entrainment occurs when a jet (e.g. round or wall jet) with higher momentum is
released into a quiescent fluid. This can be a fuel jet released into air but also an
unburned mixture released into the flue gas containing environment of a combus-
tion chamber. Energy from the jet is transferred to the surrounding fluid. This leads
to a decrease in the jet velocity at the same time the jet spreads, i.e. it increases its
mass, by entraining more and more of the surrounding fluid, which leads to mixing
of the two fluids. A well known example for a premixed burner that utilizes this
concept is the Bunsen burner. The entrainment can further be enhanced, utilizing
the so called Coanda effect by employing wall jets along a surface with a stream-
wise curvature, which increases the turbulence in the jet and hence the entrainment.
This concept is for example used in tulip shaped Coanda flares [89]. If both fluids
have a momentum in the same direction we talk about co-flow mixing. The en-
trainment, and hence mixing, is proportional to mass velocity difference between
the two streams. Co-flow mixing is therefore slow when the difference is small.
A more efficient mixing can be achieved in a cross-flow configuration, where the
two streams intersect in an angle to each other, which leads to large shear energy
and turbulent mixing. Turbulent mixing can also be achieved by adding local ob-
structions (e.g. bluff bodies), which generate a turbulent wake. This technique is
often combined with co-flow or cross-flow fuel injections. An example for this is
the fuel lance in the SEV burner of Alstom’s GT24/GT26 gas turbine series, which
is placed in the wake of wedge shaped vortex generators [40].

The most important function of a burner is to provide a specific and stable flame
anchor point, in which fresh mixture is continuously ignited. In general two mech-
anisms for ignition at the flame anchor point can be distinguished, flame propaga-
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tion and autoignition. An example for the latter type of flame stabilization can be
seen in the vitiated coflow burner by Cabra et al. [14]. The hot products of the
vitiated coflow are entrained into a central hydrogen-nitrogen jet and which leads
after to autoignition of the jet at a certain lift-off height. The coflow burner by
Cabra et al. is used to study combustion and validate numerical models. An exam-
ple of autoignition in "real" burners is the aforementioned SEV burner. The SEV
burner utilizes the exhaust gas of an upstream located lean burner as oxidizer. The
elevated oxidizer temperature is sufficiently high to cause autoignition in the cen-
tral, high velocity, region of the SEV burner, while the shear layers formed at the
burner exit allow flame propagation [144]. An important difference between the
two mechanisms is that autoignition allows flame stabilization in regions where the
flow velocity exceeds the flame propagation speed. However, flame propagation
is, despite this apparent disadvantages compared to autoignition, the most com-
monly used mechanism, as it can be facilitated by controlling the flow field. The
most common burner designs for this type of flame stabilization are swirl burners
and bluff body burners, or a combination of both. Bluff body burners stabilize
the flame in the wake flow behind a single or multiple flame holders. The wake
is characterized by lower velocities and recirculation of combustion products, and
hence has favourable conditions for the flame stabilization. A typical design for
bluff body burners is an axisymmetric central bluff body. These burners generate
an inner as well as an outer recirculation zone, which is comparable to the axial and
radial velocity field of swirl burners. The inner recirculation zone, not only pro-
vides low velocity regions, but also transports hot combustion products upstream
and increases turbulence, leading to an increased flame speed. The main difference
between bluff body and swirl burners is that the inner recirculation zone in swirl
burners is not formed by a bluff body, but induced by changes in the vorticity field.
Swirl burners use tangential or axial vanes to generate axial vorticity. The axial
vorticity is partially converted to azimuthal vorticity when the flow follows an in-
crease of the burner cross-section. The generation of azimuthal vorticity induces,
following the Biot-Savart law, a axial velocity opposed to the main flow direction.
A more detailed description of this mechanism can for example be found in the
work by Batchelor [6].

2.2 The PPBB burner
This section introduces the reader to the PPBB burner concept, which has been
shortly touched on in chapter 1. The PPBB burner was originally developed as a
propane and natural gas burner for the use in boilers and furnaces. However, its
design allows the adaptation to a wide range of different fuel compositions during
operation. This makes the PPBB burner a promising candidate for the low NOx
combustion of syngas with high CO and H2 concentrations. The PPBB burner
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is, despite its unique design, furthermore of interest as study case for the inves-
tigation of NOx emission scaling since it incorporates many attributes that are
commonly found in modern burners, among others a flame stabilizing inner re-
circulation zone, flue gas recirculation, staged fuel injection and a varying degree
of partial premixing.

Figure 2.1 shows a cross sectional view of the PPBB burner. The burner consists
of a central lance that holds a frustum shaped conical bluff body. The bluff body
is partially submerged in the burner housing. The lance height, defined as the dis-
tance from the bluff body trailing edge to the burner throat, is variable. This is
one of the main mechanisms to adapt the burner to changing fuel mixtures. The
variable lance height allows the modification of the flow velocities independent
from the mass flow rates. The diameter of the bluff body is, however, larger than
the inner housing diameter at the burner throat. It is therefore not possible to sub-
merge the bluff body completely in the burner housing, which would correspond
to a more "classical" bluff body burner design as investigated for example by Daw-
son et al. [32] and Kariuki et al. [60]. The bluff body holds in total twelve fuel
ports. The ports are divided into eight primary fuel ports, located inside the burner
housing, and four secondary fuel ports, located outside of the housing, downstream
of the burner throat. The primary fuel ports are 2 mm in diameter, while the sec-
ondary fuel ports are 1.3 mm. The fuel ports are evenly distributed along the bluff
body circumference. The secondary fuel ports are, in angular direction, offset to
the primary fuel ports by 22.5◦, which places one secondary fuel port in between
every second pair of primary fuel ports. The port count and diameters have been
investigated by Spangelo [118] and optimized for low NOx emissions. However,
the optimization was conducted for the operation with propane. In the current de-
sign only the diameters were adjusted specifically for hydrogen combustion, while
the port count and distribution is unchanged. This provides the possibility for fur-
ther improvements of the burner design, which is also indicated by the findings in
Paper III.

Figure 2.2 illustrates the primary flow pattern generated by the PPBB burner. Air is
provided through the annular duct formed by the burner housing and the lance/bluff
body. The air stream is accelerated in the converging section of the burner and
mixed with fuel, which is provided through the primary fuel ports. The amount of
premixing is controlled by the momentum ratio between the fuel jets and the air
cross flow. The momentum ratio depends on the lance height and the ratio between
primary and secondary fuel, for a given global equivalence ratio and thermal in-
put. The remaining fuel is provided through the secondary fuel ports and partially
premixed in the conical wall jet, which is formed by the flow downstream of the
narrow annular burner throat. However, secondary fuel has also the potential to
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Figure 2.1: Cross sectional view of the PPBB burner (dimensions in mm). Reprinted from
Meraner et al. [87].

penetrate the wall jet, depending on the momentum ratio. Primary and secondary
fuel ports are controlled independently, which increases the flexibility of the burner
design. At base conditions (i.e., 10 kW thermal load) for the operation with pure
hydrogen, 70% of the fuel mass flow is provided through the primary fuel ports
and the remaining 30% through the secondary fuel ports, based on the finding by
Dutka et al. [38]. A recirculation zone is formed downstream of the bluff body,
which transports hot combustion products upstream to the flame anchor point at
the bluff body trailing edge and stabilizes the flame. This recirculation zone is
further referred to as inner recirculation zone. A secondary, larger recirculation
zone is formed in the outer region of the combustion chamber. The elevated bluff
body position allows the entrainment of flue gas, which is recirculated in the outer
recirculation zone, upstream of the flame anchor point and leads to a dilution of
the fuel-air mixture.

As mentioned previously, the elevated and variable bluff body position is a unique
feature of the PPBB burner and a crucial element for its fuel flexibility and has
been studied in detail by Dutka et al. [35, 36, 38]. However, it is important to note
that varying the lance/bluff body position affects several other parameters of the
burner as well. Increasing the lance height, increases for instance also the burner
throat opening and decreases therefore the air flow velocities for a given mass flow
rate. This is an important difference to other studies of burners with elevated bluff
bodies [16, 50, 105, 124]. The velocity in the fuel jets, on the other hand, is not
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Figure 2.2: Illustration of the main flow features in the PPBB burner. Primary and sec-
ondary fuel ports are, for simplification, drawn in the same plane. Reprinted from Meraner
et al. [87].

directly affected. Moving the bluff body changes, furthermore, the axial position
of the fuel ports with respect to the burner throat and changes the distance between
primary fuel ports and burner housing, due to the converging design of the housing.
This can potentially cause an impingement of the fuel jet onto the burner housing.
Since changing the lance height alters both the length of the conical wall jet as
well as the characteristic velocity of it, also the entrainment and hence dilution
with recirculated flue gas changes. Hence, it is ambiguous to attribute the effect
of a varying lance position to any of these parameters individually. The present
work investigates the impact of the lance height on the burner flow field, therefore,
only under non-reacting conditions, which excludes effects linked to the fuel port
position.

2.3 Hydrogen and hydrogen-rich fuels
This section follows the work by Taamallah et al. [123], but focuses more specifi-
cally on the implications of hydrogen and hydrogen-rich fuels for the investigated
PPBB burner. Initially the effect of hydrogen on the thermodynamic and transport
properties of a mixture are discussed. The impact of hydrogen on this microscopic
level translates, furthermore, to altered flame properties which are scrutinized as
well, followed by a discussion on combustion stability. The effect of hydrogen
on NOx formation is addressed in section 2.4, which furthermore gives a general
overview on NOx.
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2.3.1 Thermodynamic and transport properties

Molecular and atomic hydrogen (H2 and H) have significant higher thermal, mass
and momentum diffusivities compared to other typical fuels and air. Figure 2.3
shows the thermal diffusivity of three different fuels mixed with air at various
equivalence ratios, as well as the mass diffusivity of the respective fuel in the
mixture. Methane (CH4) and CO have comparable mass and thermal diffusivities.
Their thermal diffusivity is, furthermore, similar to the thermal diffusivity of air.
The effect of equivalence ratio variations on the thermal diffusivity of the fuel-air
mixture is, therefore, negligible for these fuels and their Lewis number (i.e.,the
ratio between thermal and mass diffusivity) is relatively constant close to unity.
The Lewis number indicates indirectly how sensitive the combustion intensity for
a given fuel is to fluid dynamic strain and flame front curvature (i.e., stretch).
The thermal diffusivity of H2, on the other hand, is approximately one order of
magnitude larger than for air, which leads to a considerable variation of the thermal
diffusivity for H2-air mixtures depending on their equivalence ratio. The high
thermal diffusivity of H2-air mixtures compared to the mass diffusivity of oxygen
(O2) and nitrogen (N2) leads, furthermore to a Lewis number larger than unity for
fuel rich mixtures, while it is lower than unity for fuel lean mixtures, due to the
high mass diffusivity of H2 [13].
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Figure 2.3: Thermal and mass diffusivity of different fuels mixed with air at various
equivalence ratios, at 300 K and under atmospheric pressure. The fuels are methane (CH4),
hydrogen (H2) and carbon monoxide (CO). The mass diffusivity is the diffusivity of the
respective fuel in the mixture. The equivalence ratios for CH4 and CO are not indicated,
since the overlap with each other.

The unique properties of H2 compared to other fuels have several implications on
modelling approaches. The Lewis number for CH4 and CO (see figure 2.3), and
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indeed for many species, is in the order of unity, which is frequently used as jus-
tification for models that assume a constant unity Lewis number for all species.
Based on this assumption, the convective species mass fluxes cancel with the dif-
fusive enthalpy fluxes leading to a simplified energy equation that can be written
with temperature as the only dependent variable [99, 126]. However, generally
this assumption is not true for hydrogen. Cuenot and Poinsot [29] investigated for
example the effect of the unity Lewis number assumption on the computed adi-
abatic flame temperature (i.e., the maximum flame temperature that results from
complete combustion without any heat losses) in diffusive flames with different
Lewis numbers in the oxidizer and fuel streams. They showed that the correlation
between the adiabatic flame temperature and the fuel Lewis number depends on
the Lewis number in the oxidiser stream. The adiabatic flame temperature is for
example a monotone function of the fuel Lewis number for oxidiser Lewis num-
bers above 0.6 and a non monotone function for oxidiser Lewis numbers below
0.6. This dependency is not captured by unity Lewis number models.

Another consideration that needs to be made is the description of the molecular
diffusion, which is also discussed in Paper II. The simplest approach is to assume
a constant diffusivity for all species and setting their diffusion coefficients equal.
However, this approach is per definition not capable to account for the differential
diffusion of H2 and H. A more common strategy is to establish mixture averaged
diffusion coefficients for each species. This is done by employing empirical mod-
els, such as the one proposed by Stefan [121]

Di,m =
1−Xi∑

j,j 6=i
(Xi/Dij)

, (2.1)

whereDi,m is the diffusion coefficient for species i in mixturem,Xi is the volume
fraction of species i and Dij are the binary mass diffusion coefficients, which can
be obtained by employing the Chapman-Enskog theory [59], as for example shown
in Paper II. Equation 2.1 is well known and has an error in order of 10% attributed
to it. Full multicomponent diffusion is on the other hand, due to its complexity,
less frequently employed. The full multicomponent approach requires that the
computation of the diffusive flux for a species not only considers its own gradient,
but all species gradients in the mixture. Because of this dependency, the diffusion
coefficients in a multicomponent system Dij are not a binary property and, hence,
not equal to the diffusion coefficients in a binary mixture Dij .

2.3.2 Flame properties

The special chemical, thermodynamic and transport properties of H2 affect both
combustion and transport processes and lead therefore to unique flame properties



15

for H2 flames compared to other fuels. Figure 2.4 shows the adiabatic flame tem-
perature for three different fuels. Both H2 and CO are, at all equivalence ratios,
characterized by higher flame temperatures compared to CH4, with CO leading
to the highest temperatures. Hence, syngas flames will generally lead to higher
flame temperatures compared to natural gas. The flame temperature is an impor-
tant factor for the formation of NOx as will be discussed in chapter 2.4 and special
considerations need to be made in the burner design to avoid increased NOx due
to the elevated temperatures.
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Figure 2.4: Adiabatic flame temperature of CH4, H2 and CO in air at atmospheric pres-
sure, obtained with Cantera [48] using the GRI 3.0 mechanism [114].

Even though CO and H2 have similar adiabatic flame temperatures, their laminar
flame speed (i.e., the speed at which a laminar premixed flame propagates through
an unburned quiescent mixture) is different. H2 has a significantly higher laminar
flame speed, which can be one order of magnitude larger than for other fuels. The
high laminar flame speed of H2 is caused by the large molecular diffusivity of H2
and H, as well as by the higher chemical reactivity which intensifies the formation
of a radical pool [106]. Hence, the laminar flame speed of syngas increases with
increasing H2 concentration.

The presence of H2 in fuel-mixtures does not only affect the laminar flame speed,
but also the sensitivity of it to stretch, which is important for the turbulent flame
speed. To recap, both laminar and turbulent flame speed depend on the molecu-
lar diffusivity and the combustion kinetics. However, the turbulent flame speed is
dependent on the flow conditions, while the laminar flame speed is defined inde-
pendent of the flow. CH4-H2-air flames become diffuse-thermal unstable, when the
H2 mole fraction in the mixture exceeds 45%, while pure CH4 flames are diffuse-
thermal stable [106]. The preferential diffusion of H2 leads to a locally increased
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equivalence ratio and increased consumption rate per unit area in positive curved
(i.e., the centre of curvature lies in the product side) flame regions. This leads to the
formation of cusps and enhanced flame surface area generation, as has been shown
by direct numerical simulation (DNS) of a hydrogen enriched methane flame by
Hawkes and Chen [51]. The increased flame surface area generation and burning
rate per flame surface area lead to an overall increased turbulent flame speed [77].

Another important combustion property, of special relevance for H2 combustion, is
the ignition delay time, which is relevant for the control of auto-ignition. A typical
definition for the ignition-delay time is the time delay between a sudden pressure
increase, for example in a shock tube experiment, and the following rapid increase
in hydroxyl (OH) emissions [147]. The ignition delay time of hydrogen is similar
to other fuels below 1000 K, but becomes much shorter at higher temperatures
[20]. This challenge becomes even greater at elevated pressure, for which also less
research data exists [102]. Chiesa et al. [22] concluded therefore that H2 cannot be
safely proposed for dry low emission combustion. However, based on the available
research it appears that auto-ignition in H2 fuelled burners can be controlled, for
example by enhanced rapidly mixing [75].

2.3.3 Combustion stability

The above discussed, unique flame characteristics of hydrogen and hydrogen rich
flames affect the flame stability on a macro-scale level as well. Two important
aspect of the flame stability are the tendency to blowout and flashback; generally
both categorized as static instabilities. The lean blowout (LBO) limit, the leanest
equivalence ratio at which the combustion is self-sustained, decreases generally
with increasing H2 concentration [146]. Zhang et al. [145] measured the effect of
fuel composition on LBO in H2/CO/CH4 flames at different pressures and found
that the dependency of the LBO limit on the H2 concentration decreases with in-
creasing pressure. Hence, the PPBB burner and other burners that operate at low
pressures will exhibit a larger fuel composition dependency of the LBO limit com-
pared to applications at elevated pressures, such as gas turbine combustors. The
Damköhler number (i.e., the ratio of the characteristic flow time scale to the char-
acteristic chemical time scale) is a well established scaling parameter for the def-
inition of the LBO limit [54, 74]. However, preferential diffusion effects need to
be considered, as suggested by Zhang et al. [145] following the work by Kido and
Nakahara [63], in order to apply the Damköhler number scaling for fuel mixtures
with a H2 concentration exceeding 50%.

Flashback is a more complex phenomenon than blowout, in the sense that it can
be caused by different mechanisms and depends on the location within the burner
flow field. A typical area for flashbacks to occur are boundary layers, which are
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characterized by low velocities. The heat transfer between the fluid and the wall
are important for these type of flashback, with the potential to quench the flame.
Several studies have recently been conducted investigating flashbacks in boundary
layers specifically for the combustion of syngas [31, 75, 76, 80]. Flashbacks that
occur in the core flow are driven by high turbulent flame speeds, exceeding the
bulk velocity, and can also be related to dynamic instabilities. Another flashback
mechanism, special to swirl-stabilized burners is the combustion induced vortex
breakdown (CIVB) [45]. It has long been known that H2 increases the probabil-
ity for flashbacks [129]. The probability increases, furthermore, with decreasing
CO2 concentration in the syngas [30]. Hence, combustion of syngas from pre-
combustion CCS, with a high H2 and low CO2 concentration requires special con-
sideration for burner designs. The staged (i.e., primary and secondary) fuel port
design of the PPBB burner and the jet in cross flow configuration is intended to
ensure rapid mixing and hence reduce the risk of autoignition. The majority of
fuel is, furthermore, premixed in the converging burner section formed by the con-
ical bluffbody and the burner housing. This ensures high bulk velocities and thin
boundary layers, and hence contributes to minimize the risk for flashbacks.

Dynamic, thermo-acoustic, instabilities are highly dependent on the burner ge-
ometry and caused by the coupling of heat release and acoustic pressure fluctua-
tions that leads to a self-sustained amplification of the fluctuations. Speth et al.
[120] investigated for example dynamic instabilities in a swirl-stabilized syngas
burner. Until recently, very little studies existed that investigated the effect of the
H2 concentration on thermo-acoustic instabilities, as the majority of research ef-
forts pointed at CH4 flames in this field. The limited existing literature indicated,
that an increased H2 concentration does not systematically lead to increased in-
stabilities [123]. However, over the last few years several studies were conducted
in this area and thermo-acoustic instabilities in syngas burners have become an
important research area in the combustion community. The present work does
not focus on instabilities and a further discussion of this topic is therefore not in-
cluded. Work that is, due to certain similarities with the PPBB burner design, still
worth mentioning are the paper by Baraiya and Chakravarthy [4] as well as the
paper by Hussain et al. [56]. The latter showed reduced heat release oscillations
and a reduced flame roll-up with the addition of H2 to CH4 and ethylene (C2H4)
flames. The former revealed the transition from a instability at a single frequency
in H2-CH4 flames to a bimodal instability across the investigated Reynold number
range for H2-CO flames (i.e., two different frequencies depending on the Reynolds
number) .



18

2.4 NOx emissions

2.4.1 NOx formation and modelling mechanisms

NOx can be formed via different routes, which have been subject to research for
the last four decades [47, 88]. We distinguish between thermal, prompt and fuel-
bounded NOx formation, as well as NOx formation via the N2O-intermediate and
the NNH route. Hydrogen does not contain fuel-bound nitrogen. Hence, the fuel-
bound NOx route does not apply to hydrogen flames. Another route that can be
discarded for hydrogen-air combustion, is the prompt mechanism, as it relays on
the presence of carbon. That leaves three mechanisms applicable to hydrogen-air
flames. These are the thermal NOx [143], the N2O-intermediate and the NNH
mechanism [12].

The N2O-intermediate route is a major contributor to NOx formation in gas tur-
bines, that operate at lean conditions and high pressures [28]. However, the pres-
sure dependency of this route, due to the involved three-body reaction (equa-
tion 2.2), makes it less important for the PPBB burner that operates close to at-
mospheric pressure.

N2 + O + M N2O + M. (2.2)

The NNH mechanism equilibrates rapidly [65] and has therefore been shown to be
of more importance relative to thermal NOx for short residence times, below 1 ms
[67, 68]. The NOx formation is therefore directly proportional to the rate constant
for the following reaction:

NNH + O NH + NO. (2.3)

The rate constant for reaction 2.3 is, however, subject to large uncertainties and it
is expected that the NNH mechanism may be of less importance than early studies
predicted [47].

Hence, thermal NOx formation is the dominating route for the hydrogen-air com-
bustion in the PPBB burner. The mechanism for thermal NOx formation is well
established and can be described by the Zeldovich mechanism [143], consisting of
the following three elementary reactions:

O + N2 N + NO (2.4)

N + O2 O + NO (2.5)

N + OH H + NO. (2.6)

Reaction 2.4 is the rate limiting reaction step, with a high activation energy of
75 kcal/mol [8]. Thermal NOx becomes, therefore, especially important at higher
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temperatures, exceeding 1700 K [133], as can also be seen in figure 2.5, which
shows the thermal NOx formation rate for an adiabatic hydrogen-air mixture.

The rate constant of reaction 2.4 is associated with a low uncertainty. Hence, it is
generally expected that the model accuracy for thermal NOx is determined by the
accuracy of the temperature and turbulence-chemistry interaction prediction [47].
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Figure 2.5: Thermal NOx formation rate for a stoichiometric hydrogen-air mixture. Com-
puted in Cantera [48] based on a zero dimensional, homogeneous, constant pressure reac-
tor.

2.4.2 Effects of hydrogen on NOx emissions

Considering the exponential temperature dependency of thermal NOx, it is clear
that any modification to a combustion process that increases the flame temperature
will have a negative impact on thermal NOx emissions. Hence, the high adiabatic
flame temperature of CO and H2 (see figure 2.4) make syngas combustion chal-
lenging in this regard.

One measure to counteract this undesired effect is to burn at leaner equivalence
ratios, by exploiting the lower lean blowout limit for fuels with higher H2 content.
However, this is not always applicable. The PPBB burner is intended for the use
in boilers and furnaces, which typically operate with 3% excess air. Leaner com-
bustion is, for these applications, generally not desired due to the negative impact
on the efficiency.

Another effect of increased H2 concentrations is the lower effective Lewis number,
due to the preferential diffusion of H2 and H, which destabilizes the flame and
leads to a cellular burning pattern with locally increased fuel concentrations in
positive curved flame regions. Note, positive curvature refers in this context to
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curvatures with their centre located inside the products. The locally increased H2
and H concentration leads to temperature peaks and, hence, to increased thermal
NOx production. [2, 10, 33, 51]

2.5 Numerical simulation of turbulent flames

2.5.1 Turbulent combustion models

The numerical simulation of turbulent flames has long been an important research
topic. A discussion on the remaining challenges for the modelling of turbulent
combustion is presented by Pope in [100]. The challenges he lists are the typically
large number of species involved in the combustion process, the range of turbulent
scales involved in it, the combination of non-linear chemical kinetics and large
turbulent fluctuations, the large property variation and the coupling between reac-
tion and molecular diffusion. For practical applications, the spectrum of turbulent
scales is addressed either by Reynolds averaged Navier-Stokes (RANS) or large
eddy simulation (LES). The RANS approach divides the flow field into mean val-
ues and fluctuations. For turbulent combustion this is done by employing a Favre-
decomposition (i.e., a mass-weighted average). Following this approach a new
set of equations is derived, which describes the mean quantities of the flow field.
However, these new equations also contain terms that depend on the turbulent fluc-
tuations which need to be modelled, the so called Reynolds stresses. Hence, RANS
requires to model the full turbulent energy spectrum, since all information about
the turbulent transport is contained in the Reynold stresses. LES, on the other hand
calculates the effect of large scale turbulent fluctuations explicitly. However, the
small scale turbulence, below a certain filter-size, still needs to be modelled, which
is done by employing so called subgrid models. The smaller turbulence scales are
less complex than the large scale turbulence and can, therefore, be addressed by
simpler models compared to RANS. An example of such a subgrid model is the
widely used model proposed by Smagorinsky [112]. Figure 2.6 illustrates how the
temporal evolution of the temperature in a single point of a turbulent flame would
be captured by RANS and LES models. The fundamental difference between these
approaches has important implications for other submodels, as for example NOx
formation which is characterized by a non-linear temperature dependency.

The complex combustion chemistry is typically simplified by some sort of tabu-
lation approach or reduction of the reaction mechanism [44]. A detailed reaction
mechanism can be simplified by employing a quasi-steady state or partial equi-
librium assumption to derive global reaction schemes. Tabulation on the other
hand is based on a "complete" reaction mechanism. However, the reaction rates
and species mass fractions are tabulated based on a initial computations in a "sim-
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Figure 2.6: Illustration of the local temperature in a turbulent flame as captured by RANS
(solid red line) and LES (dashed blue line), compared to the real (solid orange line) pro-
gression.

ple" one-dimensional flame configuration. Hence, only a few coordinates for the
look-up tables, such as the mixture fraction, progress variable etc., need to be in-
cluded in the CFD simulation. Many models, but not all, use either a flamelet or
a probability density function (PDF) based approach to address the coupling be-
tween reaction and turbulence [99]. To be precise, the coupling between reaction
and molecular diffusion, since turbulence does not directly interact with reactions,
rather increases molecular diffusive fluxes by amplifying gradients. A third model
category is formed by models that are based on the analysis of turbulent mix-
ing processes, such as the eddy breakup (EBU) [116] and eddy dissipation model
(EDC) [78, 79].

PDF-like models have shown the potential to accurately describe several laboratory
jet flames [39, 52]. However, they are in general significantly more expensive than
flamelet-like models or models base on turbulent mixing and therefore for many
applications, including the present work, inaccessible. Flamelet-like models on
the other hand, especially flamelet generated manifold models (FGM) [93], have
become more and more popular and shown to perform very well for many different
applications [130], even though they rely on strong assumptions. The basic con-
cept of flamelet models is the idea that small elements of the turbulent flame (i.e.,
flamelets) are characterized by the same structure as a laminar flame and can be
parametrized by a few variables such as the mixture fraction and scalar-dissipation.
An important limitation for this assumption is that the reaction zone is thin and not
affected by the turbulence. Hence, the applicability of these models is restricted
to certain combustion regimes. The FGM approach, a flamelet-like model, does
however not share this limitation. The FGM combines one-dimensional flamelets
with a manifold approach, which is based on the idea that a chemical system can,
independently of the initial conditions, after a relatively short time be described
by only few variables (i.e., a low dimensional manifold). Figure 2.7 illustrates
this concept. The illustration is for simplicity based on two species, A and B. The
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system converges independently of the initial composition a, b or c, towards the
equilibrium e. The important factor is that the mass fraction YA and YB are from
point m onwards directly linked to each other. The flame thickness in the FGM
model is due to the manifold implementation generally not constant, but described
by conservation equations.

Figure 2.7: Illustration of the low dimensional manifold principle.

As already mentioned, besides flamelet-like and PDF-like models, different mod-
els based on turbulent mixing are proposed in the literature. One of the most
prominent models in this category is the EDC model by Magnussen and Hjertager
[78, 79]. The basic idea of this model is that all reactions occur in the so called
fine-structures, where reactants are mixed at a molecular level and the turbulence
energy is dissipated. On the basis of this assumption two concepts are employed;
a cascade model [41, 78] for the energy transfer and a fine-structure reactor model.
The fine-structures are in the same order as the Kolmogorov scales and cannot be
resolved. Hence, a link between these scales and the flow field needs to be es-
tablished. This is done by the cascade model, which describes the energy transfer
from the largest eddies to successive smaller ones and thereby relates the fine-
structure to the turbulent quantities obtained from the turbulence model. Based on
the cascade model, the mass fraction of the fine-structures, γλ, is expressed as

γλ = Cγ

(νε
k2

)1/4
, (2.7)

where ν is the kinematic viscosity, ε the dissipation of turbulent kinetic energy, k.
The model constant Cγ has a value of 2.1377. Furthermore, the mean residence
time in the fine-structures, τ∗, is defined as

τ∗ = Cτ

(ν
ε

)1/2
, (2.8)
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with a model constant Cτ of 0.4082. The fine-structure can be seen as a perfectly
stirred reactor, which leads to the expression for the mean reaction rate, R̄i for the
species i

R̄i =
ρ̄γ2λ

τ∗(1− γ3λ)
(Y ∗i − Ỹi), (2.9)

where ρ̄ denotes the density, Ỹi is the mean mass fraction of species i in the control
volume and Y ∗i is the mass fraction of species i in the fine-structures. Note that
some implementations, including the default implementation in ANSYS Fluent,
use a plug flow reactor instead of the perfectly stirred reactor in order to simply
the numerical solution process. This has, however, significant implications in flow
regions with low turbulence, as discussed by Lewandowski and Ertesvåg [72]. The
reactor model in ANSYS Fluent was, therefore, altered in the present work in order
to reflect a perfectly stirred reactor. The mean mass fraction, Ỹi, for species, i are
computed from mass fraction in the fine-structures, Y ∗i , and the mass fraction in
the surrounding fluid,Y 0

i ,

Ỹi = γ3λY
∗
i + (1− γ3λ)Y 0

i , (2.10)

as proposed by Gran and Magnussen [49], while the original model used γ2λ in
equation 2.10, instead of γ3λ.

2.5.2 Modelling challenges

In the following different challenges regarding the simulation of NOx formation in
partially premixed hydrogen flames are discussed.

The treatment of molecular diffusion becomes especially important when the Schmidt
number (i.e., the ratio of viscous to molecular diffusion rate) of the participating
species differ from each other, and if the Lewis number can’t be assumed to be
unity, i.e., the thermal diffusivity is not equal to the mass diffusivity [91]. The
importance of differential diffusion has been highlighted in various publications
among them are [23, 71, 98, 132, 140]. An important case of differential diffusion
is the preferential diffusion of H2 and H in hydrogen combustion, as discussed in
section 2.3. During the last two decades different approaches have been suggested
to account for differential diffusion in flamelet-like models. The most noticeable
are probably the unsteady flamelet model by Pitsch et al. [96, 97] and the FGM
by van Oijen et al. [93, 130]. Oijen et al. [130] developed a FGM based on a
generalized flame stretch theory, that accounts for effects of changes in pressure,
enthalpy and elemental composition at the reaction layer by creating a multiple-
dimensional manifold. Increasing the manifold dimension improves the accuracy
of the FGM at the cost of increased memory demands for the computations.
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A similar dilemma is faced whenever chemical processes are involved that span
time scales that differ substantially from each other. An example of this is the for-
mation of NOx, which involves slow chemistry (i.e., much slower than the physi-
cal processes), while other combustion reactions are much faster than the physical
processes (i.e., fast chemistry). This prohibits a successful tabulation of the NOx
mass fraction (YNOx) based on a single combustion progress variable (Yc), as the
majority of changes in YNOx accours for Yc close to its equilibrium state. Zoller
et al. [149] proposed to first generate a table based on the mixture fraction, scalar
dissipation rate and radiation, and then to tabulate the NO source term as a func-
tion of YNO for each entry in the table. This approach, not only leads to very
large tables and requires the computation of an additional transport equation for
NO, but is also limited to moderate NO concentrations. Collonval [25] proposes to
avoid large look up tables by algebraic modelling the evolution of the NO source
term with a series of exponential functions. This approach was partially validated,
but a series of limitations have been found. These include problems regarding the
curve fitting of the algebraic model, the assumed shape of the model function and
limitations of its applicability for partially premixed flames.

The mixing mode, in which the PPBB burner operates, represent another chal-
lenging aspect for the combustion model. Primary fuel and combustion air are
only partially premixed and the mixture fraction varies along the burner circum-
ferences. Adding secondary fuel to the system generates local fuel rich areas while
still allowing the burner to be operated globally at fuel lean conditions. The PPBB
burner can therefore, similar to many other practical combustion systems, not be
categorized by a pure premixed or diffusive combustion regime. Research activi-
ties and model development have historically often been focused on one of theses
two regimes at a time only. Although the understanding as well as modelling capa-
bility of homogeneous partially premixed flames has improved significantly over
the last decade, inhomogeneous partially premixed and stratified flames, such as
the PPBB burner, are still not fully explored [81, 100]. Inhomogeneous, in this
context, follows the definition by Meares and Masri [81] as: "the situation where
spatial gradients in mixture fraction or equivalence ratio exist so that mixtures ex-
iting the burner may have pockets of reactive fluid adjacent to richer or leaner
mixtures." While stratification refers to the existence of varying local gradients in
the flammable mixture that lead to different local flame speeds.

Fiorina et al. [43] provides an overview over recent modelling approaches for strat-
ified turbulent flames, comparing models from five different recognized research
groups. All models were implemented in the context of LES, which represents
the state of the art in turbulence modelling, but is still regarded as too expensive
for many practical burner applications; especially at large scales. The simulation
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results were validated against the turbulent stratified flame configuration from the
technical university of Darmstadt, analysed by Seffrin et al. [108]. A more recent
stratified target flame has been developed by Meares and Masri at the university
of Sydney [81] which is to date still challenging the research community. Perry
et al. [94] has shown that even small inhomogeneities at the inlet of the Sydney
burner lead to difficulties for classical single mixture fraction models. Both flames,
from Darmstadt and from Sydney, are designed as target flames for the validation
of numerical models. A more applied test-setup is for example the gas turbine
model combustor investigated by [83, 136]. An interesting aspect of this burner is
its rounded outer nozzle which results in a strong dependency of the flow pattern
in the chamber, and hence the combustion, on the location of the flow separation
point at the nozzle [107, 138]. This behaviour is not desired in a target flame for
the validation of combustion models, however, it illustrates how intertwined the
fluid dynamics and combustion kinetics are in practical systems, such as the PPBB
burner. Numerical simulations of several other model burners at laboratory scale
as well as of existing "real" engines have been reviewed by Gicquel et al. [46].
The review concluded that, despite considerable progress, LES is still not accessi-
ble for many industrial combustors, with an associated cost that is typically a 100
times larger than for RANS simulations.

In general all numerical simulations need to be set up under the premise that a com-
promise regarding computational cost and model accuracy needs to be made in or-
der to achieve a balanced model configuration. The boundaries for the model costs
for the present doctoral thesis, and hence model complexity, are defined by the
large number of simulations, including simulations at large burner scales, that are
necessary for the investigation of the burner scalability. This renders scale resolv-
ing simulations as well as PDF based combustion models impractical. Flamelet
based models, on the other hand, struggle with the previously discussed chal-
lenges regarding differential diffusion effects and large time scale discrepancies,
as most approaches to overcome these challenges lead to significant penalties in
the computational simulations due to an increased memory demand. The usage
of flamelet-like models is, depending on the specific model, often more restricted
to certain combustion regimes. Simpler models, based on the analysis of turbulent
mixing, are on this basis a viable option for the simulation of the PPBB burner. The
EDC combustion model was therefore employed for the majority of simulations,
conducted in the present doctoral thesis. The EDC model, in conjunction with
a detailed combustion mechanism and transport equations for individual species,
allows to consider the species specific transport properties and preferential diffu-
sion. The model is, furthermore, well suited to be combined with a post processing
approach for the computation of thermal NOx, which utilizes the assumption that
the NOx formation can be decoupled from the combustion kinetics, to reduce com-
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putational costs. The theoretical background, which is based on the analysis tur-
bulent mixing processes, makes the EDC independent from turbulent combustion
regimes; a crucial property for the present study.

2.6 Scaling
Scaling laws and their global and local effects on complex partially premixed hy-
drogen burners are the central subject of the present doctoral thesis and an ex-
tensive discussion on the development of different scaling laws, their underlying
assumptions and their shortcomings is given in Paper III. The present sections fo-
cuses, therefore, on presenting the fundamental concepts of scaling, approaches
that have historically been pursued and their limitations, which motivated the
present doctoral study. Some of the basic relations between thermal input and
constant velocity or constant residence time scaling, which are necessary for the
reader to understand the discussed concepts, are therefore described in the present
section as well as in Paper III.

Scaling of combustion systems to various sizes, ranging from laboratory to indus-
trial scale, both in the context of numerical simulations as well as experimental
campaigns, is a crucial part in the design and optimization process of burners.
The possibility to conduct simulations and experiments at smaller scales becomes,
especially with increasing burner complexity, more and more important for the
reduction of research and development costs.

Successful scaling, requires to preserve the burner characteristics across different
scales. To achieve this, scaling laws need to be established. However, similarity
theory dictates such a large number of scaling parameters, many of them mutually
incompatible, that a complete scaling becomes unobtainable. The necessity for
partial scaling, to relax the strict requirements from similarity theory, has therefore
long been acknowledged and led to a large variety of different scaling laws [9,
117].

The first studies that investigated the scaling of NOx emissions focused on the de-
velopment of scaling laws for axisymmetric, non-premixed, turbulent, jet flames,
which provide a well-defined flow field. However, early studies from Lavoie and
Schlander [70], as well as Peters [95], based on an equilibrium assumption for the
temperature and oxygen atom (O) concentration, failed to reproduce experimental
data with acceptable accuracy. Subsequently, several scaling laws were proposed
that take non-equilibrium effects, as well as effects of radiative heat losses, into ac-
count [18, 19, 62, 115]. A common finding of these studies is the improved model
accuracy when an additional term (u0/d)0.5, reflecting the non-equilibrium con-
ditions due to flame strain, is considered [5, 15], were u0 is the initial jet velocity
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and d the nozzle diameter.

Research in this area, has historically focused on diffusion flames. The work by
Røkke et al. [103] is one of the few studies that specifically deals with partially
remixed jet flames. Their model has, furthermore, been evaluated by Weber [134]
for the application in industrial burners. Weber concluded that the radiative heat
losses in the post flame region need to be included in the scaling methodology, as
well as the effect of flue gas entrainment in case of internal or external flue gas
recirculation. Joo et al. [58] investigated recently the potential of artificial neural
networks to establish scaling models for partially premixed flames. This novel
approach, could however not reach the same accuracy as the established empirical
models.

For moderate or intense low-oxygen dilution MILD combustion, good results where
achieved with a simple furnace temperature and global residence time scaling
[122], following the suggestions by Turns et al. [127, 128]. However, it is ar-
gued that [55] this type of scaling laws will fail for burner designs with a more
defined flame-sheet and near-burner regions and, hence, larger gradients of tem-
perature and species concentration. Hsieh et al. [55] found that the near-burner re-
gion dominates the NOx formation at larger burner scales, of 12 MW and beyond.
However, at smaller scales, around 30 kW, also the contribution of the flame-sheet
region needs to be considered, while the furnace region can be neglected.

Most scaling laws are, as previously mentioned, developed based on "simple" jet
flames. Their applicability to complex burner designs is therefore limited and
typically only two scaling laws are considered for industrial applications [55, 134].
These are constant velocity and constant residence time scaling. Both scaling laws
are derived based on the basic global equation for the thermal input:

Q = Kρ0U0D
2
0, (2.11)

where K is a proportionality constant, ρ0 the inlet fluid density, D0 the charac-
teristic burner length scale and U0 the characteristic burner velocity. Keeping the
characteristic burner velocity in equation 2.11 constant leads to:

D0 ∝ Q1/2, (2.12)

and further to the relation for the scaled burner diameter, D∗0,v:

D∗0,v
D0
∝
(
Q∗v
Q

)1/2

, (2.13)

where the star superscript indicates scaled properties and the v subscript stands
for constant velocity scaling. Keeping the ratio between the characteristic burner
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diameter and velocity, D0/U0, in equation 2.11 on the other hand leads to the
relations for constant residence time scaling:

D0 ∝ Q1/3, (2.14)

and
D∗0,rt
D0

∝
(
Q∗rt
Q

)1/3

, (2.15)

where the rt subscript indicates constant residence time scaling. Equation 2.13 and
2.15 require geometrical similarity and are based on the assumption of momentum
controlled turbulent flow, which allows neglecting of Reynolds and Froude number
effects.

Constant residence time scaling preserves the convective time scale, which equals
the residence time in simple flames. The macro-mixing characteristics are, there-
fore, in theory maintained [104, 134]. However, constant residence time scaling
leads, with increasing burner scales, to an increasing flow velocity proportional to
Q1/3, which leads, hence, to excessive pressure drops. Constant velocity scaling
is therefore generally preferred for industrial applications, even though it does, per
definition, not preserve the macro-mixing characteristics. A comprehensive data
set for constant velocity scaling was obtained by the SCALING 400 project [135],
a cooperated research effort by the International Flame Research Foundation and
the Gas Research Institute, which investigated the NOx emissions of swirl burn-
ers in the range of 30 kW to 12 MW, experimentally. The study has later been
extended numerically by Bollettini et al. [11] to include constant residence time
scaling.

It is worth mentioning that similar scaling laws have been proposed, such as the
scaling law by Ballester et al. [3] which lies in-between constant velocity and con-
stant residence time scaling, with an exponent for the scaling law D ∝ Qx in the
range of x = 1/2.3− 1/2.6, or the scaling law proposed by Cole et al.[24], which
scales the burner diameter proportional to Q1/4 and the burner velocity propor-
tional to Q1/2. These scaling laws are further discussed in paper III, however, they
are not as frequently applied as constant velocity or residence time scaling.

It can be argued that a single length and velocity scale, which form the basis for
constant residence time and constant velocity scaling, are not sufficient to repre-
sent a complex burner. Hence, the advantage of constant residence time scaling,
in preserving the macro-mixing time scale is negated in this case, as several char-
acteristic local macro-mixing time scales exist. Indeed some studies, such as Bol-
lettini et al. [11] and Smart and Van Kamp [113] found none of the two scaling
laws to be superior over the other when applied to typical pulverised coal burn-
ers, while Megalos et al. [82] found constant velocity scaling to be more suitable.
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Hsieh et al. [55], as well as Cheng et al. [21] argue that successful scaling requires
to apply different scaling laws depending on local burner regions. The concept,
that global scaling laws will have different effects based on the local conditions in
complex burner designs forms the bases of the present doctoral thesis and is finally
scrutinized in Paper III.
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Chapter 3

Computational tools and
modelling techniques

This chapter presents the numerical model that was developed during the course
of this doctoral thesis. The main focus lies on the CFD model, developed in the
ANSYS Academic Fluent framework. Discussions of the model that did not find
space in the presented publications are given more emphasis here, while aspects
that are already well described in the respective papers are summarized briefly.
The majority of the model development and validation was conducted in Paper I
and II, with minor changes in Paper III.

3.1 Grid and fluid domain
The generation of a numerical mesh, that describes the three-dimensional fluid
domain with a finite number of control volumes, is a crucial step in any mesh
based CFD analysis. The mesh defines which model resolution can be expected
and has a strong impact on the convergence properties and numerical costs of the
CFD model. Furthermore, the mesh requirements vary depending on the overall
modelling approach (e.g., RANS versus LES) and other employed submodels (e.g.
resolved boundary layers versus wall functions). It is, therefore, not unusual that
the meshing process constitutes a large part of a CFD based study. Several different
meshing strategies, i.e. hexahedral (hex), tetrahedral (tetra), polyhedral (poly), cut-
cell and tetrahedral/hexahedral hybrid mesh, were considered for the simulation of
the complex PPBB burner (see figure 3.1). A short discussion on their advantages
and disadvantages can be found in Paper I.

Structured hex meshes limit generally the mesh induced diffusivity, given that the
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Figure 3.1: Illustration of different cell types.

flow is aligned with the mesh, require less memory and improve the model conver-
gence compared to unstructured meshes. Hence, they are typically the first choice.
However, for complex geometries, such as the PPBB burner with its several fuel
ports, it can be challenging to generate a structured hex mesh. Hex meshes can,
furthermore, lead to large aspect ratios if the the difference between the smallest
resolved length scale and the domain size is big. The cut-cell topology addresses
the issue of large aspect ratios, by allowing hanging nodes. However, they require a
layer of unstructured mesh cells close to the geometry. The wall adjacent cells can,
depending on the geometry complexity, be characterized by very high skewness.
Preliminary simulations of the PPBB burner with a cut-cell type mesh showed that
these few "bad" cells, especially close to the lateral walls of the conical buff body,
severely harmed the model accuracy and convergence. An alternative approach
is to generate unstructured meshes, often consisting of tetrahedral or polyhedral
cells. These meshes can be generated automatically, with more or less user con-
trol on the size and quality distribution, and are therefore especially well suited
for the simulation of complex geometries. Both tet and poly meshes can easily
adapt to complex geometry. However, tet meshes require a much larger cell count
compared to poly mashes, at a comparable accuracy. The polyhedral grid topology
was, therefore, chosen for the simulation of the PPBB burner.

Reducing the model complexity, by initially focusing on the non-reacting flow in
the burner, allowed the exploration of different modelling approaches, including
models that are too expensive for the simulation of reacting flows in an up-scaled
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burner. The requirements for the numerical mesh were therefore different in Pa-
per I compared to Paper II and III. All simulations presented in Paper I resolved
the boundary layers by using multiple inflation layers (i.e., prism cells adjacent
to walls) to maintain a dimensionless wall distance (y+) close to unity. The sim-
ulations in Paper II and III, on the other hand, utilized a single inflation layer in
conjunction with wall functions to minimize numerical costs.

Paper I investigated the burner in an unconfined configuration, which requires a
larger fluid domain compared to the combustion chamber investigated in the other
papers. The fluid domain in Paper I extends 20 bluff body diameters downstream
of the burner and has a width of 10 bluff body diameters. In Paper I a total of
5.2 M cells were used to simulate the 8 mm lance height configuration and 4.0 M
cells to simulate the 16 mm configuration. The simulations in Paper II and III were
conducted on a 3.5 M cell mesh.

All steady state simulations were conducted on a quarter domain, utilizing periodic
boundary conditions, while all transient simulations were conducted on the full
domain (i.e., four times the cell count) to allow for turbulence development close
to the burner axis (see figure 3.2).



34

Figure 3.2: Illustration of the computational domain including boundary types. All un-
specified boundaries are walls. a) side view and b) top view of the quarter domain with
combustion chamber, used in Paper II and III. c) side view of the full, unconfined domain,
used for the transient simulations in Paper I. Note the drawings are not to scale.

3.2 Numerics
All conducted simulations were based on the finite volume method, discretising
the governing equations for the conservation of mass, momentum, energy, turbu-
lence and species with a second order upwind scheme. A point implicit (Gauss-
Seidel) solver in conjunction with an algebraic multigrid method was employed
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to solve the equation system. The density was computed based on the incom-
pressible ideal gas law and a cell-based least-square method was used to calculate
gradients and derivatives on the highly unstructured poly mesh. A second order
central difference scheme was applied for the pressure recovery at cell faces, nec-
essary due to the co-located scheme employed in ANSYS Academic Fluent. The
pressure-velocity coupling was realized with the semi-implicit method for pres-
sure linked equations-consistent (SIMPLEC) algorithm in Paper I, and changed to
the pressure-implicit with splitting of operators (PISO) algorithm with skewness
correction in Paper II and III, aiming to improve the model stability.

The most significant differences between the numerical setups in the presented
papers are related to the scale resolving simulations, conducted in Paper I. The
convective terms in the RANS transport equations were discretised with a second
order upwind scheme. However, upwind schemes are too numerical dissipative
for scale resolving simulations. A bounded central difference scheme was there-
fore used for all LES and stress-blended eddy (SBES) simulations. Furthermore,
it is not possible to apply the steady state assumption to scale resolving simula-
tions. The non-iterative time advancement (NITA) algorithm was therefore with
all transient simulations, which furthermore allowed the usage of the fractional-
step method (FSM), a slightly less computationally expensive method compared
to PISO.

3.3 Submodels
Table 3.1 provides an overview of the submodels, that were used in the simulations
for the scaling of the PPBB burner and hence represent the most comprehensive
CFD model of the PPBB burner. During the model development special attention
was given to the turbulence model, boundary layer treatment, combustion kinetics,
and turbulence-chemistry interaction.

A variety of different turbulence models were investigated in Paper I, including
unsteady Reynolds averaged Navier-Stokes (URANS) and scale resolving simu-
lations employing the WALE subgrid model in a LES framework, as well as the
novel SBES turbulence model that allows the application of LES models in the
free flow (i.e., flow outside of wall boundary layers), while still treating boundary
layers by means of RANS models. The investigated RANS and LES turbulence
models are well documented in the literature [69, 84, 90, 111]. The SBES model
[85, 86], however, has only recently been made available and is therefore described
in more detail in Paper I.

Another modelling aspect that has been addressed by different approaches is the
boundary layer treatment. Resolving boundary layer flows requires not only a fine
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Table 3.1: Summary of the employed submodels.

Phenomenon Model
Turbulence realizable k-ε [111]
Wall treatment non-equilibrium wall function [64]
Turbulence-chemistry interaction eddy dissipation concept [78, 79]
Combustion kinetics Li et al. [73]
NOx kinetics extended Zeldovich [143]
Radiation discrete ordinates
Absorption weighted sum of grey gases
Viscosity and thermal conductivity kinetic theory
Diffusive flux dilute approximation
Binary mass diffusion coefficients modified Chapman-Enskog [59]

enough grid resolution close to walls, as described in section 3.1, but also a tur-
bulence model that is valid throughout the whole boundary layer. The enhanced
wall treatment was therefore employed in Paper I. This model has the advantage
of behaving like a standard two-layer model for sufficiently fine grid resolutions,
while not significantly deteriorating in accuracy on coarser wall meshes, by incor-
porating an enhanced wall function as fallback [1]. The enhanced wall function
implementation in ANSYS Fluent can, hence, be seen as a hybrid model. The near
wall grid resolution for all simulations in Paper I fulfilled the grid requirement for
the two-layer approach, i.e. y+ ≈ 1. The two-layer approach obtains the turbulent
dissipation rate, ε, in the viscous sublayer based on:

ε =
k3/2

lε
, (3.1)

and the turbulent viscosity, µt, based on [139]

µt = ρCµlµ
√
k. (3.2)

The length scales lε and lµ are computed following Chen and Patel [17]. A blend-
ing function, proposed by Jongen [57], is applied to ensure a smooth transition
between ε and µt in the viscous sublayer and the high-Reynolds number region.

Paper II extended the CFD model for the simulation of reacting flows, which in-
creases the model complexity and costs significantly. The objective of Paper II
was, furthermore, to develop a model that is appropriate for the simulation of the
burner at multiple scales. The modelling approach for the boundary layer treatment
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was, therefore, changed to a less expensive wall function approach. An initial at-
tempt, using standard wall functions, failed to reproduce the flow conditions in the
combustion chamber. As a consequence the nonequilibrium wall function was em-
ployed for all further simulations [64]. The key features of the nonequilibrium wall
function are the sensitivity of the log-law for the mean velocity to pressure gradi-
ents and the calculation of a turbulence kinetic energy budget at the wall adjacent
cells, which partly accounts for non-equilibrium effects.

An important aspect of combustion simulations are the appropriate description of
the combustion kinetics. Two different reaction mechanisms were investigated for
the simulation of the hydrogen combustion in the PPBB burner, one mechanism
was developed by Li et al. [73], the other by Conaire et al. [92]. Both mechanisms
are based on 19 reversible elementary reactions and were implemented for the 9
species modelled in the PPBB burner simulations. Both mechanisms led to very
similar results. All simulations, presented in this doctoral thesis, were therefore
performed utilizing the mechanism by Li et al. [73].

Three different approaches for the modelling of the turbulence-chemistry interac-
tion have been investigated. These were the eddy dissipation concept (EDC), a
premixed flamelet generated manifold (FGM) and a diffusion FGM model. For
the majority of simulations, including all simulations published in paper II and III,
the EDC was employed, due to its advantages regarding computational costs, as
discussed in section 2.5.
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Chapter 4

Summary of publications

This chapter presents a summary of the three paper that form the basis of this
doctoral thesis. The employed numerical model was with each paper successively
extended and improved. Links between the papers are highlighted.

4.1 Paper I - Cold flow characteristics of a novel bluff body hy-
drogen burner

This paper represents the first step in the model development towards the full sim-
ulation of the PPBB burner, including chemical reactions, species transport, radi-
ation, etc. and focuses on the simulation of the non-reacting flow field. The paper
provides, furthermore, an extensive introduction to the unique burner design and
utilizes the new model to study flow features of the burner that where not accessi-
ble to the previous performed experimental studies.

A computational fluid dynamic (CFD) model of the PPBB burner was developed
utilizing the commercial multi-physics software ANSYS Academic Fluent, Re-
lease 18.1. High priority was given to the selection of an appropriate turbulence
model, which not only dominates the description of the non-reacting flow field,
but also builds the foundation for the simulation of species transport, turbulence-
chemistry interaction and other submodels for following studies of the reacting
flow. A set of steady-state and unsteady Reynolds averaged (RANS) simulations
for the burner operating with a lance height of 8 mm was conducted. Three dif-
ferent turbulence models were employed for these simulations; namely the stan-
dard k-ε, realizable k-ε, shear stress transport (SST) k-ω. The simulations were
validated against PIV measurements from Dutka et al. [38]. All models were
capable to reproduce the extend of the recirculation zone, but over predicted the
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velocity magnitude, both in the recirculation zone as well as in the wake flow.
The SST k-ω showed the largest deviation between experiments and simulations,
while both the standard as well as the realizable k-ε model were able to predict the
peak velocity in the wake flow reasonable well. All models showed an improve-
ment when employing an URANS (i.e., unsteady RANS) approach. The URANS
SST k-ω model was the only model capable to reproduce the velocity decay along
the burner axis. It was concluded that the over predicted velocities downstream of
the bluff body, are a consequence of the poor model performance in the wall jet
and shear layer region close to the bluff body.

On this basis, scale resolving simulations with two different models, the novel
stress-blended eddy simulation (SBES) and the WALE subgrid model in a large
eddy simulation (LES) framework, where conducted for a lance height of 8 mm
and 16 mm. The performance of both models was nearly identical, leading to good
results for the 8 mm lance height case and very good results for the 16 mm lance
height case. Based on these simulations, it was found that the recirculation zone
length scales proportional to the lance height while the recirculation zone width
is not affected by changes of the lance height. The recirculated mass flow rate
decreases, furthermore, with increasing lance height.

Finally, the paper presents a detailed analysis of the near wall region close to the
lateral walls of the bluff body. This region is characterized by a conical wall jet
flow, a configuration which is rarely investigated, and was not accessible to the
PIV measurements. For 8 mm lance height, a self similar velocity profile was
observed at a normalized distance of 3.1 throat heights downstream of the throat
opening which is in agreement with findings by other researchers [66, 109, 110].
The velocity profiles in the wall jet of the 16 mm case did not collapse as the
normalized distance between throat opening and bluff body trailing edge is shorter.

4.2 Paper II - Combustion and NOx Emission Characteristics of
a Bluff Body Hydrogen Burner

This paper contains the extension of the CFD model, developed in Paper II, to in-
corporate species transport, combustion kinetics, turbulence-chemistry interaction,
NOx kinetics, thermal radiation and the confinement of a combustion chamber.
The model is validated against experimental data for a wide range of operational
conditions, and the effect of secondary fuel fraction and thermal input on the burner
performance is explored.

In total twelve CFD simulations where conducted with the secondary fuel fraction
ranging from 0% to 30% and the thermal input ranging from 10 kW to 25 kW.
Overall a good agreement between predicted and measured NOx emissions was
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achieved, with an average deviation of 7%. The dependency of NOx emissions
on the thermal input was captured well. The model was, however, not able to
reproduce the emission dependency on the secondary fuel fraction at a thermal
load of 10 kW.

The paper presents, furthermore, a novel combustion regime diagram, utilizing
the detailed data obtained by CFD simulations. The proposed approach considers
local variation of turbulence and combustion conditions; an important aspect of
complex partially premixed burners. Employing such CFD based regime diagrams
allows furthermore the visualization of an additional coordinate, such as the local
equivalence ratio distribution. The analysis of the PPBB burner simulation at base
case conditions, 10 kW thermal input and 30% secondary fuel, revealed two dis-
tinct regions for primary and secondary fuel in the regime diagram. Both are, to a
large extent, located at Damköhler numbers exceeding unity for combustion close
to the global and stoichiometric equivalence ratio. Especially primary fuel shows,
however, a wide spread in the regime diagram, burning in a multi-regime mode,
where lean mixtures are combusted at higher Karlovitz numbers.

The analysis of the mixture fraction distribution under different operational con-
ditions revealed that the inner recirculation zone is characterized by a fuel rich
mixture at base conditions. The conditions in the recirculation zone change, how-
ever, to a fuel lean mixture when all fuel is provided through the primary fuel ports,
i.e. no secondary fuel. Adding secondary fuel decreases the recirculated mass flow
rate in the inner recirculation zone, while it has only a negligible effect on the mass
flow rate in the outer recirculation zone. Increasing the thermal input, on the other
hand, affects both recirculation zones, leading to an increased mass flow rate in the
outer and a decreased mass flow rate in the inner recirculation zone. The impact of
the changed mass flow rates on the NOx formation rate, due to an increased ther-
mal input, was not quantified. However, a similar dependency of NOx emission
and mass flow rates in the internal recirculation zone were observed. The inner
recirculation zone is an important contributor to the overall NOx emissions. The
highest NOx formation rate is observed in the concave region of the stoichiometric
mixture iso-surface. The stoichiometric fuel-air mixture is in this regions mixed
with hot products from the inner recirculation zone, which leads to an elevated
temperature and radical concentration; consequently local peaks in NOx formation
rates.
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4.3 Paper III - Effects of scaling laws on the combustion and
NOx characteristics of hydrogen burners

The paper presents the scaling of the PPBB burner up to 500 kW based on two
different scaling laws; namely constant velocity and constant residence time scal-
ing. The CFD model, developed in Paper I and II, was employed to conduct in
total 11 simulations at different burner scales. Only minor changes to the thermal
wall boundaries have been made to prevent unrealistic boundary layer flashbacks
at larger burner scales.

The effect of the two applied scaling laws on the Damköhler and Karlovitz num-
ber was scrutinized theoretically. Their local effect was furthermore investigated
by means of the CFD based combustion regime diagrams, developed in Paper II,
which were extended to incorporate hexagonal binning. The trends, predicted by
the numerical simulations, agree well with the scaling theory for constant velocity
scaling. The flame, which is originally to a large degree located in the thin reac-
tion zone regime, displays increasing Damköhler numbers with increasing burner
scales, and crosses the unity Karlovitz number iso-line at the 50 kW scale, into the
corrugated flamelets regime. The motivation for constant residence time scaling is
the theoretical preservation of the Damköhler number, which was, in the CFD sim-
ulations, confirmed for the global Damköhler number. However, the simulations
showed that a significant part of the flame, mainly at the global equivalence ra-
tio close to stoichiometry, is following a constant Karlovitz number instead. Both
scaling laws led, at the 250 kW scale, to the collapse of the two distinct regions
for primary and secondary fuel in the regime diagram, which were first observed
in Paper II.

An apparent difference between the two scaling approaches was observed in be-
tween primary and secondary fuel ports. Constant velocity scaling leads in these
regions to a significant local increase of the progress variable source term, at an
equivalence ratio around 0.7. Constant velocity scaling leads, furthermore, to an
overall larger variance in the equivalence ratio with more fuel burning at lean and
rich conditions further away from stoichiometry, compared to constant residence
time scaling.

Constant velocity scaling and constant residence time scaling lead at a macro
scale to a fundamentally different shape of the stoichiometric equivalence ratio
iso-surface. Constant velocity scaling causes the original four tips to collapse to a
single one, while constant residence time scaling preserves them. However, con-
stant residence time scaling leads to a transition from the fuel rich inner recircu-
lation zone to a fuel lean recirculation zone. The inner recirculation zone is an
important contributor to local NOx formation peaks, due to the hot recirculated
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products that are mixed with an unburned, stoichiometric air-fuel mixture.

Both scaling laws lead to an increase of the global NOx emissions and are not
reaching a plateau within the investigated range. This may indicate that the in-
vestigated laboratory scale burner is too small to make realistic predictions for the
full scale burner. However, it is still possible to utilize the burner as a case study
to investigate the effects that constant velocity and constant residence time scal-
ing has on the combustion and NOx characteristics of the PPBB burner. The fluid
domain was decomposed into the six following regions, in order to differentiate be-
tween local effects: walljet (WJ), flame (FL), inner recirculation zone (IRZ), outer
recirculation zone (ORZ), immediate post flame (IPF) and post flame (PF). The
immediate post flame, flame and inner recirculation zone regions were identified
as the three main contributors to the overall NOx emissions. Constant residence
time scaling leads in all three regions to higher mean volumetric NOx formation
rates. However, the overall NOx formation is for constant velocity scaling larger
in the intermediate post flame and flame region, which is attributed to the larger
volumes and longer residence times. The overall NOx formation rate in the inner
recirculation zone, on the other hand, remains close to constant for constant ve-
locity scaling, while an increase is seen for constant residence time scaling. The
mean volumetric NOx formation rate in the inner recirculation zone is driven by
the local oxygen atom (O) and OH concentrations, which is dependent on the flow
conditions and entrainment into the inner recirculation zone.

This paper, furthermore, revealed a sudden break up of the inner recirculation zone
in the narrow band between 450 kW and 500 kW, when constant velocity scaling
is employed. The break up of the inner recirculation zone leads to the formation
of a vortex pair in the outer chamber region and an outwards bending of the flame,
which ultimately leads to a flame impingement onto the combustion chamber. The
recirculation zone break up was attributed to the different scaling effect of constant
velocity and constant residence time scaling on the momentum and length scale
ratio of the annular jet and bluff body flow.
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Chapter 5

Additional work

This chapter presents work that has been initiated during the present Ph.D. project,
but has not yet reached a level that qualifies for publication in a scientific journal.
However, a valuable foundation was created for future work on scale resolving
simulations of the PPBB burner and a framework for a reactor network model of
the burner was implemented. A short summary of these activities is, therefore,
provided here, promoting future work and making existing achievements accessi-
ble.

The numerical model, which forms the basis for the majority of the present doc-
toral thesis, has been developed with focus on a good balance between model cost
and accuracy; an important requirement for scaling of burners to different sizes.
The following two approaches represent, in contrary, two extreme cases. First
scale resolving simulations are presented, which generally provide a considerable
increased model accuracy, however, comprise significantly larger computational
costs. Following the scale resolving simulations, a reactor network is outlined.
This simplified model is based on a variety of assumptions and aims to reproduce
only few of the important burner characteristics.

5.1 Scale resolving simulations
Parts of the scale resolving simulations described in this section were presented in
the form of a work in progress poster at the 37th international symposium on com-
bustion in Dublin. The simulations were conducted employing an LES approach
with the WALE subgrid model. In order to reduce the numerical costs only the
fluid domain downstream of the burner throat was modelled. The inlet conditions
at the throat were obtained by a preceding steady state RANS simulation. The grid
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for the LES simulations consists of 4.6 M polyhedral cells.

A major difference to the RANS model of the PPBB burner is, besides the turbu-
lence model itself, the approach utilized to describe the hydrogen combustion. The
LES simulations were conducted employing a FGM, parametrizing all species and
temperature by the mixture fraction, progress variable, and enthalpy. The consid-
eration of enthalpy is important in order to account for non-adiabatic effects, such
as the heat exchange with the combustion chamber wall. The FGM was chosen
over laminar flamelet models, as it is not based on the assumption of an intact thin
flamelet, and hence, can theoretically be applied to a wider range of combustion
regimes, as well as for the simulation of flame quenching and extinction. The reac-
tion mechanism by Li et al. [73] containing 9 species and 19 reversible elementary
reactions, which is the same as used for the RANS simulations, was employed to
compute the FGM. The closure model by Zimot et al. [148], with a turbulent flame
speed constant of 0.61, which is recommended for hydrogen combustion, was used
for the turbulent flame speed calculation.

The mean source term is computed based on a presumed joint beta PDF and a
flamelet library. Hence, an important factor for the performance of the FGM are
the flamelet calculations that form the basis for the library generation. This is
challenging for partially premixed flames, which cannot be entirely described by
either premixed or diffusive flamelets. Different hybrid models, such as the model
by Yadav et al. [141] have therefore been proposed, which generate both a pre-
mixed and a diffusive manifold, in order to calculate the mean source term based
on a weighted average of those two. Challenging aspects of such an approach are
the increased memory demand and the determination of a suitable blending func-
tion between the premixed and diffusive manifold. A more pragmatic approach is
to base the FGM on only one flamelet type. The accuracy of such a model will,
consequently, be higher for flames that behave similar to one of the extreme cases,
i.e., either a fully premixed or a completely diffusive flame. It is therefore im-
portant to identify the predominant mixing mode, in order to choose the flamelet
approach that resembles the flame the closest. Yamashita et al. [142] proposed a
flame index, GFO:

GFO = ∇YH2 · ∇YO2 , (5.1)

to distinguish between premixed and diffusive flames. In the present work, three
different flamelet approaches were investigated, a unstrained premixed, a strained
premixed and a diffusive flamelet. Figure 5.1 shows the finite rate source as a func-
tion of the local equivalence ratio, for the simulation based on a strained premixed
flamelet. The data points are coloured by the flame index, following equation 5.1,
with positive values representing premixed and negative values representing dif-
fusive flames. The premixed and diffusive data points are shown in the upper and
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lower subplots respectively, to increase the readability. The subplots on the left-
hand side (i.e., a and c) show data obtained on a cut-plane crossing two primary
fuel ports, while the subplots on the right-hand side (i.e., b and d) show data ob-
tained on a cut-plane crossing two secondary fuel ports.

Figure 5.1: Finite rate source versus local the equivalence ratio, colour-coded by the flame
index for premixed (red) and diffusive (blue) combustion in the primary fuel cut plane (a)
and (c), as well as in the secondary fuel cut plane (b) and (d). Note, values that are exactly
zero are duplicated in the plots.

The highest reaction rate is observed around stoichiometry. However, premixed
data points are more frequently clustered at lean and rich equivalence ratios. Both
scatter plots, showing premixed combustion, share a data point cluster in the equiv-
alence ratio range of 0.6–0.7, which is leaner than the global equivalence ratio of
0.87. In the primary fuel cut plane another cluster is observed at rich equivalence
ratios around a value of 1.5. The secondary fuel cut plane shows, on the other
hand, a much wider spread for rich equivalence ratios, although generally at low
reaction rates below 500 kg m-3s-1. Both cut planes show a contribution from dif-
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fusive combustion, however, the reaction in this mode is stronger for the secondary
fuel cut plane. Note, the secondary fuel ports are located further downstream and,
hence, closer to the flame anchor point, compared to the primary fuel ports, which
reduces the time available for premixing air and fuel. A third cut plane, which is
not shown here, in-between primary fuel ports, where no secondary fuel is located,
was analysed as well. The combustion in that region is almost entirely dominated
by a diffusive flame, which shows that the fuel is not fully premixed in tangential
direction.

Figure 5.2 shows the a scatter plot in the temperature equivalence ratio space,
coloured by the normalized progress variable. The scatter plot obtained from the
primary fuel cut plane, shown in figure 5.2a, is characterized by a steep tempera-
ture drop at an equivalence ratio of approximately 2.0. The scatter plot obtained
from the secondary fuel cut plane on the other hand, shows elevated also for richer
mixtures, which exceed an equivalence ratio of 2.0. The flat temperature distri-
bution at equivalence ratios between 0 and 0.5 corresponds to fluid close to the
chamber wall, while the prominent temperature drop at a equivalence ratio of 1.5
is associated to the boundary layer on the trailing face of the bluff body. This indi-
cates also that the inner recirculation zone is characterized by a rich mixture with
an equivalence ratio of 1.5.

Figure 5.2: Temperature versus the local equivalence ratio colour-coded by the normal-
ized progress variable.

The rich inner recirculation zone can also be seen in figure 5.3, which shows the
mixture fraction distribution in the secondary fuel cut plane. The stoichiometric
iso-line is located at the transition from blue to red contours. The overlaid grey-
scale iso-contours show the NOx formation rate, which is largest for stoichiometric



49

mixtures in the immediate post flame region, downstream of the inner recirculation
zone. Note the NOx formation rate is currently calculated based on the same post
processing approach as utilized in the RANS simulations. This approach leads to
an over prediction of the NOx formation rate, when combined with LES simula-
tions, since the model is based on mean values for species and temperature. Hence,
resolved turbulent fluctuations are in addition modelled by the NOx model. This
issue still needs to be addressed and the model needs to be validated against ex-
perimental data. The initial results indicate that large parts of the flame burn in a
premixed mode, however, the effect of the flamelet library approach on the NOx
emissions, the parameter of interest, has not been investigated yet.

Figure 5.3: Instantaneous mixture fraction contours, overlaid by iso-lines of the instan-
taneous NOx formation rate in grey scales, with red colour showing fuel rich regions and
blue colour showing fuel lean regions.

5.2 Reactor network
A reactor network model of the PPBB burner, based on the open-source software
Cantera [48] is presented. The reactor network consist of a set of zero-dimensional
perfect stirred rectors (PSR), connected with each other in a predefined pattern.
The governing equations for each reactor, i.e. conservation of mass, species and
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energy, are solved employing the SUNDIALS solver suite [53]. The model im-
plementation is transient and is being advanced until steady state conditions are
reached. The reader is referred to Kee et al. [61] for the detailed description of the
governing equations.

PSRs are a good representation for the conditions in the inner and outer recircu-
lation zones of the PPBB burner, however, in order to represent the other flow
regions also plug flow reactors (PFR) are required. This is achieved by adding
several PSRs in series, where the first and last PSR are used to connect the PFR to
other reactors.

Figure 5.4: Illustration of the burner region and mass flow definitions. Note the drawing
is not to scale and the fuel ports are, for illustration purpose, drawn in the same plane.

The reactor network does not solve the turbulent flow field itself. Hence, the main
task for the network development is the definition of the reactor volumes, con-
nections and mass flow controls (MFC), that regulate the mass and heat exchange
between reactors, such that in practice a "frozen" flow field is resembled by the
network. One approach to achieve this is to conduct CFD simulations with a fast
chemistry solver and extract a detailed reactor network from the converged solu-
tion [42]. However, the objective of the present work is to develop a "simple"
network that reflects the main flow features, such as the inner and outer recircu-
lation zones, but remains small enough, so that empirical or phenomenological
models can be employed to scale the network. One of the main motivations for
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the development of such a "simple" model is the ability to evaluate scaling laws
at low costs, before validating them via CFD simulations and/or experiments. The
nature of rector networks is, furthermore, of special interest for the evaluation of
zone based scaling laws, such as the approaches suggested by Hsieh et al. [55] and
Cheng et al. [21].

The flow domain of the PPBB burner has, on this basis, been divided into six re-
gions. The regions are based on the CFD simulations performed in Paper III. An
illustration of them is provided in figure 5.4. The region upstream of the burner
throat is not modelled by the reactor network. The CFD simulations were fur-
thermore used to establish the recirculation mass flow rates in the inner and outer
recirculation zone, as well as, the mass entrainment into the wall jet. The entrain-
ment into the flame region is derived based on the outer recirculation zone mass
flow rate and the entrainment into the wall jet. At the 10 kW scale 24% of the re-
circulated mass is entrained into the wall jet, while 76% is entrained into the flame.
Note that all volumes and mass flow rates are currently based on CFD simulations,
including the simulations at larger scales, in order to evaluate the rector network
performance independent from scaling models for these parameters.

Figure 5.5: Reactor network layout. PSRs are modelled by a single reactor, while PFR
are represented by several PSRs, which are not shown in the drawing

Based on the regions, shown in figure 5.4, a reactor network was established. The
network layout is shown in figure 5.5. The presented network is in a early develop-
ment stage and based on several simplifying assumptions. The inner recirculation
zone only exchanges mass with the flame region, while the outer recirculation zone
exchanges mass with the flame and the wall jet region. Heat losses to the combus-
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tion chamber are only accounted for in the outer recirculation zone and in the post
flame. These two zones have both direct contact with the chamber wall. Radia-
tive heat exchange between other reactors and the walls are neglected. From the
CFD simulations it is known that increasing the secondary fuel fraction leads to an
enrichment of the inner recirculation zone. A predefined fraction, currently 50%,
of secondary fuel is, therefore, directly injected into the inner recirculation zone,
while the remaining part is, together with the primary fuel, injected into the wall
jet region. The direct secondary fuel injection into the inner recirculation zone,
leads at the 10 kW scale to an equivalence ratio of 1.07 in the inner recirculation
zone, compared to 1.05 in the CFD simulations. The outer recirculation zone, on
the other hand, is characterized by an equivalence ratio of 0.87, which is equal to
the global equivalence ratio. The heat exchange with the chamber wall and the
relative long residence time in this region, leads furthermore to the equilibration
between gas and wall temperature at 1300 K, while the CFD simulations predict a
average temperature of 1442 K.
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Figure 5.6: Predicted global NOx emissions for constant velocity scaling based on CFD
simulations and the reactor network model.

The combustion kinetic in the reactors is described by the mechanism by Li et al.
[73], which is the same mechanism as in the RANS and LES simulations. NOx is,
at the current stage, computed simultaneously to the combustion processes, based
on the extended Zeldovich mechanism [143]. Hence, only the mean reactor con-
ditions are considered and the model is expected to underpredict NOx formation,
as discussed in section 2.6. Figure 5.6 shows the comparison between the NOx
predictions by the CFD model and the reactor network model for constant velocity
scaling. Constant residence time scaling has not yet been modelled by the reactor
network, since the model still needs to be further improved before it can be utilized
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to draw conclusions on the burner scalability. It can be seen that the emissions are,
as expected, underpredicted. The overall trend is, however, similar in the CFD
simulations and the network calculations.

5.2.1 Limitations and future work

It is clear that the reactor network model, in its current implementation, still has
several limitations and future work is needed. Some of the limitations are inherent
to the reactor network models and cannot be addressed by model improvements.
Other limitations, linked to the scaling or the NOx treatment, can however be fur-
ther improved.

Reactor networks require the information on reactor volumes and to a certain de-
gree mass flow rates. The simple model, presented in this chapter, is based on the
assumption that the major flow characteristics of a burner are preserved over dif-
ferent scales. From paper 3 we know, however, that this assumption is not always
true. The breakup of the inner recirculation zone, as observed in paper 3, cannot
be predicted by a network model. Hence, the network model is intended to be used
in conjunction with CFD and experiments, adding value by allowing the investiga-
tion of a wide parameter space at low costs and the analysis of specific parameters
that cannot be modified individually in other models, such as the mass flow rate in
the recirculation zones.

One of the most pragmatic assumption made in the model is the split of the sec-
ondary fuel injection between wall jet and inner recirculation zone, which is kept
constant for all burner scales. However, the fuel distribution and premixing will
be affected by the upscaling of the burner. Indeed, the CFD simulations showed
an increase of the equivalence ratio in the inner recirculation zone with increasing
burner scale. The reactor network, however, predicts decreasing equivalence ra-
tios since it does not account for the changed mixing conditions of the secondary
fuel stream. This represents a shortcoming of the current model and needs to be
addressed by a variable model for the secondary fuel injections in order to achieve
a better representations of the conditions in the inner recirculation zone at various
burner scales.

From the CFD simulations we, furthermore, know that the PPBB burner exhibits
large mixture variations in tangential direction. It is intended to extend the network
model with several PFR "streams", mainly for the wall jet and flame region, to
account better for tangential variations. This improvement may not be necessary
for other burners, such as the often employed swirl burner, which typically are
more uniform in tangential direction.

Further improvements for the model are the treatment of PFRs. Currently, only
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five PSR are used to represent one PFR. This allows a fast model evaluation and
speeds the development process up. Initial tests have shown that further increasing
the number of PSRs per PFR has little effect on the overall results. However, this
has to be verified for the final model. It is also possible to apply different resolu-
tions in the network based on individual PFRs. The flame region is, for example,
expected to require a finer resolution compared to the post flame region, where the
conditions do not change as rapid as in the flame. The volume of a PFR is, further-
more, uniformly distributed to all PSRs within the PFR. The volume distribution
should be updated to reflect the jet expansion, which is of special importance in the
immediate post flame region. Since, the PFRs are modelled by multiple PSRs it is
possible to connect each single PSR to a neighbouring reactor, which would allow
a more refined representation of entrainment. At the current stage the PFR are only
connected by the first and last PSR to neighbouring regions, which corresponds to
a more traditional PFR definition.

A main concern for the reactor model is the treatment of NOx formation. It is
well known that accounting for temperature fluctuations is crucial for a reason-
able description of thermal NOx in turbulent flames. Since, the current model is
still based on mean conditions, this criteria is not fulfilled. Fluctuations can be
accounted for by employing stochastic reactor network models. However, these
models are more expensive as different states need to be accounted for. Hence, the
present work suggests to separate the combustion calculation and NOx formation,
following the same approach as for the RANS simulations. In this way a presumed
PDF approach can be employed for the NOx formation. Work has been initiated
to extend the NOx model by incorporating a clipped-Gaussian PDF similar to the
approach described by Hsieh et al. [55].



Chapter 6

Conclusions and outlook

A numerical model of a partially premixed bluff body burner was developed and
validated for the analysis of NOx emissions at various burner scales. Scaling ef-
fects, for constant velocity and constant residence time scaling, on the global and
flame characteristics were investigated theoretically and numerically. CFD based
combustion regime diagrams were employed to obtain a refined representation of
the flame characteristics, which are strongly linked to the local flow and mixture
conditions. The NOx formation rate was furthermore scrutinized in predefined
characteristic burner regions. The main conclusions regarding the model devel-
opment, the burner characteristics at the base scale of 10 kW and the analysis of
constant velocity and constant residence time scaling are presented in the follow-
ing sections.

6.1 Model development and validation
The present work shows that the main flow features of the investigated burner,
namely the inner and outer recirculation zone, and their extent can be well cap-
tured by cost efficient steady state RANS simulations. However, a limitation of
these models for the prediction of velocity magnitudes was revealed. This limita-
tion can be overcome by employing scale resolving simulations. A LES, as well
as, a SBES modelling approach were successfully applied to two different, non-
reacting flow configurations. Both approaches led to a significant improvement of
the model accuracy, however, at a substantial increased cost, which are prohibitive
for simulations of reacting flow at large burner scales.

The modelling of NOx formation in partially premixed turbulent flames requires
the application of various submodels, which are closely linked to each other. The
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overall accuracy is strongly dependent on the submodels and can be compromised
by a single "weak" submodel. A well balanced model is, therefore, desired. A
precise, quantitative prediction of NOx emissions, for complex burner designs,
cannot be expected from Reynolds averaged based models, involving various sim-
plifications, such as wall functions and periodic boundary conditions. However,
the present study showed that overall trends for varying operational conditions can
be captured to a certain degree. An area that, nonetheless, needs to be further in-
vestigated is the effect of secondary fuel on the global NOx emissions at a low
thermal input of 10 kW, which could not be reproduced by the current numerical
model. Work on scale resolving simulations, utilizing a FGM approach, has been
initiated and forms the basis for future work on this issue.

6.2 Burner characterization
The incorporation of data obtained by detailed CFD simulations in traditional com-
bustion regime diagrams, in the form of colour coded scatter plots and hexbin plots,
was proposed for the investigation of combustion characteristics of partially pre-
mixed burners. This allows a more refined description of burners that show strong
local variations in the combustion and mixing regimes.

The analysis of the combustion regimes showed that primary and secondary fuel
burns in two distinct v-shaped regions, mainly in the thin reaction zone regime.
The further away the air-fuel mixture is from stoichiometry, the larger is the scat-
ter in the combustion regime diagram, spanning several regimes, including the
corrugated flamelets and to a small degree the wrinkled flamelets regime. Primary
fuel exhibits a larger equivalence ratio variation compared to secondary fuel, as the
mixing time is longer. Since secondary fuel is injected closer to the flame anchor
point, it contributes to the fuel enrichment of the inner recirculation zone, leading
to a fuel rich recirculation zone at a secondary fuel fraction of 30% and a fuel lean
recirculation zone when only primary fuel is utilized.

Adding secondary fuel leads to a shift in the NOx formation, from the inner recir-
culation zone to the immediate post flame region, downstream of the inner recir-
culation zone. The temperature field was found to be relatively constant at high
values throughout the inner recirculation zone and the NOx formation rate showed,
under these conditions, a stronger correlation to the O and OH concentration.

The highest NOx formation rate was found in the concave region of the stoichio-
metric mixture iso-surface, where fresh air-fuel mixture is mixed with hot prod-
ucts from the inner recirculation zone. This indicates a potential for further NOx
reduction by optimizing the placement and size of the fuel ports, which should be
investigated further.
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6.3 Scaling analysis
Two different scaling laws, constant velocity and constant residence time scal-
ing, were investigated. Constant velocity scaling showed a shift of the flame to-
wards lower Karlovitz numbers, leading for the majority of the flame to a transition
from the thin reaction zone to the corrugated flamelets regime. Constant residence
time scaling, on the other hand preserves the combustion regime and the global
Damköhler number. It was observed that the CFD simulation in a global represen-
tation correspond well with the behaviour expected from scaling theory. However,
the analysis of the local scaling effects revealed that constant residence time scal-
ing causes large parts of the flame to follow a constant Karlovitz number close to
unity, which contradicts the theory, that is based on a global representation, and
evidences the importance of local effects.

The separation between primary and secondary fuel becomes, for both scaling
approaches, less distinct at larger scales and collapses at 250 kW. Both scaling laws
lead, furthermore, to increased NOx emissions, but do not reach a plateau within
the investigated range. Constant velocity scaling was found to cause more NOx
emissions than constant residence time scaling. In both cases, the immediate post
flame and the inner recirculation one were identified as the main contributors to
the overall NOx emissions. Constant residence time scaling leads in all regions to
a higher mean volumetric NOx formation rate. However, due to the larger volumes
and residence time the total NOx formation is larger for constant velocity scaling,
with exception of the inner recirculation zone. This was attributed to a different
change of the flow conditions and entrainment into the inner recirculation zone,
based on the applied scaling approach.

A fundamental different mixing structure was also observed for the analysis of the
stoichiometric iso-surface, which is especially apparent for the distribution of the
secondary fuel streams. The iso-surface forms four distinct tips at base conditions,
which resemble the location of the secondary fuel ports. These tips are preserved
for constant residence time scaling but collapse to a single one for constant velocity
scaling. Constant velocity scaling preserves, on the other hand, a fuel rich inner
recirculation zone, while constant residence time scaling leads to a transition to a
fuel lean mixture in the inner recirculation zone.

An important finding for the investigated burner was the sudden breakup of the
inner recirculation zone at a scale between 450 kW and 500 kW, when constant
velocity scaling is employed. The breakup of the recirculation zone causes the
flame to bend outwards and to impinge onto the combustion chamber wall. It was
concluded that the fundamental change of the flow field is caused by the different
effect of the scaling methods on the velocity to length scale ratio and momentum
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of the annular jet flow. The annular jet is strongly dependent on the lance height,
which can be changed by altering the axial position of the bluff body. This is a
unique feature of the PPBB. It should be investigated if the variable lance height
can be utilized to stabilize the recirculation zone for constant velocity scaling at
scales exceeding 450 kW.

The PPBB is characterized by significant variations in tangential direction, which
has a strong impact on the scalability of the burner. The scaling effects, studied
in the present work, should therefore also be investigated for burners with a more
uniform tangential profile, such as swirl burners, which will add to the general un-
derstanding of scaling. The present doctoral thesis confirmed the findings by Hsieh
et al. [55] and Cheng et al. [21], that successful scaling requires the consideration
of local effects. A reactor network was derived from the CFD simulations and
implemented in the Cantera framework, forming the basis for future investigations
of the scaling effects and providing the possibility to investigate a wide parame-
ter space at low costs. Future work should, therefore, be focused on the further
developing the network model, following the suggestions made in section 5.2.1.
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a b s t r a c t

The cold flow characteristics of a novel partial premixed bluff body (PPBB) low NOx burner,

capable of operating with hydrogen as well as methane-hydrogen blends, were investi-

gated numerically. The PPBB burner features a frustum shaped conical bluff body gener-

ating a flame stabilizing recirculation zone. Fuel is partially premixed via jets in an

accelerating cross-flow. Steady-state and transient non-reacting simulations using five

different turbulence models, i.e. standard k-ε, realizable k-ε, shear stress transport (SST) k-u,

stress-blended eddy simulation (SBES) and large eddy simulation (LES), were conducted.

The simulations were validated against particle image velocimetry (PIV) measurements of

an unconfined non-reacting flow. All turbulent models were able to predict the recircula-

tion zone length in good agreement with the experimental data. However, only scale

resolving simulations could reproduce velocity magnitudes with sufficient accuracy. Time

averaged and instantaneous results from the scale resolving simulation were analysed in

order to investigate flow characteristics that are special about the PPBB burner design and

of relevance for the combustion process. Two different burner configurations were studied

and their effects on the flow field were examined. The recirculation zone volume as well as

the entrainment into the wall jet around the bluff body were found to correlate with the

elevation of the bluff body relative to the burner throat. Both of these parameters are ex-

pected to have a strong impact on the overall NOx emission, since the near burner region is

typically one of the main contributors to the NOx formation.

© 2018 Hydrogen Energy Publications LLC. Published by Elsevier Ltd. All rights reserved.

Introduction

Combustion of hydrogen and hydrogen-rich synthetic

gaseous fuels, such as syngas have received increased atten-

tion in the context of climate change and the urgent need for

alternative fuels [1e3]. The use of syngas is particularly

attractive when obtained by gasification of coal, waste or CO2-

neutral biomass feedstock. In case of steam gasification, it is

possible to combine the process with a subsequent water-gas

shift reaction, in which CO and H2O are converted to H2 and

CO2. The CO2 can then be captured and stored. This combined

process is referred to as pre-combustion carbon capture and

storage (CCS). Benefits of pre-combustion CCS are the max-

imisation of the hydrogen level and the high relative con-

centration of the carbon species as CO2 [4,5]. Although the

combustion of hydrogen in air emits theoretically only water,

the high reactivity and elevated combustion temperature
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generate harmful and regulated nitrogen oxides (NOx), that to

date, no commercial burner can mitigate easily. Hence, tran-

sitioning from natural gas to hydrogen and hydrogen-rich

combustion comprises a trade-off between reduced CO2

emissions and increased NOx emissions. In order to mitigate

this undesired effect, low NOx combustion concepts need to

be developed, while keeping the required fuel flexibility in

mind.

Different techniques have been established in the industry

to reduce NOx emissions from combustion processes. They

can be categorized into four groups: pre-treatment, combus-

tion modification, process modification (such as the modifi-

cation of a gas turbine cycle [7]) and post-treatment [8]. A key

benefit of syngas is its wide flexibility in fuel sources [9].

However, this and in particular different processing tech-

niques imply a significant variation in relative composition of

syngas [10,11], which makes pre-treatment challenging. Most

post-treatment methods on the other hand are relatively

simple to implement, but they represent expensive add-on

costs and are not benefiting the combustion process in any

way [8]. The U.S. Environmental Protection Agency (EPA)

provides an overview on the total effective NOx reduction and

the cost effectiveness of different control techniques [12]. The

report concludes that low NOx and ultra low NOx burner on its

own have the best cost effectiveness. While the lowest NOx

levels are achieved by a combination of low NOx burners and

selective catalytic reduction (SCR). Hence, there is a strong

incentive to develop low NOx burners for both standalone as

well as combined applications.

Low NOx burners can utilize different design features to

minimize NOx emissions. A discussion on several of these

designs can for example be found in previous studies [1,10].

However, for the development of low NOx burners that can

cope with variable fuel compositions and potentially high

hydrogen concentration special care needs to be taken,

especially of combustion stability. Hydrogen has a unique

impact on the behaviour of fuel mixtures due to its signifi-

cantly different transport properties and flame speed

compared to other gaseous fuels [13]. Several studies have

investigated the non-linear dependence of flame properties

(e.g. flashback and lean blowout) on the hydrogen concen-

tration [14e16]. Due to the wider flammability limits, low

levels of hydrogen can extend the lean stability limits of

burners [17]. However, higher levels of hydrogen decrease the

stability range, as a result of the increased probability of

flashbacks [14].

One of the most common designs for low NOx gas burners

is the premixed swirl burner. However, such burners are

particularly prone to flashbacks at elevated hydrogen con-

centrations [18]. This is attributed to the premixing as well as

the potential for combustion induced vortex breakdown

(CIVB), which is related to the interaction of heat release and

swirling flows [10,19,20]. In order to avoid these issues asso-

ciated with premixed swirl burners, Spangelo et al. [21]

developed and patented a novel partially premixed bluff

body burner (PPBB burner) that aims to ensure stable com-

bustion with low NOx emissions across a wide range of

hydrogen concentrations. The PPBB burner combines

advanced mixing techniques with burner generated internal

flue gas recirculation (IFGR), which is sometimes referred to as

furnace gas recirculation. A more detailed description of the

PPBB burner design features is given in section the PPBB

burner.

The PPBB burner has been investigated experimentally by

Dutka et al. and has proven good emission performance at

laboratory scale [22,23]. However, the scalability of the system

is not yet well understood. For a successful scaling of the

burner to larger dimensions and practical applications it is

necessary to obtain a deeper understanding of the burner flow

characteristics and their changes at different scales. The

conducted experimental campaigns have been limited to the

analysis of the flow field in a defined 2D observation window

downstream of the bluff body as well as global emission

measurements for NOx, O2, CO and CO2. One of the main ob-

jectives for the present study is therefore to extend the

investigated parameters by applying computational fluid dy-

namic (CFD) simulations, which allow to get a broader picture

of the flow characteristics. In the context of scaling the main

requirement for CFD simulations is to adequately represent

qualitative trends depending on the burner scale. However,

simulating the entire complexity of hydrogen combustion in a

challenging geometry, including chemical reactions, different

species properties, radiation, etc. involves the use of several

submodels in addition to solving the equations describing the

turbulent flow field. Hence, it is ambiguous to quantify un-

certainties attributed to individual submodels. Thus the

complexity of such a simulation needs to be increased grad-

ually. The scope of the present study was therefore limited to

the modelling of the non reacting air flow, which dominates

the burner aerodynamics. This approach allows a clear

distinction between aerodynamic and combustion driven ef-

fects and builds a solid foundation for future investigations

with increased model complexity and focus on different

burner scales.

By excluding any chemical reactions from the flow it was

possible to validate turbulence models without the additional

uncertainty that derives from the various submodels related to

combustion. Different turbulence models were employed to

identify themodel requirements foranadequatedescriptionof

the major burner characteristics. The applied turbulence

models ranged from two equation RANS models, that model

the whole turbulence spectrum, to LES simulations which

resolve the large scales and model only the subgrid scales. A

comprehensive comparison was made between well-known

models such as the standard k-ε model and a novel stress-

blended eddy simulation (SBES) model, which has been

recentlydevelopedby theANSYS® turbulence team[24,25]. The

SBES model represents a compromise between RANS and LES

models. It resolves large scale turbulence only away from

walls, whilemodelling the entire turbulence spectrum close to

walls. Amoredetaileddescriptions of theunderlyingnumerics

of the SBES model is provided in section Numerical methods.

All conducted numerical simulations were validated against

the measurements obtained by Dutka et al. [26,27].

The PPBB burner

The PPBB burner is designed for furnaces and boilers, oper-

ating at low pressure. Its main components consist of a
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cylindrical lance, holding a conical frustum shaped bluff body

mounted concentrically, within a cylindrical housing (see

Fig. 1). The bluff buddy is partially retracted into the housing

forming a converging segment in which the narrowest cross-

section is referred to as burner throat. The bluff body holds

eight primary fuel ports located upstream of the throat and

four secondary fuel ports downstream of the throat. Note that

the secondary fuel ports are offset from the primary fuel ports

in tangential direction (i.e., they are located ”between” pri-

mary fuel ports). The laboratory scale burner operates at a

nominal thermal load of 10 kW.

Fig. 2 illustrates the flow pattern generated by the PPBB

burner. Air is provided through the annular duct formed by

the lance and burner housing. The majority of fuel (70% of the

total fuel mass flow) is provided through the primary fuel

ports, located in the converging section of the burner, where it

is mixed in the accelerating cross flow. This configuration al-

lows for rapid mixing and avoids ignitable unburned mixture

in low axial velocity regions, which potentially could lead to

flashback in the core flow, a well known phenomena as

described by Plee and Mellor [28]. Furthermore, the acceler-

ating flow ensures thin boundary layers, preventing flame

back propagation within the boundary layer itself. Flashback

in the boundary layer has been extensively studied for con-

ventional fuels such as pure methane [29e31] and more

recently also for syngas with different hydrogen concentra-

tions [32e34]. Lieuwen et al. [10] concludes: “Keeping the

boundary layers as thin as possible is an essential design

criterion for syngas burners […]”.

The remaining 30% fuel mass flow is provided trough the

secondary fuel ports downstream of the throat, which creates

small regions of enriched mixture downstream of the bluff

body trailing edge. Dutka et al. [26] investigated the effect of

different secondary fuel fractions on flame stability and NOx

emissions. The study showed that the impact of secondary

fuel on the burner performance is correlating strongly to the

hydrogen concentration in the fuel as well as the lance height

(i.e., elevation of the bluff body trailing edge in relation to the

throat). The burner configurations assessed in the present

study (i.e., 8 mm and 16 mm lance height) have been found to

provide optimal emission performance for the PPBB burner

operating with pure hydrogen and pure methane respectively

[26].

Bluff body flame stabilization has been studied extensively,

even though it is less common than swirl flame stabilization.

Recent studies of conical bluff body stabilized flames have

been conducted by Kariuki et al. [35,36] (unconfined), Andreini

et al. [37] (confined) and Dawson et al. [38] (confined and un-

confined). A unique feature of the PPBB burner is, however, the

elevated position of the bluff body with regards to the burner

throat (see Fig. 1). Since the bluff body is not fully immersed, it

is possible to realize a minimum housing diameter that is

smaller than the bluff body diameter itself. This leads to a

blockage ratio larger than 100%, where the blockage ratio is

defined as the ratio of bluff body cross section to minimum

housing cross section. The PPBB can therefore by character-

ized by a conical wall jet flow around the bluff body. Only

limited studies have investigated conical wall jets [39e41].

Research activities are mainly focusing on plane, radial or

cylindrical wall jets. The latter two can be seen as limiting

cases of a conical wall jet for a half-angle of 90+ and

0+ respectively. The plane wall jet is in turn the limiting case

for a cylindrical wall jet with infinite large radius. Sharma [39]

found that the spread angle aswell as the shape of the velocity

profiles are independent of the cone half-angle. The decrease

of the maximal jet velocity in flow direction is on the other

hand depending on the half-angle. The velocity decreases

faster with an increased half-angle.

The elevated lance position is a crucial and unique feature

of the PPBB burner for NOx emission control and fuel flexi-

bility. It allows entrainment of internal recirculated flue gas

into the conical wall jet upstream of the flame anchor point

(see Fig. 2). Recirculation of flue gas internally increases the

overall efficiency compared to external flue gas recirculation.

Understanding and controlling the amount of recirculated flue

gas is therefore highly important.

Fig. 1 e Schematic of the PPBB burner (dimensions in mm).

Fig. 2 e Illustration of the PPBB burner flow pattern.

Primary and secondary fuel ports are drawn in the same

plane for illustration purpose.
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Numerical methods

The PPBB burner was simulated using steady-state Reynolds

averaged (RANS) as well as transient scale resolving simula-

tions employing ANSYS® Academic Fluent, Release 18.1. All

simulations were based on the assumption of incompressible

flow. The density was calculated based on the incompressible

ideal gas law based on the operational pressure (i.e., atmo-

spheric pressure for the PPBB burner). The highest velocities in

the PPBB burner (realized in the burner throat) are significant

lower then the speed of sound in air (i.e., Ma ~ 0.15) which

justifies this assumption. Gravitational forces were neglected.

The governing equations for the conservation of mass and

momentum as well as the transport equations for the

respective turbulence model were discretised based on the

finite volume method. A second order upwind scheme [42]

was used to discretise the convective terms of the RANS

transport equations and a less dissipative bounded central

difference scheme [43] was used for the scale resolving sim-

ulations. The diffusive terms were discretised with a second

order central difference scheme. The transient simulations

were realized by use of a bounded second order implicit

scheme. The SIMPLEC algorithm [44] was applied for the

pressure-velocity coupling in all steady state simulations

while a fractional-step method (FSM) [45e48] in conjunction

with a non-iterative time advancement (NITA) was used for all

transient simulations. The transport equations were solved

using a point implicit (Gauss-Seidel) linear equation solver in

conjunction with an algebraic multigrid method [50]. ANSYS®

Academic Fluent, Release 18.1. employs a co-located scheme

(i.e., pressure and velocity are both stored at the cell centres)

which requires a pressure interpolation scheme to retrieve the

pressure at the cell faces. A second order central difference

scheme was used for the pressure interpolation. Gradients

and derivatives were evaluated employing a cell-based

method (i.e., least squares cell based gradient evaluation),

solving the coefficient matrix by use of the Gram-Schmidt

process [51].

All transient simulations were conducted on the full

domain as shown in Fig. 3. Different domain sizes were tested

to ensure that the boundaries were located sufficiently far

from the burner. A quarter of the domain was used for all

RANS simulations, such that only two primary and one sec-

ondary fuel port were included in the domain. The RANS

simulations were realised using periodic boundary conditions

(see Fig. 3b). The applied boundary conditions are shown in

Fig. 3. A constant velocity, normal to the boundary, of 4.0 m/s

for the 8 mm lance height and 4.2 m/s for the 16 mm lance

height configuration was imposed at the velocity inlet, corre-

sponding to the experimental setup [26]. The turbulence ki-

netic energy at the velocity inlet was calculated based on the

turbulence intensity which was assumed to be 5% and a hy-

draulic diameter of 4 mm (corresponding to the largest hole

diameter in the perforated plate used to stabilize the flow, see

Fig. 3.2 b in Ref. [52]) was used to estimate the corresponding

turbulence dissipation rate. Atmospheric pressure was

imposed at all open boundaries together with a turbulent in-

tensity of 5% and a turbulent viscosity ratio of 10 which were

used to calculate the corresponding turbulence kinetic energy

and dissipation rate. Flow entering the domain at the pressure

outlet or flow leaving the domain at the pressure inlet was

defined as backflow. The direction of the backflow was set to

be normal to the boundary for both of the pressure bound-

aries. A sensitivity study with varying turbulent boundary

conditions showed negligible effect on themain flow features.

Five different turbulence modelling approaches, i.e. stan-

dard k-ε [53], realizable k-ε [54], SST k-u [55], SBES [24,25] and

LES with the WALE subgrid model [56], were investigated. All

RANSmodels were applied in steady state as well as unsteady

(URANS) mode. The LES simulations have been performed on

the same numerical grid as the SBES simulations, hence under

resolving the wall boundary layers. The SBES model repre-

sents a new paradigm of turbulence modelling. A further

description of themodel is therefore provided in the following

paragraph. Descriptions of the other turbulencemodels can be

found in the corresponding literature.

The SBES model is a RANS-LES hybrid model capable of

switching rapidly from an underlying RANS model to an

algebraic LES model. The SBES formulation is based on the

shielded detached eddy simulation (SDES) model, which aims

to prevent grid-induced separation (one of the main short-

comings of detached eddy simulation models) by introducing

an asymptotic shielding function, fs and an alternative grid

scale. The strong shielding of fs allows the SBES formulation to

blend existing RANS and LES models on the stress-level:

tSBESij ¼ fs$t
RANS
ij þ �

1� fs
�
$tLESij (1)

where tRANS
ij is the RANS part and tLESij the LES part of the

modelled stress tensor. If both, the RANS and the LES model,

are eddy-viscosity models the formulation simplifies to:

nSBESt ¼ fs$n
RANS
t þ �

1� fs
�
$nLESt : (2)

The SBES formulation is in this sense not a new turbulence

model, but rather a novel way to blend two existing models.

This approach allows therefore to combine different RANS

and LES models. The SBES model has, to the authors knowl-

edge, not yet been employed for studying advanced burner

configurations such as the PPBB burner. The SBES simulations

of the PPBB burner were conducted by blending the SST-k-u

model in the RANS regionwith theWALE subgridmodel in the

LES region.

The PPBB burner represents a complex geometry due to the

arrangement of its several fuel ports. It is challenging to

represent such a geometry with a structured hexahedral

mesh. Several alternative mesh topologies (i.e., tetrahedral,

polyhedral, cut-cell and tetrahedral/hexahedral hybrid mesh)

were tested in this study. Hybrid meshes utilize the flexibility

of unstructured meshes in complex areas of the fluid domain

while maintaining the higher accuracy of structured hexahe-

dral meshes in simpler regions. However, they are not as

easily generated as fully unstructured meshes and extra

attention has to be given to the transition region between

different mesh topologies (i.e., from tetrahedral/polyhedral to

hexahedral cells). Hybrid meshes are therefore not ideal for

the future up scaling of the PPBB burner, which will require

the generation of multiple different meshes. Cut-cell meshes

on the other hand can be generated using highly automated

algorithms. They are characterized by predominantly high
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quality hexahedral cells. However, this comes at the cost of a

few cells adjacent to the geometry with very high skewness.

These low quality cells led to slow convergence of the PPBB

burner simulations. Both tetrahedral and polyhedral meshes

show a more uniformly distributed mesh quality and can

easily adapt to complex geometry. Polyhedral meshes achieve

the same accuracy as tetrahedral meshes at lower computa-

tional costs since they typically result in a significant lower

total cell count than tetrahedral meshes. An unstructured

polyhedral mesh with prism inflation layers at the walls was

therefore found to be the most suited mesh topology for

simulating the PPBB burner (see Fig. 4).

The mesh resolution was optimized for various flow re-

gions by prescribing a size field (i.e., location specific

maximum cell sizes). An example of such a size field can be

seen in Fig. 5. A better representation of the transition be-

tween different cell size regions can be seen in Fig. 4. The

growth rate in cell size was restricted to a maximum of 10% to

ensure smooth transitions. However, initial scale resolving

simulations indicated that the relatively narrow refinement

shown in Fig. 5 had a noticeable effect on the flow field for the

8 mm lance height simulation. The refinement of the free

shear layer and recirculation zonewas therefore extended to a

cylindrical region with a diameter of approximately two bluff

body diameters and a height of 1.5 bluff body diameters for the

scale resolving simulation of the 8 mm lance height. Mesh

sensitivity simulations with different cell counts ranging from

2.9 M to 8.2 M cells were conducted. The final scale resolving

simulations were realised with 4.0 M cells for the 16 mm

configuration and 5.2 M cells for the 8 mm configuration.

Boundary layer regions were resolved with values for the

dimensionless wall distance (yþ) close to unity. The warped-

face gradient correction was employed to improve gradient

accuracy for non planar cell faces.

Fig. 4 e Half section view of the polyhedral surface mesh.

Fig. 3 e Dimensions of the computational domain and boundary conditions. All unspecified boundaries are set to no-slip

wall.

i n t e r n a t i o n a l j o u r n a l o f h y d r o g e n en e r g y 4 3 ( 2 0 1 8 ) 7 1 5 5e7 1 6 8 7159



Results

The results of the CFD based analysis are presented in three

sections: Reynolds averaged simulations, scale resolving

simulations and the effect of different lance configurations.

The first two sections are dealing with the validation of the

applied CFD models, while the last one focuses on the alter-

ation of the PPBB burner operational mode and its effect on

the flow field characteristics, especially in regions that have

not been accessible to PIV measurements.

Reynolds averaged simulations

Axial velocity profiles along the burner centreline were ob-

tained from RANS and URANS simulations using different

turbulence models. A comparison of these profiles to PIV data

acquired by Dutka et al. [26] is shown in Fig. 6a and Fig. 6b

respectively. All RANS simulations were able to predict the

recirculation zone length. However, none of the applied

modelswere capable to capture the velocitymagnitudes of the

flow field with a reasonable accuracy. All models were

showing the same trend of over predicting velocities, espe-

cially within the recirculation zone. The SST k-u model de-

viates most from the experimental data as seen in Fig. 6a.

However, it performed better than the k-εmodels in capturing

the velocity decay in the developed jet region downstream of

the recirculation zone. Neither the standard, nor the realizable

k-εmodel predicted the velocity decay correctly. The standard

k-εmodel was the onlymodel that captured themaximal axial

velocity downstream of the recirculation zone.

All three turbulence models were tested in URANS mode.

The flow variables were, depending on individual simulations,

sampled over a time period of 1.5e2 s, after an initial build-up

time of 0.2e0.5 s. The resulting time averaged axial velocity

profiles along the burner centreline are shown in Fig. 6b.

Switching to URANS mode did improve the performance of

the SST k-u model considerably. Both k-ε models performed

comparable to the RANS simulations, with a slight improve-

ment of the realizable k-ε model. The high dissipation of the

standard k-ε model prohibited the development of unsteady

flow structures.

The normalized recirculating mass flow rate is given in

Table 1, along with the normalized dimensions of the recir-

culation zone. Typically the recirculating mass flow rate is

normalized by the mass flow rate at the trailing edge of the

bluff body as suggested by Taylor andWhitelaw [57]. Since this

region was not captured by the PIV measurement, the inlet

mass flow was used to normalize the recirculating mass flow

rate. The recirculating mass flow rate measured by PIV was

Fig. 5 e Cell volume with overlaid mean axial velocity iso-

lines from the scale resolving 16 mm lance height

simulation. Note an exponential colour scale is used for

better readability.

Fig. 6 e Mean axial velocity along the burner centreline for 8 mm lance height. Solid lines: standard k-ε (SKE), realizable k-ε

(RKE) and SST k-u (SST) simulations; dots: PIV measurement. Spacial coordinates are normalized by the bluff body diameter

(D).
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estimated based on the numerical integration of the axial

velocity profile along the radius at the centre of the recircu-

lation zone.1 All applied turbulence models were able to

reproduce the recirculation zone dimensions. However, they

severely over predicted the recirculating mass flow rate. The

SST k-umodel in URANSmode led to the best results, but still

over predicted the recirculating mass flow rate by a factor of

2e3.

Scale resolving simulations

An accurate description of velocity magnitudes and hence

residence time and recirculating mass flow rate in the recir-

culation zone is crucial for assessing combustion emissions.

Scale resolved simulations were conducted, as the investi-

gated RANS turbulence models performed poorly in this re-

gard. The complex geometry of the PPBB burner, especially in

hydrogen configuration (i.e., lance height of 8 mm) with large

velocities in the narrow (1.32 mm) throat, is computational

demanding for scale resolving simulations. The burner was

therefore initially simulated in methane configuration (i.e.,

lance height of 16 mm). This configuration allowed a finer

spatial and temporal resolution at lower numerical costs due

to the wider throat opening and lower flow velocities. More-

over, the variation of the lance height made a qualitative

assessment of its impact on the flow field accessible. The ef-

fect of varying the lance height on the flow field (i.e., change of

air entrainment and recirculation zone length) is expected to

be similar in the non-reacting and reacting flow configuration,

even though absolute values will be different for these two

scenarios. Experimental observationsmade byDutka et al. [26]

support this assumption.

Lance height 16 mm
Fig. 7a shows the comparison of the mean axial velocity

measured experimentally (left) and the mean axial velocity

simulated using the SBES turbulence model (right). The ve-

locity field of the SBES simulations was in good agreement

with the PIVmeasurements. The simulation displayed slightly

lower velocities in the centre of the flow and higher velocities

in the shear layer flow. Note that the velocity field measured

by PIV appears distorted close to the boarders of the contour

plot. This is attributed to the limited number neighbouring

interrogation windows at the boarders. The symmetry axis of

themeasured flowfield is furthermore tilted by approximately

4+ (see Fig. 7b). This was likely related to the difficulty of

achieving perfect symmetry in an experimental set-up.

Asymmetry can be caused by uneven air supply or centring

inaccuracies of the lance. Small deviations in the alignment of

lance and housing axis have a strong influence on the sym-

metry of the throat width due to the relatively large distance

between the lance mounting point and the throat. Besides,

flow fieldswith recirculation are inherently hydrodynamically

unstable.

Fig. 8 shows the instantaneous visualisation of the iso-

surface of the Q-criterion (which defines turbulent eddies as

regions where the irrotational straining is small compared to

the vorticity [58]) coloured by the SBES blending function. It

can bee seen that the SBES model was able to shift quickly to

LES mode (blue) outside the wall boundaries while structures

close to the wall are in RANS mode (red). The model resolved

small three-dimensional turbulent structures, which are

visible in the recirculation zone.

In Fig. 9 the velocity was corrected for the tilt of the flow

field. The dots show the velocity along the symmetry axis of

the flow, while the diamonds show the uncorrected velocity

along the centreline of the burner. It is not possible to identify

or correct for tilting of the flow field outside of the 2D plane

covered by the PIV measurement. Hence, the observed tilt in

the xz-plane is indicating the failure margin that can be ex-

pected for alignment deviations in the experimental set-up.

However, the impact of it is less noticeable closer to the

bluff body and can be neglected within the recirculation zone.

The SBES and LES simulations, using theWALE subgridmodel,

showed almost identical results along the burner centreline

(see Fig. 9). Both were in good agreement with the experi-

mental data. The velocity magnitude were slightly under

predicted by both modelling approaches. The difference be-

tween measured and simulated recirculating mass flow rate

as well as recirculation zone length were below 10% for both

simulations (see Table 2).

Lance height 8 mm
Themeasured flow field for 8 mm lance height did not display

the same tilted symmetry axis as previous seen for the 16 mm

lance height case (see Fig. 10b left), even though some asym-

metry attributed to the experimental set upwas still apparent.

Comparing instantaneous flow fields from PIV and SBES sim-

ulations (see Fig. 10a) shows the higher resolution in the CFD

simulation which allows to visualize smaller turbulent

structures. The SBES simulation and the LES simulation, using

theWALE subgridmodel, produced very similar results. Fig. 11

shows a comparison between these two models and experi-

mental data as well as data from the SST k-umodel in URANS

mode. The scale resolving simulation were able to capture the

recirculation zone length as well as the velocity decay in the

developed jet region reasonable well. The velocity magnitude

were over predicted by the scale resolving simulations and the

shape of the recirculation zone appeared not as spherical as in

the PIV measurements. This was also reflected in the recir-

culating mass flow rate, which was significantly over pre-

dicted by the scale resolving simulations (see Table 3).

Table 1 e Recirculation zone length (L) and width (W)
normalized by the bluff body diameter (D) and normalized
recirculation mass flow rate

�
_mr
_m

�
predicted by the two

equation turbulence models.
L
D (�) W

D (�) _mr
_m (�)

Experiment 0.64 0.70 0.36

RANS SST k-u 0.63 0.75 1.26

Realizable k-ε 0.64 0.75 1.15

Standard k-ε 0.71 0.74 1.12

URANS SST k-u 0.65 0.80 0.82

Realizable k-ε 0.67 0.80 1.08

Standard k-ε 0.71 0.78 0.97

1 The centre of the recirculation zone was defined by the axial
coordinate of the highest recirculation velocity on the burner
centreline.
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Effect of different lance configurations

Varying the lance height to adapt the PPBB burner to different

fuel compositions affects the opening of the throat, the length

of the wall jet region and the relative position of the fuel ports

to the housing which leads to a different momentum ratio of

Fig. 7 e a) Mean axial velocity from PIV measurement (left) and SBES simulation (right). b) Measured two dimensional mean

velocity magnitude. The flow symmetry axis (dashed line) is tilted by ~4∘ from the burner centreline (dash doted).

Fig. 8 e Q-criterion (104 s¡2) iso-surface coloured by the

SBES blending function (where a value of 1 means RANS

and a value of 0 means LES mode) from the 16 mm lance

height simulation.

Fig. 9 eMean axial velocity at 16 mm lance height. Bold red

line: SBES simulation; blue line: LES simulation; diamonds:

PIV measurement along burner centreline; dots: PIV

measurement adjusted for ~4∘ tilt of the mean flow field

(see Fig. 7b). (For interpretation of the references to color/

colour in this figure legend, the reader is referred to the

Web version of this article.)
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the jet in cross flow configuration of the fuel injection.

Extending the lance height increases the length of the recir-

culation zone and decreases the recirculating mass flow rate.

This effect was observed in both the experiments and scale

resolving simulations. The smaller throat opening of the 8mm

configuration led to higher velocities in the free shear layer

downstream of the bluff body even thought the air mass flow

rate was slightly lower than that for the 16 mm configuration

(see Fig. 12). The simulation of the 16 mm configuration under

predicted the shear layer spread compared to the experi-

mental data more than the simulation of the 8 mm configu-

ration. However, the centre region of the flow was better

reproduced in the 16 mm simulation.

The region close to the bluff bodywall was not accessible by

the conducted PIV measurements. Time averaged data of the

wall jet was therefore obtained from the LES simulations for

8 mm and 16mm lance height to give new insight into the flow

structure inthisregion.Fig.13showsasetofnormalizedvelocity

profiles close to the wall at various positions in flow direction

between throat and bluff body trailing edge. The velocity is

decomposed into a component parallel to the wall (uw) and a

component perpendicular to the wall (vw). The velocity is

normalized by the maximum velocity in flow direction (umax)

and the wall coordinate (yw) is normalized by the wall jet half-

width (y1/2) which is the cross-stream distance corresponding

to half of the maximum velocity. The coordinate in flow direc-

tion (xw) is normalized by minimum throat width (dthroat). The

velocity in the throat (xw/dthroat ¼ 0) contains a noticeable ve-

locity component towards the bluff body wall caused by the

converging burner housing. This component decays in flow

Table 2 e Size of recirculation zone and recirculation
mass flow rate for 16 mm lance height.

L
D (�) W

D (�) _mr
_m (�)

PIV 0.73 0.71 0.26

SBES 0.79 0.81 0.28

LES 0.78 0.86 0.27

Fig. 10 e Comparison of mean and instantaneous velocity fields from PIV (left in the sub-figures) and SBES simulation (right

in the sub-figures).

Fig. 11 e Mean axial velocity at 8 mm lance height. Light

blue line: URANS SST k-u simulation; bold red line: SBES

simulation; thin dark blue line: LES simulation; dots: PIV

measurement. (For interpretation of the references to color/

colour in this figure legend, the reader is referred to the

Web version of this article.)

Table 3 e Size of recirculation zone and recirculation
mass flow rate for 8 mm lance height.

L
D (�) W

D (�) _mr
_m (�)

PIV 0.64 0.70 0.36

SBES 0.57 0.80 1.56

LES 0.57 0.80 1.35
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direction. However, the velocity profiles do not reach self-

similarity. A similar trend can be seen in Fig. 14a for the simu-

lation of 8 mm lance height. However, at xw/dthroat ¼ 3.1 the

profiles start to collapse in the outer layer as seen in Fig. 14b.

Thewall jet velocityandwidthat thebluff body trailingedge

are important as they affect the recirculation zone. Fig. 15

shows the decay of the maximum jet velocity and the jet

spreading rate represented by the variation of the half-width

y1/2. Increasing the lance height increases the throat opening

aswell. Thenormalized lengthof thewall jet inflowdirection is

therefore shorter for the 16mmconfiguration compared to the

8 mm configuration. The jet half-width decreases for both

lance heights initially and starts to increase again at xw/

dthroat¼ 3. Thedecay of themaximumvelocity inflowdirection

shows an opposite trend. The difference of the velocity profiles

between the two burner configurations is, however, not found

to be as significant as the difference in the spreading rate.

Discussion

The discussion is structured in three sections. Section

turbulence model requirement and section near wall

treatment discuss the requirements to the turbulence

model. The latter one focuses on the two scale resolving tur-

bulencemodels and their different near wall approaches only.

Section PPBB burner flow characteristics discusses the effect

of different lance heights on the flow field, focusing mainly on

regions that are likely to have a strong impact on the NOx

formation in a reacting flow. The lance height is one of the

main burner parameters and its variation will affect the non-

reacting and reacting configuration in a similar matter [26],

which allows to draw qualitative conclusions based on the

simulation of the non-reacting flow configuration.

Turbulence model requirement

All conducted RANS and URANS simulations over predicted

the velocity magnitude compared to the experimental data

obtained from PIV measurements. The high velocities in both

the bluff body wake and recirculation zone are a consequence

of the over predicted velocity in the free shear layer shedding

from the bluff body trailing edge. Free shear layer flows are

dominated by different instability modes depending on the

type of shear layer flow (i.e., mixing layers, jets and wakes)

which is challenging to accurately predict with statistical

averaged models using a single set of coefficients [59]. With

values for the coefficients that are appropriate to boundary-

layer flows these models typically predict two-dimensional

flows, as for example a plane jet, quite accurately. For

axisymmetric flows with recirculation, however, effects that

are not existing in two dimensional flows (such as vortex

stretching) occur and can lead to large errors [60,61].

This shortcoming of RANS turbulence models can be

overcome by employing scale resolving simulations. Scale

resolving simulations with an appropriate spatial and tem-

poral resolution are able to describe the flow characteristics of

the PPBB burner in good agreement with experimental data as

it was seen in the simulation of the 16 mm lance height

configuration. Furthermore it was shown that scale resolving

simulation are superior to RANS/URANS simulations, even

with a lower relative resolution as seen in the 8 mm lance

height simulation. The difference in resolution between the

16 mm and the 8 mm simulation can be assessed by

comparing the velocity profiles in Fig. 13 with the profiles

given in Fig. 14. The lower resolution is furthermore leading to

fluctuations of the normalized wall jet half-width shown in

Fig. 15. This is, however, due to the way the half-width is

obtained from a linear interpolation of the velocity profiles at

the point umax/2. Hence the resolution affects both the

assessment of umax as well as the linear interpolation, which

magnifies the overall effect of different resolutions.

Near wall treatment

Typically it requires less effort to resolve the largest turbu-

lence scales in free shear flows compared to wall boundary

layers, where the turbulence length scale is very small

Fig. 12 e Axial velocity profile along the burner x-axis

obtained from PIV (dots) and LES simulations (solid line) at

0.3 bluff body diameters downstream of the bluff body

trailing edge.

Fig. 13 e Normalized velocity profiles in the wall jet region

obtained from LES simulations of 16 mm lance height.

(solid lines) velocity component parallel to wall, (dashed

lines) velocity component perpendicular to the wall.
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compared to the boundary layer thickness. Applying LES

models with under resolved wall boundary layers can,

depending on the flow configuration, led to worse results than

employing a suitable RANS model [24]. This motivated the

development of hybrid models, such as the SBES model,

where large eddies are only resolved in the free flow, while the

wall boundary layer is covered by an URANS model. Hybrid

models have been applied to a variety of flow problems and

have been proven to outperform RANS models for many ap-

plications [62e64]. The results of the SBES simulations for both

investigated lance heights confirm this general trend.

The applied LES grid resolution in the wall boundary layer

was far from being sufficient to capture wall turbulence.

However, LES and SBES simulation led to almost identical

results. This indicates that the flow in the PPBB burner is

dominated by the free shear layer flow and the flow in the

recirculation zone, rather than the wall turbulence. The

separation points in the flow field are clear defined by the

sharp trailing edges of the bluff body and burner housing,

which justifies the application of LES with under resolved

wall boundary layers over a hybrid model with proper

boundary layer treatment. Such a pragmatic approach has

already been applied successfully by others [65]. The main

advantage of hybrid models over LES is the lower computa-

tional cost due to a considerable coarser grid resolution close

to walls. Running LES and hybrid simulations on the same

numerical grid puts the hybrid model in the disadvantage of

having to solve, typically two, additional transport equations

for the turbulence quantities. Hence, in this specific case it

can be beneficial to employee LES with an under resolved

wall regions.

PPBB burner flow characteristics

Flow conditions in recirculation zones created by bluff bodies

or swirling flow to stabilize turbulent flames (i.e., long enough

residence times, high temperature and oxygen concentration)

do also promote NOx production. The recirculation zone has

been identified as a major contributor to the overall NOx for-

mation in bluff body and swirl burners respectively [66,67].

The NOx formation depends on the volume of the recircula-

tion zone, the temperature and the concentration of oxygen

and nitrogen, assuming that thermal NOx is the main

contributor to the overall NOx emission. The volume of the

recirculation zone scales typically proportional to cube of the

burner diameter [67]. The PIV measurements and CFD simu-

lations of the PPBB burner showed that a variation of the lance

height affected the recirculation zone length (the recirculation

zone length shortened when the lance height was decreased)

while the width of the recirculation zone was less affected.

Fig. 15 e Decay of the maximum velocity (orange) and jet

spreading rate (blue) for 8 mm lance height (squares) and

16 mm lance height (dots). (For interpretation of the

references to color/colour in this figure legend, the reader is

referred to the Web version of this article.)

Fig. 14 e Normalized velocity profiles in the wall jet region obtained from LES simulations of 8 mm lance height. (solid lines)

velocity component parallel to wall, (dashed lines) velocity component perpendicular to the wall.
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This indicates that the volume of the recirculation zone also

correlates to the lance height, which is consequently affecting

the NOx formation in the near-burner region. The other

important parameters for the NOx formation in the near-

burner region, temperature and concentrations, are depend-

ing on the dilution level [67]. Internal recirculated flue gas

which is entrained into the wall jet region of the PPBB burner

will therefore affect these two parameters and hence impact

the NOx formation. Quantifying this effect based on cold flow

simulations is not possible. However, the axial velocity pro-

files along the x-coordinate at bluff body trailing edge eleva-

tion give an indication of the entrainment as function of the

lance height. Numerical integration of the velocity profiles

(see Figs. 13 and 14) showed that the wall jet in the 16 mm

configuration entrains 26% less than the wall jet in the 8 mm

configuration.

Conclusion

In the presentwork, non-reacting CFD simulations of the PPBB

burner were conducted. Different turbulence models were

investigated, ranging from steady state RANS to scale

resolving simulations, in order to identify the numerical re-

quirements for a reasonable accurate representation of the

burners main flow characteristics. The results evidence the

need of scale resolving simulations. RANS simulations over

predicted velocity magnitude by a large margin and were

hence not able to describe the flow field adequately.

Scale resolving simulations with two different turbulence

models were carried out, the novel SBES model and LES sim-

ulations with the WALE subgrid model. It was found that the

SBESmodel is able to predict the PPBB burner flow field in good

agreement with experimental data. However, conducting LES

simulations on the same numerical grid and hence under

resolving the wall boundary layers led to almost identical re-

sults as the SBES model. For the specific case of the PPBB

burner, it is therefore advantageous to use coarse LES simu-

lations over SBES simulations in order to reduce the overall

computational costs.

The dimensions of the recirculation zone downstream of

the bluff body as well as the recirculating mass flow rate were

quantified for two different lance heights. The results indicate

that the recirculation zone volume and the recirculating mass

flow rate scale proportional to the lance height. However,

more burner configurations need to be studied in order to

further specify the correlation between these parameters. In

addition reacting flow simulations are required to quantify the

affect on the NOx emissions from the burner.

The conical wall jet configuration is a feature special to the

PPBB burner and was analysed in detail. The velocity profiles

in the wall jet region contain a velocity component perpen-

dicular to the wall, which is unusual for wall jets investigated

in the literature. This component decreases in flow direction

and for a lance height of 8 mm a self similar flow field is

starting to establish at xw/dthroat¼ 3. Thewall jet configuration

allows entrainment of internally recirculated flue gas up-

stream of the bluff body trailing edge/flame anchor point. It

was found that increasing the lance height from 8 mm to

16 mm results in a reduction of the wall jet entrainment by

26% (from 54% of the inletmass flow to 39%) whichwill lead to

less dilution and hence affect the overall NOx formation.

Further reacting flow simulations in a combustion chamber

need to be conducted in order to quantify the degree of dilu-

tion due to the internal flue gas recirculation and the effect of

a varying lance height on it.
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[22] Dutka M, Ditaranto M, Løvås T. Application of a central
composite design for the study of NOX emission performance
of a low NOX burner. Energies 2015;8(5):3606e27. https://
doi.org/10.3390/en8053606.
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ABSTRACT: Nitric oxide (NOx) emissions from a partial premixed bluff body (PPBB) hydrogen burner under varying
operational conditions have been investigated numerically. The PPBB burner employs a conical bluff body to stabilize the flame,
and its design allows for the dilution of the fuel−air mixture by internally recirculated flue gas. The degree of premixing can be
adjusted via primary and secondary fuel ports that are controlled independently. Steady-state computational fluid dynamic
(CFD) simulations were conducted for 12 different combinations of secondary fuel fractions and thermal loads to investigate
the complex flow structure in the burner and the source of NOx formation. All simulations were validated against experimental
data and underpredicted NOx emissions by 7% on average. A detailed analysis of the combustion characteristics was conducted
and showed that primary fuel is burned in a multiregime mode at a wide range of mixture fractions/equivalence ratios, while
secondary fuel is burned closer to stoichiometry. Utilizing a secondary fuel fraction of 30% (i.e., the base operational condition)
leads to a fuel-rich mixture within the inner recirculation zone compared to a fuel-lean mixture when the burner is operated
without secondary fuel. The concave mean curvature of the stoichiometric isosurface between primary and secondary fuel leads
furthermore to a local peak of the NOx formation rate when the burner operates at its base conditions. The analysis of the mass
flow rates in the inner and outer recirculation zones showed that increasing the thermal load reduces the amount of internally
recirculated flue gas. The conducted simulations indicate that these effects contribute to an increase in NOx emissions with
increasing thermal load and with increasing secondary fuel fraction.

1. INTRODUCTION

Nitric oxide (NOx) emissions from combustion and industrial
processes at high temperatures continue even after decades of
research to be an environmental challenge. NOx is not only a
critical air pollutant by itself but also contributes to the
formation of tropospheric ozone (i.e., ozone in the air that we
breathe), smog, and acid rains.1,2 Hence, there is an obvious
need to keep NOx emissions as low as reasonably practicable,
which has led to the development of a variety of different low
NOx and ultralow NOx burners. However, low NOx
combustion technologies for burners always result in a trade-
off between the requirements of fuel burn out, static and
dynamic stability, and NOx formation. Thermal NOx can for
example be greatly reduced by lowering the flame temperature,
which in turn may lead to incomplete combustion and
emission of unburned hydrocarbons and CO. NOx emissions
on the other hand can be negatively affected by technologies
that address primarily other challenging aspects of combustion
such as flame stability or emissions of other pollutants. An
example for this is utilizing hydrogen as fuel in precombustion
carbon capture and storage (CCS) that was developed to
reduce CO2 emissions to the atmosphere but leads to
challenges regarding NOx and the risk of flashbacks.
Precombustion CCS utilizes a water−gas shift reaction, in
either gasification of solid fuels or steam methane reforming, to
convert CO and H2O to H2 and CO2. The latter can then be
captured and stored prior to the combustion of the remaining
syngas. Some of the benefits of precombustion CCS are the
lack of use of potentially harmful amines and that nearly

carbon free syngas can be produced.3,4 However, the elevated
combustion temperature of hydrogen-rich fuels increases the
generation of thermal NOx, which correlates exponentially to
the combustion temperature.5 The significantly different
transport properties and flame speed of hydrogen compared
to other gaseous fuels6 can furthermore increase the potential
for flame flashbacks in the burner.7 Syngas combustion,
especially in the context of precombustion, imposes therefore
special requirements regarding NOx emissions and flame
stability to the burner design.
The partially premixed bluff body (PPBB) burner inves-

tigated in the present study was originally designed by
Spangelo et al.8 for the combustion of propane and natural
gas. However, its design features allow for a wide fuel flexibility
and make it therefore also an ideal candidate for the
combustion of hydrogen and hydrogen-rich fuels. The burner
is intended for the use in boilers and furnaces that typically
operate at pressures close to atmospheric pressure and with
approximately 3% excess air. This sets the boundaries for
applicable NOx reducing measures and prohibits for example
the combustion at overall ultralean conditions. The PPBB
burner employs a frustum-shaped conical bluff body (see
Figure 1) that can be adjusted in axial direction, which allows
the optimization of the burner for the operation with varying
fuel compositions.9 The primary and secondary fuel ports are
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controlled independently from each other in order to control
the amount of premixing and hence further increase the fuel
flexibility. The design of the secondary fuel ports is also
intended to increase flame stability by enriching the
recirculation zone. Flame stabilization through a bluff body
has the benefit of avoiding flashbacks from a combustion
induced vortex breakdown (CIVB), which is a common
challenge for swirl stabilized burners.10,11 Flashbacks can also
occur as an upstream propagating premixed flame within a
boundary layer.12−14 The boundary layers need therefore to be
kept as thin as possible to avoid these types of flashbacks.10

The PPBB burner achieves this by premixing the majority of
fuel in the converging burner section where the accelerating
mean flow leads to a decreasing boundary layer thickness. One
of the unique features of the PPBB burner is its elevated lance
position. Because of this lance design, internal recirculated flue
gas is entrained in the conical wall jet which is formed between
the burner throat and the flame anchor point (see Figure 1).
The burner dimensions and a more in-depth description of its
features can be found in previous work.15 The performance of
the PPBB burner, with regard to NOx emissions, has been
investigated experimental by Dutka et al.9,16 The available data
from the experimental campaigns are, however, limited to
global measurements of NOx at the chamber outlet. Particle
image velocimetry (PIV) has been applied to analyze the flow
field downstream of the bluff body.17 The PIV measurements
have, however, only been performed for an unconfined burner
configuration due to limited optical access into the combustion
chamber. The cold flow characteristics of the unconfined
burner configuration have also been investigated numerically
by means of Reynolds averaged (RANS) and scale resolving
simulations.15 However, so far no detailed analysis of the
reacting flow has been published, neither for the unconfined
nor the confined configuration. The present work aims to fill
this gap and, for the first time, to allow a detailed analysis of
the fluid- and thermodynamics of the PPBB burner when
operated with hydrogen. The scope of the present work
focuses on the overall NOx trends rather than aiming for
quantitative accuracy, given the limited available experimental
data. In this context, it is furthermore desired to develop a
numerical model that can be run at reasonable costs and thus
can be employed in future studies to investigate the PPBB
burner at larger scales.
The paper structure follows the scope, namely, first to

develop and validate a CFD model of the PPBB burner and

second to investigate the combustion characteristics of the
burner. Specific considerations regarding uncertainties are
given in addition to the model description. The model is then
used to investigate the combustion regimes in which the
burner operates and to analyze parameters that affect NOx
formation in the burner.

2. NUMERICAL METHODS
The numerical simulation of the PPBB burner incorporates several
challenging aspects that need to be addressed. One of them is the
mixing mode in which the burner operates. Primary fuel and
combustion air are only partially premixed, and the mixture fraction
varies along the burner circumferences. Adding secondary fuel to the
system is supposed to generate local fuel-rich areas that increase the
flame stability while still allowing the burner to be operated globally at
fuel-lean conditions. The PPBB burner can therefore not be
categorized by a pure premixed or diffusive combustion regime.
Research and model development have historically often been focused
on one of these two regimes at a time only. Although the
understanding as well as modeling capability of homogeneous
partially premixed flames has improved significantly over the past
decade, inhomogeneous partially premixed and stratified flames, such
as the PPBB burner, are still not fully explored.18,19

When selecting a combustion model, one can generally choose
from three different categories. These are flamelet-like models that are
based on a geometrical analysis of the flame structure, PDF-like
models that are based on one-point statistics, and models that are
based on the analysis of turbulent mixing.20 PDF-like models have
been successfully employed for the accurately description of several
laboratory jet flames.21,22 However, they are typically computationally
the most expensive models. Flamelet-like models on the other hand
are in general relatively inexpensive to use and can achieve high
accuracy when they are applied within their limitations.23 However,
they are based on the strong assumptions that turbulent combustion
lies close to a very low-dimensional manifold. Furthermore, they aim
to parametrize the complex nature of turbulence-chemistry interaction
by only a few variables.19 These assumptions are not true when
molecular diffusion leads to departures from the manifold (e.g., due to
the preferential diffusion of H2 and H) and/or if the involved
chemical reactions have significantly different time scales compared to
the combustion chemistry (e.g., NOx chemistry). Another disadvant-
age of flamelet-like models is the increased memory demand
associated with them. Flamelet-like models represent a trade-off
between computational costs in terms of CPU hours and memory
demand. The computation time can be significantly reduced by these
models, particularly for larger reaction mechanisms. However, the
necessary look-up tables can become very large, especially when
additional dimensions are added to account for nonadiabatic effects,
NOx, etc. The present work employs an unstructured polyhedral mesh
for the CFD simulations of the PPBB burner, which requires more
memory compared to other mesh types such as cut-cell or hex
meshes. A further increase in memory demand by the combustion
model is, therefore, not desired. The most prominent examples for the
third category (i.e., models based on turbulent mixing) are the eddy-
breakup (EBU) model24 and the eddy-dissipation concept
(EDC).25,26 These models invoke more modeling assumptions than
the previous mentioned models and are consequently regarded as less
accurate. However, they still present certain advantages. The EDC
model is considerable less computationally expensive than the
transported PDF models. At the same time it allows the computation
of detailed chemical kinetics, which makes the model not as strictly
confined to certain combustion regimes as flamelet-like models.
Furthermore, it allows NOx kinetics to be included directly in the
reaction mechanism if desired. The EDC model in a RANS context in
combination with detailed chemistry is therefore regarded as a well
balanced model setup for the PPBB burner, particularly given the
limited experimental data available for the burner.

2.1. Numerics and Boundary Conditions. Incompressible
steady-state RANS simulations, using the ANSYS Academic Fluent,

Figure 1. Three-dimensional rendering of the PPBB burner and flow
field illustration based on Meraner et al.15 The fuel ports are, for
simplicity, drawn in the same plane.
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Release 18.2 framework, were conducted to model the PPBB burner.
A second order upwind scheme,27 based on the finite volume method,
was employed to discretize all governing transport equations. The
system of equations was solved with a point implicit (Gauss-Seidel)
solver in conjunction with an algebraic multigrid method.28 The
employed colocated scheme requires a pressure interpolation at the
cell faces which was done with a second order central difference
scheme. A cell-based least-square method was used for the calculation
of gradients and derivatives.29 Furthermore, the warped-face gradient
correction was applied to improve the accuracy of the gradient
calculation on the polyhedral mesh. The pressure-implicit with
splitting of operators (PISO) solver was applied for the pressure−
velocity coupling in conjunction with skewness and neighbor
correction as well as skewness−neighbor coupling in order to
improve convergence on an unstructured polyhedral mesh.30,31

Only one-fourth of the burner was simulated, utilizing periodicity
to decrease the numerical cost (see Figure 2). The burner

configuration comprises a 600 mm long combustion chamber with
an inner diameter of 105 mm (see Figure 2). Dutka et al.9 measured
NOx with an additional duct on top of the combustion chamber. The
duct was not included in the CFD simulations based on the findings
from a preceding simulation, which indicated that the NOx
concentration reaches its equilibrium toward the outlet of the
combustion chamber. However, the outlet was extended by 50 mm to
prevent the boundary from affecting the data collection at an axial
position of 585 mm. The edges of the combustion chamber were
modeled with a 10 mm radius to ease convergence. It was assumed

that this will not affect the flow characteristics of the burner due to the
distance to the flame.

All inlets were defined as mass flow inlets with a turbulent intensity
of 5% and a turbulent viscosity ratio of 10. The inlet temperature was
set to 293 K. Constant atmospheric pressure was imposed at the
chamber outlet. All walls were modeled as no-slip walls. A constant
temperature was specified at the chamber walls (i.e., all walls marked
orange in Figure 2) and the burner walls that are exposed to the
combustion chamber environment (i.e., all walls marked blue in
Figure 2) (see Table 1). All other walls were modeled adiabatic. The

chamber temperature, Tchamber listed in Table 1 was based on the
averaged chamber temperature measured in the experimental
campaign.9 The burner temperature, Tburner was set to 850 K for
the base case (i.e., 10 kW thermal input, Q, and 30% secondary fuel
fraction) and scaled proportional to Tchamber for other operational
conditions. A discussion on the uncertainty related to this assumption
is presented in section 2.4. A uniform emissivity of 0.5 was applied to
the walls.

2.2. Grid Study. The PPBB burner poses a challenging geometry
for a numerical analysis, due to the arrangement of its several fuel
ports and large ratio between throat diameter and chamber
dimensions. Different meshing strategies have been employed and
discussed in previous work.15 It has been concluded that an
unstructured polyhedral mesh (see Figure 3) represents a suitable
strategy for the PPBB burner simulations.

One benefit of unstructured meshes is the capability of local mesh
refinements without affecting the far field mesh size. Four refinement
regions were defined for the simulations of the PPBB burner. The
refinements include the area of interest (i.e., the recirculation zone
downstream of the bluff body), the premixing region in the
converging section of the burner upstream of the throat, and two
levels of refinements in the shear-layer/flame anchor point at the
trailing edge of the bluff body. A disadvantage of unstructured meshes
is the overall larger cell count compared to structured meshes. A grid
independency study was conducted spanning a total cell count from
2.2 million cells to 4.8 million cells (see Figure 4). The 2.7 million
and the 2.2 million mesh are based on the same cell size distribution,
however, the 2.7 million mesh includes a grid refinement toward the
bluff body walls. The grid independency study was conducted for a
thermal load of 10 kW and a secondary fuel ratio of 30%, which are
the base operation conditions of the burner when fuelled with pure
hydrogen. Increasing the thermal input leads to higher Reynolds
numbers and is therefore more demanding in terms of spacial grid
resolution, especially for the flow in boundary layers. Utilizing wall
functions, however, reduces the grid sensitivity. It is therefore not
expected that the conclusions, in terms of NOx trends, for the larger
thermal input would be drastically affected by a grid refinement. All

Figure 2. Dimensions (mm) of the fluid domain and boundary
conditions. All unspecified boundaries were modeled as no-slip wall.
Orange and blue lines in the side view indicate that a constant wall
temperature was set equal to Tchamber and Tburner respectively. The
domain was for postprocessing purposes subdivided into five different
sectors that are marked by color-coded patterns in the top view. Note
that the grid is not affected by these divisions.

Table 1. Boundary Conditionsa

Q
(kW)

ṁfuel
s /ṁfuel

p

(%) ṁair (kg/s) ṁfuel (kg/s)
Tchamber
(K)

Tburner
(K)

10 0 8.267 × 10−4 2.083 × 10−5 1316 860
10 10 8.267 × 10−4 2.083 × 10−5 1311 857
10 20 8.267 × 10−4 2.083 × 10−5 1306 854
10 30 8.267 × 10−4 2.083 × 10−5 1300 850
15 0 1.240 × 10−3 3.125 × 10−5 1437 940
15 30 1.240 × 10−3 3.125 × 10−5 1438 940
20 0 1.653 × 10−3 4.167 × 10−5 1501 982
20 30 1.653 × 10−3 4.167 × 10−5 1510 987
25 0 2.067 × 10−3 5.208 × 10−5 1553 1015
25 10 2.067 × 10−3 5.208 × 10−5 1552 1015
25 20 2.067 × 10−3 5.208 × 10−5 1555 1017
25 30 2.067 × 10−3 5.208 × 10−5 1563 1019

aThe mass flow rates for air ṁair, primary fuel ṁfuel
p and secondary fuel

ṁfuel
s listed in the table are for the quarter domain (i.e., 25% of the

experimental mass flow rates).
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simulations for the independency study were conducted with a
chamber temperature of 1300 K and a burner temperature of 700 K.
Thermal radiation was neglected for the grid independency study to
reduce computational costs. This is not expected to affect the grid
independency significantly. All further simulations were conducted on
the 3.5 million mesh based on the outcome of the grid independency
study.
2.3. Submodels. The inherently complex nature of turbulent

combustion requires the application of a large set of submodels in
order to be able to simulate it numerically. This section addresses the
submodels that were employed for the simulation of the PPBB burner.
An overview of these submodels is given in Table 2.
The flow field downstream of the burner behaves, after a transition

region, similar to a round jet. The flow downstream of the burner
throat next to the bluff body is on the other hand similar to a planar
wall-jet (especially for larger bluff body diameters). This configuration
makes the burner sensitive to the known round-jet anomaly (i.e., the
poor performance of the standard k−ϵ models for the prediction of
the spreading rate of axisymmetric jets, while performing reasonable
well for planar jets). Therefore, the realizable k−ϵ model32 was
employed for the PPBB burner simulations, which is in this regard
considered superior to the standard and RNG k-ϵ models. A two-layer
based, nonequilibrium wall function33 was applied in the near wall
region. The nonequilibrium wall function can partly account for the
effect of pressure gradients involving separation and reattachment and
is expected to perform better than standard wall function, particularly
with regard to the prediction of wall shear (skin-friction coefficient)
and heat transfer (Nusselt or Stanton number). This is of special

importance for the PPBB burner simulations that have shown to be
sensitive to the heat transfer to the bluff body as well as to the heat
transfer to the combustion chamber walls.

The eddy-dissipation concept (EDC)25,26 was employed to model
turbulence-chemistry interaction. The EDC model assumes that all
chemical reactions happen at the smallest turbulent scales which are
described as fine structures by Magnussen et al.25 The fine structures
were modeled as a perfectly stirred reactor. The combustion kinetics
were described using the well-known mechanism by Li et al.34

containing 9 species and 19 reversible reactions. Thermal NO
formation was modeled by the extended Zeldovich mechanism5 in a
finite rate postprocessing approach, assuming that the combustion
kinetics and NO kinetics can be decoupled from each other and that
the effect of NO formation on the combustion process itself can be
neglected. The concentrations of O and OH were modeled as steady
state, based on this assumption. The mean reaction rates were
obtained by integration of a presumed joint-variable Beta PDF for
temperature and O2. The variance for the presumed PDF was
modeled using an algebraic approximation of its transport equation.35

The discrete ordinates (DO) radiation model was employed to
describe thermal radiation by solving the radiative transfer equation
for a finite number of discrete solid angles. The absorption coefficient
for the mixture was calculated with the weighted sum of gray gases
model (WSGGM), while the scattering coefficient was set to zero.
Including thermal radiation in the CFD model showed a decrease of
the global NOx emissions by 6% at base case conditions. The viscosity
and thermal conductivity were calculated employing kinetic theory
(i.e., Lennard−Jones potential). The diffusive mass flux was calculated
based on the dilute approximation (i.e., Fick’s law) for turbulent
flows, which is written as
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where Xi is the volume fraction of species i. The binary mass diffusion
coefficients ij are computed with a modified Chapman−Enskog
formula36
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Figure 3. Close-up view of the polyhedral surface mesh for the 3.5 M
cell mesh.

Figure 4. NOx sensitivity to spacial resolution.

Table 2. Summary of the Employed Submodels

phenomenon model

turbulence realizable k−ϵ32

wall treatment nonequilibrium wall function35,37

turbulence-chemistry interaction eddy-dissipation concept25,26

combustion kinetics Li et al.34

NOx kinetics extended Zeldovich5

radiation discrete ordinates
absorption weighted sum of gray gases
viscosity and thermal conductivity kinetic theory
diffusive flux dilute approximation
binary mass diffusion coefficients modified Chapman−Enskog36
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2.4. Uncertainties and Sensitivities. By their nature, all models
inhere uncertainties. The impact of model uncertainties on the results
depends, however, on the sensitivity of the results to the specific
model. The uncertainties associated with models that have the
strongest impact on the simulation outcome will be the limiting factor
of the overall accuracy that can be achieved by the simulation. NOx is
a minor species, in low NOx environments, and is highly temperature
dependent. The quantitative prediction of NOx emissions requires
therefore high accuracy of all submodels that affect the temperature.
The model input for the simulation of the PPBB burner includes the
thermal boundary conditions of the combustion chamber and the
burner itself. The experimental data available for the chamber
boundary conditions, which are important for the flame shape and
temperature,38 are limited to three unshielded thermocouples at
different axial positions along the chamber wall and are therefore
associated with a high uncertainty. The bluff body surface temperature
was not monitored during the experimental campaign, but it has an
important impact on the flame structure downstream of the bluff
body, as shown in studies by Euler et al.39 and Michaels and
Ghoniem.40 A set of simulations with different burner temperatures,
with and without the inclusion of thermal radiation, were performed
in order to assess the sensitivity of the global NOx emissions to the
burner temperature. The simulations were mainly focused on a
temperature range of 700−900 K, as no distinct glowing of the bluff
body was observed during the experiments. In addition, one
simulation with Tburner = 1300 K was performed to establish an
upper limit. The sensitivity simulations showed a linear dependency of
the global NOx emissions on the thermal boundary conditions of the
bluff body.
The treatment of molecular diffusivity is of special importance for

the combustion of hydrogen due to the preferential diffusion of H2
and H. Three different approaches were investigated for the PPBB
burner simulations. The most detailed description applied was the full
multicomponent diffusivity including thermal diffusivity (i.e., Soret
effect). Here, the diffusive mass flux was calculated by solving
Maxwell−Stefan equation41 for an ideal gas, assuming the external
force is the same on all species and that pressure diffusion is
negligible. The full multicomponent approach was also investigated
neglecting thermal diffusion. The third approach was to calculate the
diffusive mass flux based on the diluted approximation for turbulent
flows as described in the previous subsection. The difference in overall
NOx emissions between these three approaches is with less than 1
ppm negligible. This indicates the dominance of the turbulent
transport, which is determined by the turbulent Schmidt number. On
the basis of these findings, all further simulations were conducted
using the diluted approximation (see section 2.3).
The design of the laboratory scale PPBB burner leads to regions

with a low Reynolds number, as for example in the bottom area of the
chamber where hot products are recirculated at low velocities. These
areas are sensitive to the type of employed near wall treatment due to
their low Reynolds number. Sensitivity simulations with the standard,
the scalable, and the nonequilibrium wall function formulation for
ANSYS Academic Fluent, Release 18.2 were conducted.35,37 The
formation of secondary vortex structures was suppressed in the
simulations with the standard and with the scalable wall function, and
the flow was forced to follow the chamber wall, which led to the
formation of a single outer recirculation vortex. Only the non-
equilibrium formulation allowed for flow separation at the walls and
the natural formation of secondary vortex structures and was therefore
employed in all further simulations.

3. RESULTS

The results of the numerical simulations are presented in two
subsections: The first subsection, Model Validation, presents
the validation of the CFD simulations against experimental
data. The second subsection, Combustion Regime and Flame
Characteristics, provides a more thorough analysis of the PPBB
burner, mainly operating at its base configuration.

3.1. Model Validation. The NOx emission from the
burner were monitored at 585 mm axial position and
compared to the corresponding experimental measurements
from Dutka et al.9 Both data sets were normalized to 3%
oxygen under dry conditions. Figure 5 shows the deviation

between simulations and experiments. The 12 investigated
operational conditions are gathered into two data point
clusters. The majority of the experimental data lies between
80 and 95 ppm, while three experiments achieved low NOx
emissions in the range of 65−70 ppm. The deviation between
simulation and experiment for the low NOx conditions is
scattered in the range of −5% to +10%. A more consistent
deviation of about −10% can be seen under higher NOx
conditions, with the exception of cases without any secondary
fuel. These show the highest deviation which lies in the range
of −12% to −18%. It should also be noted that all low NOx
emissions were achieved by cases with a nominal thermal heat
load of 10 kW.
Figure 6 and Figure 7 show how well NOx trends are

captured by the CFD model in addition to the overall accuracy

that was shown in Figure 5. The experimental data show a
higher dependency of NOx emissions on the thermal input
when the burner operates with secondary fuel compared to the
operation without any secondary fuel. The NOx trend without
secondary fuel is well captured by the CFD model, but the

Figure 5. Predicted versus measured dry NOx at 3% O2. The marker
size is proportional to the thermal power. The marker color represents
the secondary fuel fraction. The dashed lines indicate ±10% deviation
and the dotted lines indicate ±20% deviation.

Figure 6. Dry NOx at 3% O2 as function of the thermal load for a
constant secondary fuel fraction of 0% and 30% respectively. Filled
markers are used for experimental data. Empty markers are used for
data obtained from CFD.
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emissions are generally underpredicted by about 15%. The
overall trend of the 30% secondary fuel configuration is
captured by the simulation. However, the slope of the curve is
underpredicted, which leads to a larger variance of the
deviation compared to the configuration without secondary
fuel. This can also be seen in Figure 5 in the form of a linear
trend for the 30% secondary fuel data points.
Figure 7 shows the NOx dependency on the secondary fuel

fraction for two different thermal loads. The NOx trend is well
captured for a thermal load of 25 kW, but consistently
underpredicted by around 9%, which can also be seen in Figure

5. The CFD model, however, fails to capture the trend for a
lower heat load of 10 kW and predicts an increase of NOx with
increasing secondary fuel fraction. The trend predicted in the
CFD model corresponds to what has been observed in the
experiment for methane. The experiments with hydrogen,
however, showed a decrease of NOx with an increasing
secondary fuel fraction, which was not explained in the original
study. It appears that the effect of secondary fuel is the most
challenging aspect to be captured by the model. The following
section will therefore focus on simulations of the burner at the
base thermal load (i.e., 10 kW) with two different secondary
fuel fractions.

3.2. Combustion Regime and Flame Characteristics.
A classical approach to get a first view of the combustion
regimes are the development of combustion/regime diagrams.
Such diagrams are historically based on the interaction of
homogeneous and isotropic frozen (i.e., unaffected by heat
release) turbulence with a premixed flame. Hence, one needs
to keep their limitations in mind when they are utilized in the
context of a technical flame. Figure 8 shows a modified
turbulent combustion diagram based on Peters.42 Typically a
burner is represented by a single marker within the diagram.
However, the combustion in a partially premixed burner will
likely cross different regions in the regime diagram. The PPBB
burner is therefore represented through a scatter plot, where
each data point represents the conditions in one CFD cell on a
predefined clipped isosurface, which provides a more refined
picture. The data shown in Figure 8 represent the burner
operating at its base conditions.

Figure 7. Dry NOx at 3% O2 over secondary fuel fraction for a
constant thermal load of 10 kW and 25 kW respectively. Filled
markers are used for experimental data. Empty markers are used for
data obtained from CFD.

Figure 8. Modified turbulent combustion diagram by Peters42 including scatter plots for the PPBB burner operating at base conditions. Three
markers are added to each subfigure to indicate the location of the PPBB burner within the regime diagram on a global basis. Triangle: based on the
global equivalence ratio, square: based on a stoichiometric equivalence ratio, diamond: based on the equivalence ratio considering only primary
fuel. (a) Scatterplot colored by the mixture fraction, Z, normalized by the stoichiometric mixture fraction, Zstoich. (b) Scatter plot colored by the
axial coordinate. (c) Scatter plot colored by the angular coordinate. The secondary fuel port is located at 0°, the primary fuel ports are located at
+22.5° and −22.5° respectively.
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In order to obtain data that are suitable for the regime
diagram, an isosurface needs to be defined that is close to the
flame, so that the mixture composition is representative for the
combustion. However, the location of the isosurface needs to
be far enough from the flame, so that the turbulence is not yet
affected too heavily by the heat release. An isovalue of 5% of
the maximum heat release rate was chosen for this. The
isosurface was furthermore clipped using a normalized progress
variable (i.e., (YHO2

+ YH2O)/(YHO2
+ YH2O)

eq) of 0.5 as an
upper limit to ensure that the data are collected in the region
of the leading flame front (i.e., on the reactants side of the
flame). The intermediate species HO2 was included in the
progress variable definition to capture the onset of the
combustion reactions. However, for the sole purpose of
distinguishing between product and reactant side of the flame,
it would be sufficient to base the progress variable on the H2O
mass fraction only. The data points for the scatter plots are
sorted by their distance to the stoichiometric mixture fraction.
Hence, data points closer to the stoichiometric mixture
fraction overlay points that are further away from stoichiom-
etry, independent of which side (i.e., fuel lean or rich) they are
located.
In addition to the scatter data, three global representations

of the PPBB burner combustion regimes are provided in Figure
8. The turbulent length scale, l′, and the turbulent velocity
scale, u′, for these were based on the area weighted average
conditions in the burner throat. The laminar flame speed, SL,
and laminar flame thickness, δL, were calculated in the open-
source software Cantera43 based on the global equivalence
ratio of the burner (triangle), a stoichiometric equivalence
ratio (square), and an equivalence ratio based on the primary
fuel only (diamond). The calculation based on the global
equivalence ratio corresponds to a typical representation of a
fully premixed burner. Stoichiometric conditions on the other
hand can be seen as the representation of a diffusion flame.
Because of the location of the fuel ports, it is likely that more of
the primary fuel is premixed compared to the secondary fuel.
Hence, the PPBB burner can, in a simplified way, be
represented by two markers in the regime diagram: one
representing the secondary fuel burning in a diffusive mode
close to a unity Karlovitz number and the second one

representing the primary fuel burning in a premixed mode at
higher Karlovitz numbers. The primary fuel is consequently
burned at leaner conditions compared to the global
equivalence ratio.
The scatter plot in Figure 8a is colored by the normalized

mixture fraction, which has a value that becomes smaller than
one under fuel-lean conditions (colored blue) and larger than
one in the fuel-rich conditions (colored red). The luminosity/
saturation indicates the distance to the stoichiometric mixture
fraction. It can be seen that the PPBB burner operates in a
multiregime mode due to its partially premixed nature. A
cluster of data points is located around the global regime
indicators (i.e., Zstoich, Zglobal, and Zprimfuel) in the thin reaction
zone region (i.e., 1 < Ka < 100) and crossing into the
corrugated flamelet region (i.e., Ka < 1 and u′/SL > 1). Two
“flares” can be noticed in the figure. One of it shows increasing
Karlovitz numbers and crosses into the broken reaction zone
region (i.e., Ka > 100). This is due to the very lean mixture that
is located in between primary fuel ports (see Figure 8c), which
leads to thicker flames and lower flame speeds. The second
“flare” shows a decreasing Reynolds number and crosses into
the laminar combustion region. This indicates that the heat
release starts to affect the turbulence leading to a
laminarization of the flow. Figure 8b shows the scatter data
colored by the axial position. The trailing edge of the bluff
body is located at an axial position of 0 mm. Fuel entering via
the primary fuel ports is embedded in a premixed mixture
when it reaches the burner throat, where hot recirculated flue
gas is entrained into the wall-jet surrounding the bluff body.
Hence, combustion occurs in large parts at lean mixture
fractions within 2−4 bluff body diameters, D, downstream of
the burner trailing edge (see Figure 8a,b). The scatter plot is at
these elevations spread out across multiple regimes due to a
relatively large variation in mixture fraction. The mixture
fraction variation decreases further downstream, and a double
v-shaped distribution is visible, which is characterized by a rich
and stoichiometric mixture (see Figure 8a). Figure 8c shows
the angular distribution within the regime diagram. The color
coding corresponds to the sectors marked in Figure 2. Fuel
burning in the secondary fuel sector (dark red) is mainly
burned at rich and stoichiometric equivalence ratios. Fuel in
the primary fuel sector (blue) shows a larger scatter where rich

Figure 9. Normalized mixture fraction Z/Zstoich (left) and NOx formation rate (right) from the base case simulation. The black isoline (zero axial
velocity) indicates the inner recirculation zone. (a) 10 kW thermal load, 30% secondary fuel. (b) 10 kW thermal load, no secondary fuel.
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and stoichiometric regions show a similar pattern as the
secondary fuel but at slightly lower length scale ratios. Lean
mixtures burn at higher velocity ratios.
Figure 9 shows the normalized mixture fraction distribution

side by side with the NOx formation rate in a plane cutting
through two primary fuel ports for two different cases. Note
the NOx contours are mirrored with respect to the burner axis
to allow a direct comparison with the mixture fraction contours
within the same subfigure. The inner recirculation zone is
indicated by an isoline of zero axial velocity and is
characterized by a fuel-rich mixture for the base configuration
(see Figure 9a) and a fuel-lean mixture for the operation
without secondary fuel (see Figure 9b). Secondary fuel is less
premixed compared to the primary fuel and enriches therefore
the inner recirculation zone and the intermediate postflame

region. The NOx formation rate correlates with the mixture
fraction and reaches high values close to stoichiometry.
This relationship is further investigated in Figure 10 and

Figure 11. Figure 10 shows the distribution of the probability
density for the progress variable source term. The data are
shown in a hexbin plot, which allows the numerical integration
of the progress variable source in radial and axial directions.
Figure 10 shows thus the angular positions at which reactants
are converted to products and at which mixture fraction this
happens. The marginal plots show the PDF distribution along
the corresponding axes. Figure 10a represents the PPBB burner
operating at base conditions, while Figure 10b shows the
burner operating without secondary fuel. At base condition,
70% of the fuel mass flow is provided via the primary fuel
ports. The remaining 30% are introduced through the
secondary fuel ports. The mass flow rate in a single primary

Figure 10. Hexbin plot of the progress variable source term (i.e., RHO2
+ RH2O) probability density distribution integrated along the axial and the

radial directions, plotted in a two-dimensional space formed by the mixture fraction, normalized by the stoichiometric mixture fraction and the
angular coordinate. The marginal plots show the probability density function of the progress variable source term along the corresponding axes. (a)
10 kW thermal load, 30% secondary fuel. (b) 10 kW thermal load, 30% secondary fuel.

Figure 11. Hexbin plot of the NOx source probability density distribution integrated along the radial direction. The marginal plots show the
probability density function of the NOx source term along the corresponding axes. (a) 10 kW thermal load, 30% secondary fuel. (b) 10 kW thermal
load, no secondary fuel.
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fuel port is, however, only 17% larger than the flow rate in a
secondary fuel port, since there are twice as many primary fuel
ports than secondary fuel ports. This leads to a more uniform
fuel distribution along the burner circumference under base
conditions compared to the operation without secondary fuel
(see y-marginal plots in Figure 10). However, since the
secondary fuel ports are only located in between every other
pair of primary fuel ports there is still a significant drop in fuel
concentration noticeable where there is no secondary fuel port
in between primary fuel ports. The fuel port location of ±22.5°
for the primary and 0° for the secondary fuel is under both
operational conditions recognizable by peaks in the mixture
fraction (i.e., combustion at the fuel-richest compositions).
Fuel is consumed at different mixture fractions, ranging from
0.4 to 1.8 and from 0.4 to 2.2 for the base conditions and for
the operation without secondary fuel respectively. The
marginal plots show in both cases a peak around stoichiometry.
However, the peak is narrower for the operation without
secondary fuel, ranging from a normalized mixture fraction of
0.8−1.2, compared to the base conditions where a major part
of the combustion occurs at normalized mixture fractions
between 0.6 and 1.2. Hence, more fuel is consumed at a
normalized mixture fraction of 0.6−0.8 when secondary fuel is
added.
Figure 11 shows the probability density distribution of the

NOx production rate integrated in the axial direction. The
production rate reaches high values in the mixing layers of the
fuel jets for both investigated simulations. Almost all NOx is
formed within/next to the inner recirculation zone, at an axial
coordinate less than the recirculation zone length of 1.72 D,
when the PPBB burner is operated without secondary fuel (see
Figure 11b). The marginal plot for the base case simulation on
the other hand shows a distribution that falls off more slowly
toward higher axial coordinates compared to the case without
secondary fuel. This observation corresponds to what was seen
in Figure 9 as well. In both cases an elevated NOx formation
rate can be observed in the range of 0.2−1.0 burner diameters
downstream of the bluff body independent of the angular
position. Supplying fuel to both the primary and secondary fuel
ports leads to a more uniform distribution of the NOx source
along the burner circumference.
Figure 12 shows the NOx formation rate as a contour on the

stoichiometric mixture fraction isosurface for the burner
operating under base conditions, which gives a better spatial
perception of the burner characteristics compared to Figure 11.
The NOx formation in the PPBB burner is dominated by
thermal NOx, as the burner is operated with pure hydrogen at
atmospheric pressures. Investigating the stoichiometric isosur-
face provides, therefore, also an insight into the peak NOx
formation rate, which generally reaches the highest values close
to stoichiometric conditions. “Hot spots” of high NOx
formation can be seen in the concave region of the isosurface
in between primary and secondary fuel ports.
An important factor affecting NOx formation is not only the

ratio between the reactants (i.e., equivalence ratio) but also the
amount of dilution by products. The flow field formed by the
PPBB burner contains two characteristic recirculation zones as
illustrated in Figure 1. The inner recirculation zone is formed
immediately downstream of the bluff body and stabilizes the
flame in the turbulent flow field by transporting hot products
and radicals upstream toward the flame anchor point at the
bluff body trailing edge. The outer recirculation zone is several
times larger than the inner recirculation zone and is formed

between the burner and the chamber wall. The outer
recirculation zone transports flue gas upstream of the bluff
body trailing edge where it can be entrained into the wall jet
flow which leads to dilution of the partially premixed fuel−air
mixture. The amount of recirculation in these two zones is
therefore important for both the flame stability as well as the
emission characteristics of the burner. Figure 13 shows the

recirculated mass flow rates normalized by the total mass flow
rate for different operational conditions as a function of the
thermal load. The inner recirculation mass flow rate was
obtained by numerical integration of the mass flow rate within
the recirculation zone (i.e., negative axial velocity) at an axial
position of 0.75 D downstream of the bluff body trailing edge.
The mass flow rate in the outer recirculation zone was
obtained by numerical integration of the mass flow rate which
is transported upstream of the bluff body trailing edge. It can
be seen that the normalized recirculated mass flow rate
increases in the inner recirculation zone and decreases in the

Figure 12. Isosurface of the stoichiometric mixture fraction colored
by the NOx formation rate for the simulation of the PPBB burner
operating at base conditions.

Figure 13. Recirculated mass flow rates normalized by the total mass
flow rate in the inner (blue squares) and outer (red circles)
recirculation zones with 30% (dark lines) and without (light lines)
secondary fuel for different thermal loads.
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outer recirculation zone with increasing heat load. The amount
of secondary fuel has a stronger impact on the inner
recirculation zone compared to the outer recirculation zone,
where the effect of the secondary fuel is negligible compared to
the effect of the thermal load.

4. DISCUSSION

The discussion is divided into two subsections, following the
same structure as the Results section. The first subsection,
Discussion of the Model Performance, addresses the performance
of the CFD model in terms of the quantitative and qualitative
accuracy of its global NOx predictions. The second subsection,
Discussion of the Burner Characteristics, deals with the
combustion qualities of the burner and aims at the under-
standing of the processes that govern NOx formation.
4.1. Discussion of the Model Performance. The

boundary conditions of the PPBB burner, especially the
thermal boundary conditions, are subject to large uncertainties
due to limited experimental data as discussed in section 2.4.
The global NOx emissions have furthermore been shown to
dependent linearly on the bluff body surface temperature for
the investigated temperature range. This diminishes the
importance of the absolute deviation between simulation and
experiment. All simulations with a thermal input equal to 25
kW would coincide, within a negligible margin, with the
experiments if the base case boundary conditions would have
been adjusted accordingly. The same is true for simulations
without secondary fuel. However, adjusting the unknown
temperature boundary conditions will not improve the scatter
that can be seen for the 10 kW simulations and the simulations
with 30% secondary fuel in Figure 5.
The conducted simulations have indicated that capturing the

effect of a varying thermal load on the NOx emissions is less
demanding for the numerical model than the effect of a varying
secondary fuel fraction. Global properties, such as the flame
surface to flame volume ratio, heat losses to the chamber walls,
as well as the recirculated mass flow rates in the outer
recirculation zone (see Figure 13) were affected by an
increasing thermal input. However, they remained mostly
close to constant for varying secondary fuel fractions at a given
thermal input. Hence, secondary fuel appears to have a more
localized (i.e., mainly affecting the inner recirculation zone)
and mixing related effect on the combustion which is more
demanding for the applied turbulence and combustion models.
Especially the inverted trend for the 10 kW simulations shows
the challenging physics of hydrogen combustion. Even though
the employed CFD model takes binary mass diffusion via a
modified Chapman−Enskog formulation into account, the
turbulent mixing is still based on a constant turbulent Schmidt
number. The fine scale quantities of the EDC model are
furthermore only related to turbulence properties and hence
do not account for variable Schmidt or Lewis numbers either.
This may impact the simulation results, even more so at the
base thermal load, as the turbulent levels are lower under these
conditions compared to a thermal load of 25 kW, which makes
the mixing and combustion processes more sensitive to
variable Schmidt and Lewis numbers. Gabriel et al.44 has for
example shown that the fuel Lewis number can, under certain
conditions, compensate for the decreased flame temperature
that can be achieved by dilution. Dilution by internally
recirculated flue gas is one of the mechanisms that are
employed in the PPBB burner to mitigate NOx emissions.

Generally better results, in terms of NOx trends, were
achieved for the 25 kW simulations compared to the 10 kW
simulations. The flow rates at 10 kW load led to low Reynolds
numbers in wide areas of the combustion chamber which can
be more challenging for the k−ϵ model, the EDC model as
well as the employed wall functions. The lower velocities
furthermore caused the flame to stabilize further upstream,
toward high strain regions where quenching could be expected.
This was especially the case for simulations without secondary
fuel and is a limitation inherent to the EDC model, which
tends to overpredict reaction rates under this circumstances.
The EDC model proposed by Magnussen25 and Gran and
Magnussen45 contains the quantity χ which denotes the
fraction of the fine structure that reacts. This quantity was
proposed to model the probability of finding the reactants
together, to model the degree of preheating by products, and
to limit the reactions due to the lack of reactants. Hence, the
overall reaction rate in a CFD cell is reduced for χ < 1.
However, the fraction of reacting fine structure is not
implemented in ANSYS Academic Fluent, Release 18.2
based on the assumption of χ = 1. The actual distribution of
χ for the base case simulation was therefore calculated as a
postprocessing quantity and has been shown to be generally
smaller than unity. The assumption of χ = 1 is therefore likely
contributing to the flame stabilization relatively far upstream of
the PPBB burner. However, in order to conclude definitively
on this, one would need to calculate the fraction of reacting
fine structure in conjunction with the solution of the other
EDC quantities. The impact of the assumption of χ = 1 on the
NOx formation requires therefore further investigation.

4.2. Discussion of the Burner Characteristics. The
regime diagram shown in the results (i.e., Figure 8)
demonstrates the different nature of secondary and primary
fuel, where one burns closely to stoichiometry while the other
is consumed at a wider and generally leaner range of mixture
fractions. This difference is related to the location of the fuel
ports. The secondary fuel ports are closer to the trailing edge of
the burner/flame anchor point than the primary fuel ports. The
mixing time for secondary fuel is accordingly shorter than for
primary fuel, which leads to an enriched inner recirculation
zone. Another factor is their relation to the burner throat.
Figure 9 shows how primary fuel is premixed in the cross-flow
in the converging section upstream of the burner throat. The
mixture is then further downstream accumulated within the
wall jet that is formed due to the narrow throat. Secondary fuel
on the other hand has the potential to penetrate the wall jet to
some degree, since the fuel ports are located outside of the
burner housing. This leads to secondary fuel being transported
partially past the inner recirculation zone; enriching the
immediate post flame.
Figure 9 shows a correlation between mixture fraction and

NOx formation rate. This correlation is related to the
dominance of thermal NOx which is highly temperature
dependent and therefore also affected by changes in the
mixture fraction. Another important NOx route for hydrogen
combustion is the N2O-intermediate mechanism, which is less
temperature sensitive. However, this mechanism is strongly
pressure dependent due to the involved three-body reaction
and therefore of less relevance for the PPBB burner which
operates at atmospheric pressure. NOx formation via the
prompt and the NNH mechanism are not relevant for the
PPBB burner when operated with pure hydrogen due to the
lack of carbon in the mixture. Considering that the adiabatic
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flame temperature reaches its maximum close to stoichiometry
and falls of to both the fuel-lean and -rich sides, one can expect
that operational conditions which lead to a wider spread in the
mixture fraction will consequently also lead to lower NOx
formation. The variance in mixture fraction can be seen in the
x-marginal plot of Figure 10, which shows the PDF of the
progress variable source term in the normalized mixture
fraction space. The lean limit of the PDF is the same for both
simulations. However, the rich limit is higher when the PPBB
burner is operated without secondary fuel. Note that the
primary fuel has a higher momentum when there is no
secondary fuel since more fuel needs to pass through the
primary fuel ports. The PDF of the progress variable source
term reaches overall the highest values at a normalized mixture
fraction ranging from 0.7 to 1.1 in between 4° and 13° absolute
angular position, which is adjacent to the secondary fuel
stream. This corresponds to the concave region of the
stoichiometric isosurface which is formed by the primary and
secondary fuel streams (see Figure 12). At this location the
stoichiometric isosurface is close to the inner recirculation
zone which leads to the entrainment of hot recirculated
products into the air−fuel stream. This causes locally higher
temperatures and radical concentration compared to the
convex area of the isosurface where colder flue gas from the
outer recirculation zone is entrained and leads in combination
with the stoichiometric mixture to an increase in NOx
formation rate. The peaks in NOx production can also be
seen in Figure 11, which in addition provides insight into the
PDF of the NOx formation along the angular and axial
coordinates.
Employing the secondary fuel ports not only affects the

inner recirculation zone in terms of mixture fraction (i.e.,
transition from fuel lean to fuel rich) but consequently also
alters the recirculated mass flow rate within the recirculation
zone (see Figure 13). Secondary fuel furthermore enters the
chamber with a negative axial velocity component, while the
mass flow rate in the throat is decreased as less fuel is provided
by the primary fuel ports. Overall this leads to a decrease in the
recirculated mass flow rate when secondary fuel is used. The
outer recirculation zone contains on the other hand flue gas
with a composition close to the global mixture fraction and is
hence less affected by a change in the secondary fuel fraction.
Increasing the thermal load affects both recirculation zones.
The normalized recirculated mass flow rate in the outer
recirculation zone decreases with increasing heat load. This is
expected to also reduce the effect of dilution on the NOx
formation (i.e., NOx emissions are expected to increase), which
corresponds to the trend that was observed in both the
experiments and simulations.

5. CONCLUSION
Twelve CFD simulations of the PPBB burner were conducted
covering different operational conditions with regard to
thermal load and secondary fuel fraction. All simulations
were compared to experimental data obtained by Dutka et al.9

The deviation between predicted and measured NOx emissions
was within +10% and −18%. The CFD simulations under-
predicted the NOx emissions on average by 7%. For the base
case configuration of 10 kW thermal load and 30% secondary
fuel fraction a set of additional simulations was performed to
investigate the sensitivity of the NOx emissions to the thermal
boundary conditions. The CFD model was able to capture the
dependence of the NOx emission on the thermal load. The

impact of secondary fuel on the emissions was, however, only
captured for a thermal load of 25 kW.
A detailed analysis of the combustion characteristics was

conducted showing that especially primary fuel is burned in a
premixed and nonpremixed mode. Multiple combustion
regimes exist in both modes, however, the premixed mixing
mode leads to a larger regime variation which was shown in a
CFD based combustion diagram. Varying combustion regimes
and mixing modes are not untypical for partially premixed
systems. However, the variation is likely stronger in the
investigated bluff body burner compared to typical swirl
burners. The stronger angular mass transport in a swirl burner
will smooth gradients caused by the arrangement of the fuel
ports.
Employing secondary fuel leads to a more uniform

distribution of the fuel along the burner circumference.
However, secondary fuel is less premixed than primary fuel
due to the shorter distance of the secondary fuel ports to the
flame anchor point. Hence, the study has proven that
secondary fuel can be utilized to enrich the inner recirculation
zone with the intention of increased flame stability. The fuel-
rich conditions in the inner recirculation zone, when 30%
secondary fuel is provided, shift the NOx formation further
downstream toward the immediate postflame region and lead
to a lower NOx formation rate within the recirculation zone
itself. Employing secondary fuel leads furthermore to a
decrease of the normalized recirculated mass flow rate in the
inner recirculation zone. The effect on the outer recirculation
zone is minor. The normalized recirculated mass flow rate in
the inner recirculation zone decreases also when the thermal
load is decreased, while the normalized recirculated mass flow
rate in the outer recirculation zone increases in this case. This
affects consequently the amount of dilution by the recirculated
flue gas.
The NOx formation in the PPBB burner is dominated by

thermal NOx, as the burner is operated with pure hydrogen at
atmospheric pressures. The formation rate of thermal NOx is
generally highest close to stoichiometric conditions. The
highest NOx formation rate, for the operation of the PPBB
burner at base conditions, is located in the concave region of
the stoichiometric isosurface which is formed by the mean
curvature of the isosurface in between primary and secondary
fuel ports. The elevated temperature and radical concentration
in this region, caused by the mixing with hot products from the
inner recirculation zone, in conjunction with a mixture fraction
around stoichiometry promote the formation of thermal NOx.
In contrary to the PPBB burner, these NOx peaks are not
expected for fully premixed burners or burners with a strong
angular momentum, such as swirl burners, which have a more
uniform mixture profile in the angular direction. This finding
raises the question if a different fuel port distribution and/or
fuel port count could lead to a reduction of the NOx formation.
The effect of different fuel port configurations should,
therefore, be investigated further.
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Abstract

The effect of constant velocity and constant residence time scaling on the local nitric oxide (NOx)

emissions and flame characteristics of complex partial premixed hydrogen burners were investigated

numerically and theoretically. A previously developed and validated computational fluid dynamic

(CFD) model was employed to conduct in total 11 simulations at various burner scales ranging from

10 kW to 500 kW. The flame characteristics were investigated by means of a novel CFD based regime

diagram and compared to Damköhler and Karlovitz numbers obtained from scaling theory. The flame

is at laboratory scale mainly characterized by the thin reaction zone regime. Employing constant

velocity scaling was predicted to overall decrease the Karlovitz number, which causes the combustion

to appear partially in the corrugated flamelet regime and at scales exceeding 250 kW also in the

wrinkled flamelet regime. Constant residence time scaling on the other hand preserves the overall

Damköhler number. However, a significant part of the flame, mainly close to stoichiometry, appears

to follow a constant Karlovitz number. Both investigated scaling principles lead to an increase of

the overall NOx emissions, with constant velocity scaling resulting in the highest emissions. This

is mainly attributed to the larger volumes and longer residence times of the flame and immediate

post flame region compared to constant residence time scaling. The total NOx formation in the
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inner recirculation zone, on the other hand, is lower for constant velocity scaling and is found to be

dominated by the local oxygen atom (O) and hydroxyl (OH) concentration. Constant velocity scaling

causes a breakup of the inner recirculation zone at the 500 kW scale, which leads to a fundamentally

different flow field and causes the flame to impinge onto the combustion chamber wall, whereas

constant residence time scaling preserves the inner recirculation zone at all investigated scales. The

breakup of the recirculation zone is attributed to the different effect of the scaling principles on the

velocity to length scale ratio and momentum of the annular jet flow.

Keywords: scaling, NOx emission, hydrogen, partially premixed burner, combustion regime

diagram

1

Nomenclature2

Symbols3

A, A’, B1, B2, C, C’ markers4

D diameter (m)5

K proportionality constant (-)6

k turbulent kinetic energy (m2 s-2)7

LIRZ inner recirculation zone length(m)8

l length scale (m)9

l′ turbulent length scale (m)10

Q thermal input (W)11

SL laminar flame speed (m s-1)12

2



U velocity (m s-1)13

u cartesian velocity component (m s-1)14

u′ turbulent velocity scale (m s-1)15

Y mass fraction (-)16

y spacial coordinate (m)17

Greek18

β scaling factor (-)19

δL laminar flame thickness (m)20

ε dissipation rate (m2 s3)21

ηk Kolmogorov length scale (m)22

ν kinematic viscosity (m2 s-1)23

ρ density (kg m-3)24

τc chemical time scale (s)25

τk Kolmogorov time scale (s)26

τT turbulent time scale (s)27

Dimensionless groups28

Da Damköhler number29

Ka Karlovitz number30

3



Re Reynolds number31

Subscript32

0 burner characteristic33

ax axial direction34

rt constant residence time35

v constant velocity36

Superscript37

* scaled38

eq chemical equilibrium39

Abbreviations40

CFD computational fluid dynamic41

EDC eddy dissipation concept42

FL flame43

IPF immediate post flame44

IRZ inner recirculation zone45

MILD moderate or intense low-oxygen dilution46

NOx nitric oxide47

ORZ outer recirculation zone48
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PDF probability density function49

PF post flame50

PPBB partially premixed bluff body51

RANS Reynolds averaged Navier-Stokes52

WJ wall jet53

1. Introduction54

Increasingly stringent regulations on emissions from stationary power and heat production has55

motivated the development of various low emission technologies, including carbon capture and storage56

units, flexi-fuel units enabling the use of non-carbon containing fuels such as hydrogen and recently57

ammonia [1], and various low and ultra low NOx burners over the last decades. For the latter, dry58

low emission (DLE) combustion has traditionally been the most common used technology to reduce59

NOx emissions [2]. DLE combustion is dependent on highly controlled mixing of air and fuel to60

achieve lean premixed combustion, thereby reducing the flame temperature and hence reducing NOx61

formation. The staged fuel gas injection environmental (EV) burner from Alstom [3] is one example62

of DLE burners. Due to the reduced temperatures, special considerations have to be made, to ensure63

an environment that at the same time does not promote unacceptable levels of unburnt hydrocarbons64

and carbon monoxide (CO), as well as combustion instabilities. When considering high hydrogen65

content fuels, other issues come into play. Higher burning velocities and temperatures need to be66

carefully controlled by design optimization to avoid flashbacks. As a result, burners with complex67

flow regimes have been proposed. This involves for example swirl burners [4], flamesheet burners68

[5], micro-mixing burners [6] and recently partially premixed bluff body burners [7, 8]. Common69

for these burners are highly optimized flows and complex designs in order to obtain optimum low70

emission, yet efficient operation.71
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The high cost associated with the development process of such complex burners motivates exper-72

iments and numerical simulations at laboratory scale. This requires scaling of the burner geometry73

by employing scaling laws that preserve the burner characteristics at different burner sizes. However,74

the large number of scaling parameters found through similarity theory, many of them mutually in-75

compatible, makes a complete scaling practically impossible. Scaling problems are therefore treated76

by the use of partial scaling, which has been reviewed in detail by Spalding et al. [9] and Beér [10].77

Thus a variety of different scaling laws can be found in literature, the majority of which have been78

developed for ”simple” axisymmetric, turbulent, jet flames, which provide a well-defined flow field79

[11].80

The first studies concerning the scalability of NOx emissions aimed to develop scaling laws based81

on equilibrium conditions for temperature and oxygen atom (O) concentration such as the study by82

Lavoie and Schlander [12] and the asymptotic analysis by Peters [13]. However, flame stretch can lead83

to a significant departure from equilibrium conditions, as has been shown by Drake and Blint [14]84

in laminar opposed-flow diffusive flames. Barlow and Carter [15, 16] performed simultaneous, time-85

resolved measurements of major species, mixture fraction, temperature, hydroxyl (OH) and nitric86

oxide (NO) concentrations in non-premixed turbulent hydrogen jet flames, which provided further87

insight into the relation between non-equilibrium conditions and NO formation. Various scaling88

models have, therefore, been proposed that consider non-equilibrium conditions. One of the first89

studies that showed improved model accuracy by including non-equilibrium O-atom concentrations90

related to the fine scale turbulent fluctuations, is the work by Kent and Bilger [17]. Chen and91

Kollmann [18] employed a probability density function approach to investigate the effects of non-92

equilibrium chemistry and radiative heat losses on thermal NO formation. Their study confirmed93

the finding of Chen and Driscoll [19] that NOx emissions are characterized by a negative one-half94

power dependency on the flame Damköhler number. The same dependency was found by Smith et95

al. [20], in addition to an increased model accuracy, by employing a conditional moment closure96

approach. Szego et al. [21] suggested that, under certain conditions, all parameters affecting global97
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NOx emissions can be characterized by a global residence time and furnace temperature as proposed98

by Turns et al. [22, 23], following the hypothesis that a majority of the NOx emissions are formed99

in large and nearly homogeneous eddies [24].100

The scaling law proposed by Røkke et al. [25] is one of few studies regarding NOx emissions101

from partially premixed flames and was re-evaluated by Santos and Costa [26] for turbulent diffusion102

flames. Weber [27] concluded the effect of flue gas entrainment, from internal and external flue gas103

recirculation, and the radiation heat loss in the post flame need to be included in order to make104

the correlation by Røkke et al. [25] applicable to industrial burners. A recent study by Joo et al.105

[28] employed an artificial neural network to develop a predictive model for NOx emissions from106

partially premixed flames. However, the model accuracy of this novel approach could not yet match107

the accuracy of established empirical models.108

Although the above presented models provide a valuable and fundamental understanding of NOx109

formation in turbulent flames, their application for the scaling of complex systems, such as the110

previously discussed burners, is limited [27, 29]. Typically only two scaling laws are considered for111

industrial burners; namely constant velocity (i.e., U0 = const.) and constant residence time scaling112

(i.e., D0/U0 = const.) [30]. Both approaches are based on the basic global equation for the thermal113

input:114

Q = Kρ0U0D
2
0, (1)

where K is a proportionality constant, ρ0 the inlet fluid density, D0 the characteristic burner length115

scale and U0 the characteristic burner velocity. They, furthermore, demand geometrical similarity,116

hence all dimensions can be derived from the scaled characteristic burner length scale, D∗0, and assume117

that the Reynolds and Froude number are sufficiently large, so that the burner flow is turbulent and118

momentum controlled at all relevant scales.119

An important work regarding constant velocity scaling was conducted in the SCALING 400120

project [31] which led to an extensive data set for the NOx emission performance of swirl burners in121
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the range of 30 kW to 12 MW thermal input. The project was later extended to constant residence122

time scaling by means of numerical simulations [32]. Weber and Breussin [33], and Bollettini et123

al. [32] concluded that none of the two approaches is superior over the other, while Megalos et al.124

[34] found constant velocity scaling more suitable for pulverized coal flames. Ballester et al. [35]125

proposed a scaling law in-between constant velocity and constant residence time scaling, relating126

the thermal load to the burner diameter to the power of 2.3–2.6, and presented good results for the127

scaling of a natural gas swirl burner from 0.3 MW to 13.8 MW. Smart and Van Kamp [36] on the128

other hand found that neither constant velocity nor constant residence time scaling where able to129

preserve flame structures and thermochemical fields adequately in a pulverised coal burner, when130

scaled from 2.5 MW to 12 MW. Furthermore, their study indicated the existence of a minimum131

scale which is still representative for a full-scale burner and showed that both scaling laws lead to a132

weakening of the inner recirculation zone.133

Constant residence time scaling is often studied, but rarely employed for industrial applications134

as it leads to high velocities that scale proportional to a cube-root law and, hence, lead to excessive135

pressure drops. Other approaches, such as the scaling law more recently proposed by Cole et al.[37],136

which also considers the scaling effect on acoustic frequencies and scales the velocity proportional137

to a square-root law, suffer from the same issue. Kumar et al. [38] aims to solve this problem by138

prescribing an upper limit for the air injection velocity while still following the constant residence139

time scaling for the characteristic burner length scale. However, this approach violates the funda-140

mental idea of constant residence time scaling, as the ratio D0/U0 is not constant. Furthermore, the141

generalizability of such an approach, developed for moderate or intense low-oxygen dilution (MILD)142

combustion, is limited.143

Only a limited number of studies regarding the scalability of complex burners is found in the144

literature and the majority of these studies are focusing on global aspects of the burner characteristics,145

such as the total NOx and CO emissions, flame length or coal-burnout. Few studies investigate146

scaling effects in different burner regions specifically and treat these regions individually [29, 39]. It147
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is however expected that scaling of modern burners, following the constant velocity or the constant148

residence time approach, will exhibit local scaling effects due to the complex nature of the burner149

designs, which is not adequately represented by a single length and velocity scale [29]. The objective150

of the present work is to develop a deeper understanding of the scaling effects on the flame structure151

in different regions of complex modern burners. The study case presented is a partially premixed152

bluff body (PPBB) burner which consists of inner and outer recirculation zones, stagnation point,153

staged fuel injection and varying degree of partial premixing. The impact of different scaling laws on154

the combustion regimes and NOx emissions performance of this complex burner are investigated with155

hydrogen as fuel. The scope comprises furthermore the identification of potentially critical thermal156

loads that may limit the scalability of the burner, which have for example been found for the scaling157

of pulverized coal [33] and natural gas burners [32].158

The scaling effects are investigated based on a set of 11 computational fluid dynamic (CFD)159

simulations at different scales up to a thermal load of 500 kW. The paper presents first the impact160

of the scaling approaches on the combustion characteristics in general. This is done by means161

of combustion regime diagrams combined with hexagon binning and the analysis of the progress162

variable source term distribution. In addition to the CFD based results theoretical considerations163

are presented. Finally the work focuses on NOx emissions and scrutinizes the contribution of different164

flow regions to the NOx formation.165

2. Methodology166

2.1. Scaling167

In what follows is the examination of the effect of constant velocity and constant residence time168

scaling on macro- and micro-mixing in terms of Damköhler and Karlovitz number, following the169

considerations made by Farcy et al. [40]. Given geometric similarity, all burner length scales, l, are170

increased by a factor, β > 1, when the burner is scaled up from laboratory scale to larger thermal171
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loads:172

l∗ = βl, (2)

where the star superscript represents scaled properties. For the following considerations it is further-173

more assumed that the turbulent intensity stays unchanged for both scaling approaches.174

2.1.1. Constant velocity scaling175

By keeping the characteristic velocity, U0, constant and considering equation (1) the scaled burner176

diameter, for constant velocity scaling, can be derived from the following relation:177

D∗0,v
D0

∝
(
Q∗v
Q

)1/2

, (3)

which leads to a scaling factor of:178

βv =

(
Q∗v
Q

)1/2

. (4)

Since the velocity scale is unchanged, u∗v = u, and all length scales are scaled up, l∗v = βvl, we obtain:179

k∗v
1/2 ≈ l′v

∗
∣∣∣∣
∂u∗v
∂y∗v

∣∣∣∣ = βvl
′
∣∣∣∣

1

βv

∂u

∂y

∣∣∣∣ = k1/2, (5)

where k is the turbulent kinetic energy. Furthermore we see that the turbulent Reynolds number,180

ReT , scales with the factor βv:181

Re∗T,v =
k∗v

1/2l′v
∗

ν
=
k1/2βvl

′

ν
= βvReT , (6)

the Kolmogorov scale, ηk, scales with the factor β
1/4
v :182

η∗k,v ≈
l′v
∗

Re∗T,v
3/4

=
βvl
′

(βvReT )3/4
= β

1/4
rt ηk, (7)

and the dissipation rate, ε, scales with the factor β−1v :183

ε∗v ≈
ν3

η∗k,v
4 =

ν3

(β
1/4
v ηk)

4 =
1

βv
ε. (8)
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As a result, the turbulent time scale, τT , scales with the factor βv:184

τ ∗T,v =
k∗v
ε∗v

=
k

β−1v ε
= βvτT , (9)

and the Kolmogorov time scale, τk, with the factor β
1/2
v :185

τ ∗k,v =

(
ν

ε∗v

)1/2

=

(
ν

β−1v ε

)1/2

= β1/2
v τk. (10)

The scaling relation for the Damköhler number is thus:186

Da∗v =
τ ∗T,v
τ ∗c,v

=
βvτT
τc

= βvDa, (11)

and for the Karlovitz number:187

Ka∗v =
τ ∗c,v
τ ∗k,v

=
τc

β
1/2
v τk

=
1

β
1/2
v

Ka. (12)

Substituting βv with equation (4) leads to:188

Da∗v =

(
Q∗v
Q

)1/2

Da, (13)

and189

Ka∗v =

(
Q∗v
Q

)−1/4
Ka. (14)

2.1.2. Constant residence time scaling190

The objective of constant residence time scaling is to preserve the convective timescale, which191

represents the residence time for simple flames, by maintaining the ratio D0/U0 constant and hence192

preserving in theory the macro-mixing characteristics of a burner [27, 30]. Obeying this requirement193

gives together with the basic equation (1), the relationship:194

D∗0,rt
D0

∝
(
Q∗rt
Q

)1/3

, (15)
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and the scaling factor for constant residence time scaling:195

βrt =

(
Q∗rt
Q

)1/3

. (16)

Additionally to the length scales also the velocity needs to be scaled up, u∗rt = βrtu, in order to196

preserve the residence time, which leads to:197

k∗rt
1/2 ≈ l′rt

∗
∣∣∣∣
∂u∗rt
∂y∗rt

∣∣∣∣ = βrtl
′
∣∣∣∣
βrt
βrt

∂u

∂y

∣∣∣∣ = βrtk
1/2, (17)

or equivalently198

k∗rt = β2
rtk. (18)

Here the turbulent Reynolds number, ReT , scales with the factor β2
rt:199

Re∗T,rt =
k∗rt

1/2l′rt
∗

ν
=
βrtk

1/2βrtl
′

ν
= β2

rtReT , (19)

the Kolmogorov scale, ηk, scales with the factor β
−1/2
rt :200

η∗k,rt ≈
l′rt
∗

Re∗T,rt
3/4

=
βrtl

′

(β2
rtReT )3/4

=
1

β
1/2
rt

ηk, (20)

and the dissipation rate, ε, scales with the factor β2
rt:201

ε∗rt ≈
ν3

η∗k,rt
4 =

ν3

(β
−1/2
rt ηk)

4 = β2
rtε. (21)

This leads to a constant turbulent time scale, τT :202

τ ∗T,rt =
k∗rt
ε∗rt

=
β2
rt

β2
rt

k

ε
= τT , (22)

and a scaled Kolmogorov time, τk, by the factor β−1rt :203

τ ∗k,rt =

(
ν

ε∗rt

)1/2

=

(
ν

β2
rtε

)1/2

=
1

βrt
τk. (23)
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The Damköhler number, Da, representing macro-mixing is thus constant for a fixed chemical time204

scale, τ ∗c,rt = τc:205

Da∗rt =
τ ∗T,rt
τ ∗c,rt

=
τT
τc

= Da. (24)

The Karlovitz number, Ka, that represents micro-mixing on the other hand scales with factor βrt:206

Ka∗rt =
τ ∗c,rt
τ ∗k,rt

=
τc

β−1rt τk
= βrtKa, (25)

which together with equation (16) leads to:207

Ka∗rt =

(
Q∗rt
Q

)1/3

Ka. (26)

Equation (13) and (14) together with equation (24) and (26) show the inherent problem of208

scaling turbulent flames, namely that the non-linear character of turbulence makes it impossible to209

preserve both macro- and micro-mixing, even when the majority of other non-dimensional groups210

are neglected. Hence, one needs to decide which mixing mechanism is given the higher priority by211

choosing an appropriate scaling law. The present work discusses the effect of this on the combustion212

characteristics of of complex low emission burners, here represented by the PPBB burner.213

2.2. Burner design214

The present work is based on the scaling of the PPBB burner, developed by Spangelo et al. [41].215

This burner is intended for the use in boilers and furnaces that typically operate at pressures close216

to atmospheric and with approximately 3% excess air. An illustration of the burner can be seen in217

figure 1. The PPBB burner employs a frustum shaped conical bluff body to stabilise the flame and218

allows for the dilution of the fuel-air mixture by internally recirculated flue gas. Fuel is partially219

premixed via jets in an accelerating cross-flow. The degree of premixing can be adjusted via eight220

primary and four secondary fuel ports. The primary fuel ports are located upstream of the burner221

throat in a converging burner section formed by the burner housing. The secondary fuel ports are222

located downstream of the burner throat. Primary and secondary fuel ports are, in angular direction,223
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Figure 1: 3D rendering of the PPBB burner and illustration of the flow pattern. Primary and secondary fuel ports

are drawn in the same plane for illustration purpose.

offset to each other such that the secondary fuel ports are located in between every other pair of224

primary fuel ports. The burner was in recent years investigated experimentally by Dutka et al.225

[7, 42–44] and numerically by Meraner et al. [45, 46] for the combustion of hydrogen and hydrogen226

enriched fuels. Further details on the burners operational characteristics can be found therein.227

2.3. Numerical methods228

The numerical model that was employed for the simulations of the PPBB burner has been devel-229

oped and validated against experimental data in previous work [45, 46]. A detailed description as well230

as a discussion on modelling uncertainties can be found in the corresponding publications. Hence,231

only a short summary is given here. The model was developed with the simulation of larger scales232

in mind. Reducing computational costs have therefore been given a high priority, which resulted233

in a model based on steady state, incompressible, Reynolds averaged (RANS) governing equations.234

Steady state RANS simulations are order of magnitudes less computationally expensive than for ex-235

ample large eddy simulations. This is not only due to the lower special resolution needed for RANS236

simulations, but also due to the possibility to apply the steady state assumption and to utilize the237
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periodicity of the burner (i.e., reduce the simulation to one quarter of the domain). The compu-238

tational costs are further reduced by invoking non-equilibrium wall functions and by employing a239

post processing approach for the NOx calculation, i.e. the NOx calculation is decoupled from the240

combustion kinetics and based on a ”frozen” combustion simulation. The eddy-dissipation concept241

(EDC) [47, 48] in combination with a detailed combustion mechanism for the hydrogen oxidation242

by Li et al. [49], containing 9 species and 19 reversible reactions, was used to model the turbulent243

combustion process. The discrete ordinates radiation model was employed to account for thermal244

radiation. The diffusive mass flux was calculated based on the dilute approximation (i.e., Fick’s law)245

for turbulent flows. A grid independency study, comprising meshes ranging from 3.5 M to 14.4 M246

cells, was conducted for the burner at 100 kW and 500 kW scales assuming that it is valid for the247

intermediate scales with lower Reynolds numbers as well.248

The only deviation from the original model setup presented by Meraner et al. [46] are the249

thermal boundary conditions for the lateral surfaces of the bluff body. These were originally modelled250

adiabatic. The present study has, however, shown that this unrealistic assumption leads, at certain251

scales, to a flame flashback within the boundary layer. The lateral bluff body walls have therefore252

been modelled with a constant temperature of 293 K, corresponding the air inlet temperature. A253

sensitivity analysis has shown that this change does not affect the global NOx emissions.254

3. Results and discussion255

This section scrutinizes initially the impact of the two applied scaling laws on the burner charac-256

teristics, when the burner is scaled from laboratory scale to 50 kW and 250 kW respectively. This257

is followed by an analysis of NOx emissions at different scales and parameters that are relevant for258

the NOx formation. Finally the simulation of the PPBB burner with a thermal input of 500 kW,259

scaled using the constant velocity scaling approach, is analysed since it reveals a special case of a260

fundamentally different flow structure compared to all other cases.261
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3.1. Combustion regime and flame characteristics262

Combustion regime diagrams provide a convenient tool for the visualization of flame character-263

istics, although one needs to keep their limitations in mind when they are utilized in the context264

of complex burners. Regime diagrams have historically been developed based on the interaction of265

homogeneous and isotropic frozen (i.e., unaffected by heat release) turbulence with a premixed flame.266

In order to utilize them for the partially premixed burners, special considerations need to be made.267

Meraner et al.[46] proposes to extract data from CFD simulations on a predefined iso-surface that is268

close enough to the flame, so that the mixture composition is representative for the combustion, but269

at a distance where the turbulence is not yet heavily affected by the heat release. This is achieved270

by defining an iso-surface of 5% of the maximum heat release rate, which is then clipped using a271

normalized progress variable (i.e., (YHO2 +YH2O)/(YHO2 + YH2O)eq) of 0.5 as an upper limit to ensure272

that the data is collected on the reactants side of the flame. The data obtained on this surface is then273

used to categorize the flame by means of regime diagrams. Utilizing such scatter data provides a more274

refined insight into the burner characteristics compared to the traditional approach of describing the275

entire burner by a single point in the regime diagram, especially for combustion in burners which276

likely occurs in a multi regime mode. Representing the burner by a scatter plot furthermore allows277

the visualization of dependencies between local conditions, such as the equivalence ratio, and the278

combustion regimes. However, the overlapping of data points in densely populated scatter plots can279

make it difficult to identify the most representative regimes. Alternatively, hexagon binning [50], a280

form of bivariate histogram, can be utilized to assign a more accurate weight to different combustion281

regimes. This approach is employed in Figure 2 which shows the modified turbulent combustion282

diagram based on Peters [51] for five different CFD simulations. Here, each visible bin contains at283

least one data point and the colour assigned to it indicates the volume fraction that is represented284

by the bin. The volume calculations are based on the volume of the cells that are intersected by285

the predefined iso-surface. The top left subfigure shows the regime diagram for the laboratory scale286

burner at 10 kW. Towards the right the thermal input is increased to first 50 kW and then to 250 kW,287
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where the top row shows constant velocity scaling and the bottom row shows constant residence time288

scaling. The global representation of the burner is marked by a single circular marker. The turbulent289

length scale, l′, and the turbulent velocity scale, u′, for this point are based on the area weighted290

average conditions in the burner throat. The laminar flame speed, SL, and laminar flame thickness,291

δL, were calculated in the open-source software Cantera [52] based on the global equivalence ratio of292

the burner. In addition the effect of scaling on the flame characteristics in a global context, based on293

equation (13) and (14) for constant velocity scaling and equation (24) and (26) for constant residence294

time scaling, is outlined by a red and orange line respectively. At laboratory scale most of the flame295

falls into the thin reaction zone (i.e., 1 < Ka < 100) and the corrugated flamelet (i.e., Ka < 1296

and u′/SL > 1) regimes. From previous work [46] we know that the two distinct regions seen at297

laboratory scale in figure 2 between Da = 1 and Ka = 1, with a volume fraction exceeding 2%, are298

attributed to the primary and secondary fuel streams at a equivalence ratios close to stoichiometry.299

The primary fuel stream is characterized by lower length scale ratios compared to the secondary fuel300

stream. Fuel lean flame regions fall mainly within Ka <= 100 and Da <= 1 where the Karlovitz301

number increases with decreasing equivalence ratio due to the decreasing flame speed.302

Employing constant velocity scaling leads to decreasing Karlovitz and increasing Damköhler num-303

bers respectively. Both the global representation of the burner as well as the peak values of the hexbin304

plot follow the line for the theoretical scaling. At larger scales, parts of the flame cross into the wrin-305

kled flame regime (i.e., u′/SL < 1). It can furthermore be seen that the regions assigned to the306

primary and secondary fuel ports are less distinct from each other with increasing thermal input307

and collapse to the same location at the 250 kW scale. The same is true for constant residence time308

scaling, where they collapse as well at 250 kW. However, the overall trend for constant residence time309

scaling is different. The global representation of the burner and the overall distribution shown in the310

hexbin plot follow the theoretical scaling with a constant Damköhler number relatively close. The311

peak values in the hexbin plot, however, appear to lie on an iso-line for the Karlovitz number close312

to unity. Further insight into the combustion characteristics can be gained by looking at figure 2 and313

17



Figure 2: Modified turbulent combustion diagram based on Peters [51]. The hexbin distribution is obtained from

CFD simulations and coloured by the volume fraction that is represented by each bin (i.e., the volume associated to

one single bin normalized by the total volume represented in the hexbin plot). The red and orange lines show the

theoretical scaling for the global burner representation. The single circular marker shows the global representation of

the burner within the regime diagram.
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figure 3 together. The latter shows the scatter data of the 250 kW configuration coloured by the local314

equivalence ratio, which has a value smaller than one under fuel lean conditions (coloured blue) and315

larger than one under fuel rich conditions (coloured red). Stoichiometric conditions are identified316

by the purple colour. The data points for the scatter plots are sorted by their distance to the stoi-317

chiometric mixture fraction. Hence, data points closer to the stoichiometric mixture overlay points318

that are further away from stoichiometry, independent on which side (i.e., fuel lean or rich) they are319

located. Figure 3a shows the regime diagram for constant velocity scaling, while figure 3b shows the320

same diagram for constant residence time scaling. Constant velocity scaling leads to the formation of321

two data point clusters. The majority of the flame is represented by Damköhler numbers larger than322

one. The second cluster is mainly located between Da <= 1 and Ka <= 100 and is characterised323

by an equivalence ratio in the range of 0.5. From the analysis of the angular coordinate, not shown324

here, it is known that data points in the second cluster are located in between fuel ports, which is the325

reason for the lean mixture. Furthermore, they have a significantly higher temperature associated to326

them, reaching up to 1400 K compared to the primary cluster, where the majority lies below 800 K.327

For both scaling approaches, a ”flare” of lean data points can be seen that is leading towards larger328

Karlovitz numbers, due to the reduced flame speed at lean mixture fractions. Constant residence329

time scaling preserves the two distinct bands with a stoichiometric equivalence ratio, which have330

been identified by Meraner et al. [46] for the base case. Constant velocity scaling, on the other hand,331

shows a wider scatter of the stoichiometric mixture in the regime diagram and less distinct bands.332

Generally a stronger separation of lean, rich and stoichiometric mixtures within the regime diagram333

can be seen for constant residence time scaling, where rich equivalence ratios show the largest and334

stoichiometric equivalence ratio the least variation. An important parameter for the flame speed and335

thickness is the dilution by entrained combustion products, which cannot be identified based on the336

equivalence ratio only. However, mixtures close to the global and stoichiometric equivalence ratio337

respectively are expected to show less variation in the amount of entrained products, while mixture338

that are further away are expected to show more variation, which translates in a wider spread in339
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flame speed and thickness.

(a) constant velocity scaling (b) constant residence time scaling

Figure 3: Modified turbulent combustion diagram based on Peters [51] containing the scatter plot for the burner at

the 250 kW scale based in the two different scaling laws. The scatter plot is coloured by the local equivalence ratio.

Data points closed to stoichiometric conditions overlap data points that are further away.

340

Figure 2 and figure 3 are per definition restricted to the flame leading edge. Figure 4, on the341

other hand, provides an overview on the combustion process in the whole domain by integrating342

the progress variable source term (i.e., RHO2 + RH2O) along the axial and radial coordinates. This343

allows the visualization of its probability density distribution in a two dimensional space, defined344

by the angular coordinate and the local equivalence ratio. In addition, marginal plots showing the345

probability density along the corresponding axes are provided. Figure 4 shows results from the same346

simulations as figure 2. The fuel port location of +/−22.5◦ for the primary and 0◦ for the secondary347

fuel is for all cases recognizable by peaks in the equivalence ratio, defined by the location of the348

maximum progress variable. These peaks have values relatively close to each other for the base case349

at 10 kW, reaching an equivalence ratio of 1.8 (marked as B1) in the primary fuel stream and 2.0350

(marked as B2) in the secondary fuel stream. The difference between the peak equivalence ratios351

in the two different fuel streams increases when constant velocity scaling is employed and is more352
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than twice as big for the 250 kW case compared to the base case. Furthermore, both values, B1 and353

B2, are at richer equivalence ratios. This trend is opposite for constant residence time scaling where354

both peaks are at lower equivalence ratios and slightly closer in value to each other, when comparing355

the 250 kW and 10 kW simulations. However, while the peaks can be relatively clearly defined for356

the base case and constant velocity scaling, they are not as distinct for the constant residence time357

scaling, where a slower fall off can be seen.358

The leanest mixtures are located in between every other pair of primary fuel ports, where no359

secondary fuel port is present and reaches similar equivalence ratios of 0.4–0.5 for all simulations.360

A difference between constant velocity and constant residence time scaling can, however, be seen in361

between primary and secondary fuel ports marked as point A and C respectively. Constant velocity362

scaling leads here (see A), with increasing thermal input, to an increase of the local progress variable363

source term. This can also be seen in the form of a second peak in the marginal plot marked as364

A’, which does not appear when constant residence time scaling is employed. The local progress365

variable source term decreases on the other hand for constant residence time scaling, which can be366

seen in point C and C’ respectively. Note that point C’ is marked in the y-marginal plot, as it367

cannot be seen in equivalence ratio space, due to the peak around stoichiometry. The probability368

density distribution of the progress variable source term reaches for all cases its maximum around369

stoichiometry. However, this peak is more significant for larger thermal input and constant residence370

time scaling, which can be seen in location D. This indicates, in combination with the ”discontinuity”371

discussed for point C, that the fuel streams on a macro scale are less premixed compared to the372

constant velocity scaling. Indeed, figure 5, which shows the stoichiometric iso-surface for the five373

different CFD simulations, reveals that each of the fuel stream is recognizable as a single ”jet” at374

250 kW when constant residence time scaling is applied. All other simulations show a continuous,375

though wrinkled, iso-surface and hence a fuel rich inner recirculation zone. Note that all subfigures376

are scaled to the same bluff body diameter. It can also be seen that the iso-surface is characterized377

by four tips that move closer together for constant velocity scaling and finally collapse to a single tip378
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Figure 4: Hexbin plot of the the progress variable source term probability density distribution integrated along axial

and radial direction, plotted in a two dimensional space formed by the equivalence ratio and the angular coordinate.

The marginal plots show the probability density function of the progress variable source term along the corresponding

axes.
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Figure 5: Iso-surface of the stoichiometric equivalence ratio coloured by the NOx formation rate.

at 250 kW, while they get further separated when constant residence time scaling is applied.379
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3.2. NOx formation380

The stoichiometric iso-surface in figure 5 is coloured by the volumetric NOx formation rate. The381

peak rate is in all cases reached in between primary and secondary fuel ports in the concave region382

formed by the iso-surface. This is in general the location where a stoichiometric mixture of fuel383

and combustion air meets hot products that are recirculated in the inner recirculation zone. At384

laboratory scale of 10 kW the peak values appear as a single region spanning from the primary to385

the secondary fuel stream. Scaling the burner up by means of constant velocity scaling leads to the386

formation of two separate elongated regions with elevated NOx formation rates that merge again after387

a certain distance downstream of the bluff body trailing edge. The local peak formation rate on the388

stoichiometric iso-surface for constant residence time scaling is, however, generally lower compared389

to the constant velocity scaling approach. The overall distribution at a thermal input of 50 kW is390

relatively similar between the two scaling approaches. At 250 kW, on the other hand, they lead to391

a significant different appearance of the iso-surface. Even though clear differences can be seen in392

figure 5 it is not possible to conclude on the overall NOx performance based on a local volumetric393

source term as the volumes for the different scaling approaches are significantly different. Figure 6394

shows the global NOx emissions at different scales for constant velocity and constant residence time395

scaling. Both methodologies lead to increasing NOx emissions at increasing scales. However, constant396

velocity scaling reaches higher NOx levels. None of the approaches reaches a plateau within the397

investigated range. Note, that the largest reported simulation for constant velocity scaling in this398

section is 450 kW; the 500 kW case is a special case and will be discussed in section 3.3.399

The fluid domain was subdivided into six sub domains during post processing, similar to the400

approach presented by Hsieh et al. [29], in order to identify regions that contribute to the trend seen401

in figure 6. This approach is furthermore intended to provide the basis for a future development of402

a reduced order scaling model. The regions are the wall jet (WJ), flame (FL), inner recirculation403

zone (IRZ), outer recirculation zone (ORZ), immediate post flame (IPF) and post flame (PF) as404

illustrated in figure 7. The inner recirculation zone is defined by the central region of negative axial405
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Figure 6: Global NOx emissions monitored at the chamber outlet.

velocity immediately downstream of the bluff body. The wall jet, flame and immediate post flame406

regions were defined based on 10% of the maximal axial velocity, while the region outside of them407

was assigned to the outer recirculation zone. The wall jet regions extends in axial direction until the408

bluff body trailing edge, followed by the flame region that extends downstream as far as the inner409

recirculation zone. The immediate post flame reaches from the end of the inner recirculation zone410

until the end of the outer recirculation zone followed by the post flame that describes the remaining411

flow region until the chamber outlet.412

Figure 8 presents the total NOx formation rate based on the described domain subdivision. For413

clarity, only the three main contributing regions, immediate post flame, flame and inner recirculation414

zone are shown. The formation rate for all other regions is in general more than one order of415

magnitude smaller than the formation rate in the inner recirculation zone, confirming the findings416

by Hsieh et al. [29]. The constant velocity approach leads, with increasing scales, to a more rapid417

increase of the formation rate in the immediate post flame and flame region compared to constant418

residence time scaling. This difference is largest for the flame region. The inner recirculation zone on419

the other hand shows an opposite trend. The rate increases here for constant residence time scaling,420
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Figure 7: Illustration of the post processing regions. Note the zones are not to scale and the fuel ports are drawn in

the same plane for illustration purpose.

while it stays relatively constant for constant velocity scaling.421

The immediate post flame, flame and inner recirculation zone regions remain the dominating422

regions even when looking at NOx formation in terms of a mean volumetric rate as shown in figure 9.423

However, the order of the three regions changes. The inner recirculation zone and the flame region424

are dominating in this context, with the inner recirculation zone having the highest volumetric rate425

at scales below 50 kW and the flame region dominating at scales above 50 kW. Constant residence426

time scaling leads in all three regions to larger volumetric NOx formation rate than constant velocity427

scaling, which is the opposite trend than what was seen in figure 8 for the flame and the immediate428

post flame regions. This can be attributed to the different volumes and different residence times429

accordingly. The residence time is per definition constant for constant residence time scaling and430

the volumes, V , change proportional to the ratio of the thermal input V ∗/V ∝ Q∗/Q. Volumes for431

constant velocity scaling on the other hand increases according to V ∗/V ∝ (Q∗/Q)3/2 which leads432

to increased residence times, promoting overall higher NOx levels. This is in the inner recirculation433
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Figure 8: Volume integral of the volumetric NOx formation rate. Solid lines and filled marker show constant velocity

scaling, while dashed lines and open marker show constant residence time scaling.

zone, however, compensated by a significant decrease of the mean volumetric rate for constant velocity434

scaling and an increase of the mean volumetric rate for constant residence time scaling.435

Analysing regional mean values has the apparent disadvantage of neglecting potentially strong436

local variances. This is more severe in the immediate post flame due to its large extend and the flame437

region where the local equivalence ratio varies significantly along the angular and radial coordinates,438

including rich fuel streams as seen in figure 5. A volume averaged value is thus a more reasonable439

representation of the inner recirculation zone, which can be interpreted as a perfectly stirred reactor.440

Assessing simulations by means of contour plots, on the other hand, avoids this shortcoming as can441

be seen in figure 10, which compares the PPBB burner at the 10 kW and the 100 kW scale based442

on the constant velocity scaling approach, as this represents a more severe increase in global NOx.443

The contours are scaled to the same bluff body diameter, D, and the 100 kW simulation is rotated444

by 180◦ around the burner axis to allow for a direct comparison. The inner recirculation zone can be445

recognized by the iso-lines corresponding to zero axial velocity. The normalized dimensions of the446

inner recirculation zone are comparable in both cases. In general, all conducted simulations predict447

a recirculation zone length of approximately 1.7 D. It can be seen that, at the laboratory scale of448
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Figure 9: Volume weighted average volumetric NOx formation rate. Solid lines and filled marker show constant velocity

scaling, while dashed lines and open marker show constant residence time scaling.

10 kW, mainly the upper part of the inner recirculation zone contributes to the NOx formation. The449

formation rate is in this region significantly lower at 100 kW. The contour plot shows furthermore450

a decrease of the formation rate in the flame and immediate post flame region, similar to what has451

been seen in figure 9. However, the local volumetric NOx formation rate close to the flame anchor452

point is larger for 100 kW compared to 10 kW.453

Thermal NOx is the dominating NOx route for the combustion of pure hydrogen at low pressures454

and the temperature distribution is, therefore, an important factor for the overall NOx formation455

rate. Figure 11 shows the mean temperature in the three dominating regions. The mean temperature456

in the inner recirculation zone is relatively constant and decreasing slightly at larger scales, for both457

scaling methodologies. Hence, the temperature cannot be the leading cause of the different trend458

for constant velocity and constant residence time scaling seen in figure 9. The spacial temperature459

distribution within the recirculation zone is, furthermore, relatively constant while the NOx formation460

rate varies as has been seen in figure 10. The mean temperatures in the flame and immediate post461

flame region change slightly more with an approximately 8% decrease in the flame region and an462

similar large increase in the immediate post flame, when scaling with constant residence time from463
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Figure 10: Volumetric NOx formation rate contours for 10 kW (left) and 100 kW (right) thermal input, where the

latter was scaled based on constant velocity scaling. The black iso-lines indicate a zero axial velocity component. Note

that the dimensions in the figure are normalized by the bluff body diameter.

10 kW to 500 kW. The mean temperature stays, on the other hand, nearly constant when constant464

velocity scaling is employed.465

Since the temperatures in the flame and inner recirculation zone are generally sufficiently high466

for the formation of thermal NOx, local species concentrations become the governing factor affecting467

NOx formation. Thermal NOx formation is described by the extended Zeldovich mechanism [53].468

Hence, the driving radicals are O and OH, where the latter is important particularly at near stoi-469

chiometric conditions and fuel rich mixtures. Figure 12 shows the OH mass fraction distribution for470

the laboratory scale burner compared to the burner scaled to 100 kW following the two investigated471

scaling methodologies. The iso-lines show zero axial velocity to indicate the extend of the inner472
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Figure 11: Volume weighted average temperature. Solid lines and filled marker show constant velocity scaling, while

dashed lines and open marker show constant residence time scaling.

recirculation zone. It can be seen that the OH contours display a similar distribution as seen in473

figure 10 for the volumetric NOx formation rate, with constant velocity scaling leading to lower and474

constant residence time scaling leading to higher OH mass fractions in the inner recirculation zone475

compared to the base case. A similar distribution in all three simulations was found for the O mass476

fraction, which is not shown here. The production of OH and O radicals is almost entirely attributed477

to the flame sheet. Note that this is not referring to the flame region defined for post processing.478

Hence, the concentration of these two radicals in the inner recirculation zone is dependent on the479

flow conditions and the entrainment into inner recirculation zone.480

3.3. Constant velocity scaling up to 500 kW481

The main flow features of the PPBB burner, namely an inner recirculation zone and a larger outer482

recirculation, where preserved in all simulations presented in the previous sections. The dimensions483

of these zones were, furthermore, relatively constant with a length of approximately 1.7 bluff body484

diameters for the inner and approximately 11 bluff body diameters for the outer recirculation zone.485

However, scaling the burner up to a scale of 500 kW based on constant velocity led to a fundamentally486
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Figure 12: Contours of the OH mass fraction distribution. The black iso-lines indicate a zero axial velocity component.

The size of all figures is normalized by the bluff body diameter.

different flow field, causing the flame to impinge onto the combustion chamber wall, as can be seen487

in figure 13. The temperature contours, overlaid by the velocity vector field for the 10 kW and the488

500 kW constant velocity simulations are compared in this figure. Applying constant residence time489

scaling on the other hand allowed to scale the burner successfully up to 500 kW, although, with490

the disadvantage of reaching high velocities. The simulation of the 250 kW and 500 kW scale with491

constant residence time scaling reached a local Mach number of 0.35 and 0.44 respectively, which492

exceed the upper limit of 0.3 generally applied as best practice for incompressible solvers. Both cases493

are still considered as subsonic flows, however, the model uncertainties introduced by neglecting494

compressibility effects become larger with increasing velocities.495

Figure 13 shows the breakup of the inner recirculation zone at the 500 kW scale. Instead of the496

inner recirculation zone a set of two equally sized vortices is formed in the outer chamber region,497

which was previously characterized by a single large recirculation zone and smaller secondary vortices498
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Figure 13: Temperature contours overlaid by the velocity vector field for 10 kW (left) and 500 kW (right) thermal

input, where the latter was scaled based on constant velocity scaling. The size of both contours is normalized by the

bluff body diameter.

in regions of flow separation from the chamber wall. Note that only one of these secondary vortices499

is visible due to the coarsened resolution in the vector plot. These vortices cause the flame to be500

bend outwards leading to an impingement of high temperature flow onto the chamber wall. The501

breakup of the inner recirculation zone at this scale was only observed under reacting conditions.502

An additional non-reacting simulation was conducted in which the original flow field, similar to the503

smaller scales, was preserved.504

Based on the employed steady state RANS simulations it is not possible to determine if the505

breakup under reacting conditions is a transient flow instability or if the flow will remain permanently506

attach to the chamber wall. This could possibly be assessed by conducting unsteady RANS or scale507

resolving simulations. However, the more profound question is what causes the breakup of the508

inner recirculation zone. An apparent difference between the investigated scaling principles is the509
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fuel concentration in the recirculation zone, which is an important factor for the flame stability510

[54]. Constant velocity scaling leads to an increased recirculation zone equivalence ratio, reaching511

1.13 at the 450 kW scale, while constant residence time scaling leads to a decrease, reaching a lean512

equivalence ratio of 0.9 at the 500 kW scale. However, this effect is expected to be of less importance,513

since neither of the scaling laws leads to equivalence ratios far from stoichiometry.514

Another important factor for the recirculation zone characteristic is the interaction between flow515

field generated by the burner and the combustion chamber, which is 3.75 bluff body diameters wide516

in this case. The conducted CFD simulation together with particle image velocimetry measurements517

by Dutka et al. [7] showed an increased recirculation zone length when the PPBB burner is operated518

inside of a combustion chamber compared to the unconfined configuration, which agrees with findings519

in the literature [55, 56]. A crucial parameter, in this context, is the blockage ratio; generally defined520

as the ratio of the bluff body cross-sectional area to the cross-section of the burner housing. Schefer et521

al. [54] found that increasing the blockage ratio from 0.25 to 0.8 increases, under certain conditions,522

the recirculation zone length by a factor of 2.5 and significantly increases flame stability. However,523

even though the ratio between chamber and bluff body as well as the blockage ratio are important for524

the flame stability, they cannot explain the difference between constant velocity scaling and constant525

residence time scaling, as ratios are preserved by the investigated scaling methodologies. Hence,526

the breakup of the inner recirculation zone is most likely associated with a fundamental difference527

between the applied scaling methodologies. An inherent difference of the investigated scaling laws528

is the ratio between velocity and length scales, U0/D0, which is per definition constant for constant529

residence time scaling and decreases for constant velocity scaling. Hence, the annular jet flow for530

constant velocity scaling has a lower momentum compared to the flow for constant residence time531

scaling. The recirculation zone needs, furthermore, to span a significant larger distance when constant532

velocity scaling is applied as the bluff body diameter is larger compared to constant residence time533

scaling. This may indicate that the bluff body diameter and the annular throat cross section require534

independent scaling similar to what has been suggested by Cheng et al. [39].535
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It is not yet known if the breakup of the inner recirculation zone would also occur in an uncon-536

fined burner configuration. Hence, adjusting the chamber to bluff body diameter ratio may lead to537

improved stability. Furthermore, the effect of different lance heights (i.e., the elevation of the bluff538

body with respect to the burner throat) on the recirculation zone could be explored. Tong et al. [57]539

suggested that the flame stability can be improved by modifying the bluff body position. However,540

altering the position of the conical bluff body changes inevitable also the cross-sectional throat area.541

This changes consequently the velocity of the annular jet flow, which will impact the flame stability542

as well and needs therefore to be investigated further.543

4. Conclusion544

Eleven CFD simulations of a complex burner configuration, at various scales ranging from 10 kW545

to 500 kW, were conducted. The characteristic combustion regimes and the NOx emissions at the546

different scales were analysed, employing a novel approach of combining hexagonal binning and547

combustion regime diagrams. The scaling of the burner was conducted following two different scaling548

principles; the constant velocity and the constant residence time scaling.549

The investigated flame is mainly characterized by the thin reaction zone regime, at laboratory550

scale. Employing constant velocity scaling shifts the flame towards lower Karlovitz numbers, which551

results in parts of the flame to burn in a non-premixed mode in the corrugated flamelet and wrinkled552

flamelet regimes, and other parts to burn in a premixed mode that spans multiple regimes up to553

Karlovitz numbers of 100. The thin reaction zone regime remains, on the other hand, representative554

when constant residence time scaling is employed. Constant residence time scaling preserves, further-555

more, the global Damköhler number. However, the detailed analysis of the combustion characteristics556

by means of CFD based regime diagrams showed that a considerable part of the flame follows a con-557

stant Karlovitz number, which is unexpected in relation to the theory of constant residence time558

scaling and evidenced the need for individual scaling laws for different burner regions.559
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Increasing the burner scale led, independent of the applied scaling law, to an increase of the total560

NOx emissions. No plateau was reached within the investigated range. The immediate post flame,561

flame and inner recirculation zone regions dominate the NOx formation while the influence of the562

post flame and outer recirculation zone regions are negligible, which may explain the failure of global563

furnace residence time models to predict NOx emissions at different burner scales.564

Constant residence time scaling led, in the analysed burner regions, generally to larger mean565

volumetric NOx formation rates, while constant velocity scaling led to higher total NOx formation566

rates, which is associated with its larger volumes and longer residence times. The only exception567

from this observation is the inner recirculation zone, where the total NOx formation rate is lower568

for constant velocity scaling than for constant residence time scaling. This was linked to the effect569

that the different scaling approaches have on the flow conditions and entrainment into the inner570

recirculation zone, which consequently affects the O atom and OH concentrations, the dominating571

parameter for the NOx formation in the inner recirculation zone.572

A fundamental change of the flow field was observed in the narrow band between 450 kW and573

500 kW scale when constant velocity scaling was applied. At this scale the inner recirculation zone574

breaks up and a vortex pair is formed in the outer region of the combustion chamber that causes575

the flame to be bend outwards and consequently impinge onto the chamber wall. Constant residence576

time scaling, on the other hand, preserved the inner recirculation zone at all investigated scales.577

The blockage ratio, the bluff body position, and the ratio between bluff body diameter and chamber578

diameter are not affected by the scaling methodology. This leads to the conclusion that the sudden579

breakup is caused by the different effect of the scaling laws on the velocity to length scale ratio and580

momentum of the annular jet flow, and needs to be investigated further.581
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