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Abstract

The Cluster Expansion formalism based on Density Functional Theory (DFT) simulation data has been applied for Al-Mg alloys
with high accuracy (∼ 1 meV/atom). The atomistic simulations are used to model the Al-Mg phase diagram, phase boundaries and
the initial solute clustering at different compositions and temperatures. The obtained free energies of formation for the FCC, HCP
and γ-phase are in accordance with the experimental phase diagram. The calculations demonstrate the formation of Guinier-Preston
(GP) zones of Al3Mg (L12 phase) within the Al matrix under varying conditions. The computed transition temperatures where the
ordered structures dissolve are approximately 50 K higher than experimental data. The free energy barriers associated with the
formation of GP-zones increase as the solute (Mg) concentrations are reduced and the temperature is increased.
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1. Introduction

Aluminium and magnesium alloys play an important role in a
variety of commercial products, including the aerospace and the
automotive industries [1, 2]. The special set of Al-based alloys,
denoted as the 6xxx (Al-Mg-Si) and 7xxx (Al-Mg-Zn) series,
have been extensively studied experimentally due to their bene-
ficial mechanical properties, such as high hardness and strength
[3, 4, 5, 6, 7, 8]. The binary Al-Mg system forms the basis for
all of these alloys providing thereby an important reference sys-
tem, but the thermodynamics of the initial clustering of this sys-
tem is not fully explored and there is a need for first-principle
atomistic models.

The Cluster Expansion (CE) formalism [9] is an attractive
method for studying thermodynamic properties of alloys, as
it provides a parametrised energy model trained by data from
Density Functional Theory (DFT) calculations (high accuracy).
Energies of arbitrary configurations can thus be evaluated with
a low computational effort, enabling statistical simulations of
systems much larger than what is accessible via DFT while pre-
serving the accuracy. CE has previously been used to study
the thermodynamics of a range of systems, including Ni-Rh
[10], Fe-Ni [11], Cu-Pd [12], Al-Sc [13], Mg-Nd [14] and many
more [15].

In this work, we investigate three phases in the equilibrium
phase diagram of Al-Mg, namely FCC, γ-phase and HCP. The
intermetallic β-phase (around 30-40% of Mg) [16, 17] has im-
portant technological applications, but it has a complex struc-
ture with a unit cell of 1168 atoms. Furthermore, the β-phase
shows several partially occupied and split positions which in-
crease the complexity from a computational point of view. Due
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to these complications, the β-phase is considered out of scope
for the present study. Here, we compute the temperature de-
pendence of the solubility of Mg in Al and enthalpies of forma-
tion as a function of concentration and temperature. At last, we
study the free energy barrier associated with the formation of
Guinier-Preston (GP) zones in Al-rich solutions. GP zones are
coherent clusters of solute atoms, formed in the early stages of
the precipitation process, and thereby instrumental intermedi-
ates for precipitate formation [4, 18]. We show that a combina-
tion of CE with statistical Monte Carlo simulations provides an
efficient method of extracting the free energy associated with
the formation of GP zones. Understanding the initial cluster-
ing on the lattices of the bulk matrix is important for modelling
precipitates, which further are critical in determining the me-
chanical properties of the alloy in question.

2. Theory

The Cluster Expansion (CE) expresses the total energy of a
structure as [9]

ECE =
∑
c f

Vc f

∏
i∈c f

σi, (1)

where c f denotes a cluster and i is the index of a site. In the
case of the binary Al-Mg system, σ is a spin variable, where
σi = +1 indicates that Al occupies site i, while σi = −1 indi-
cates the same for Mg. Vc f is the effective cluster interaction
(ECI), which is fitted to total energy calculations. ECIs are
obtained from a set of DFT calculations via the compressive
sensing technique [19], where the objective function

S =

N∑
n=1

(EDFT,n − ECE,n)2 + λ
∑
c f

|Vc f | (2)
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is minimised. λ is a hyper parameter which is selected such
that the leave-one-out cross-validation (LOOCV) [20] is min-
imised, N is the number of structures calculated with DFT, EDFT
is the energy from the DFT calculations and ECE is the energy
predicted by the CE in equation (1). The latter sum in equa-
tion (2) runs over all possible clusters. Here, all clusters up to
four atoms within a cut-off radius of 4.96 Å are included. The
LOOCV score is determined as follows: First, one of the struc-
tures is left out of the dataset. Then the ECIs are fitted to the to-
tal energies of the remaining structures. The deviation between
the predicted energy from the DFT energy of the structure left
out is collected. This procedure is repeated for all the structures
in the dataset, and LOOCV is the average of all the deviations.

The thermodynamic properties of the Al-Mg systems are
computed using Markov Chain Monte Carlo (MCMC) in the
Semi Grand Canonical Ensemble (SGCE) [21] where the sim-
ulations are performed at fixed chemical potential µ, and in the
canonical ensemble where the composition is fixed. In SGCE,
the number of atoms is fixed but the composition may vary. The
chemical potential is subtracted from ECI corresponding to the
single atom cluster interactions

E1 = V1
1
N

∑
i

σi → (V1 − µ)
1
N

∑
i

σi. (3)

The free energy F in the canonical ensemble is defined by

exp(−βF) = Z, (4)

where β = 1/kBT , kB is the Boltzmann constant, T is the tem-
perature and Z is the partition function. From equation (4), the
free energy can be computed from the exact differential

d(βF) = Udβ, (5)

where U is the internal energy. Exploiting that limT→∞ βF =

−
∑

i ci ln ci, where ci is the concentration of species i, the free
energy at an arbitrary temperature is given by

βF = −
∑

i

ci ln ci +

∫ β

0
dβ′U(β′). (6)

From the Monte Carlo results, the enthalpy of formation and
the free energy of formation can be computed. The enthalpy of
formation is defined as the enthalpy of a structure minus the
weighted average of the enthalpies of the pure elements, and
similarly for the free energy. In addition to identification of
the stable phases, the concentration at which solute atoms form
clusters, is a parameter of high interest. The solubility of Mg
in Al can be computed by tracking the phase boundary between
Al and Al3Mg. In this context, solubility means the maximum
concentration of Mg atoms that can be dispersed in the Al ma-
trix before regions of ordered Al3Mg (L12 phase) appear. Based
on the requirement that the free energies at the same chemical
potential in two co-existing phases have to be the same, one
can derive the following equation for the evolution of chemical
potential µ at the phase boundary with respect to inverse tem-
perature β [22]

dµ
dβ

=
Uξ − Uα

β(xξ − xα)
−
µ

β
. (7)

Uξ(α) is the internal energy and xξ(α) = 〈
∑

i σi/N〉ξ(α) is the ther-
mal averaged singlet correlation function in each phase ξ and α.
N is the total number of atoms in the simulation cell. Starting
from two phases at low temperature, equation (7) can be inte-
grated towards high temperatures. The initial condition at zero
temperature is µ(T = 0) = (Uξ − Uα)/(xξ − xα), which can be
obtained by requiring that dµ/dβ = 0 at zero temperature.

We solve equation (7) by applying an adaptive forward Eu-
ler scheme: Two MC simulations are kept in memory, one in
phase ξ and one in phase α. The thermal averaged energy Uξ(α)
and singlet terms xξ(α) can therefore be computed on each step.
At low temperature, the compositions in the two phases do not
change much, so the first steps can easily be computed. As the
temperature rises, a method for deciding if the inverse tempera-
ture step size should be refined or not is needed. We achieve this
by fitting a smoothed cubic spline to the singlet curves xξ(T )
and xα(T ) obtained so far. The splines are used to extrapolate
the relevant singlets for the next temperature. After each step,
the obtained singlet values are compared to the values predicted
by the splines. If the computed values deviate by more than a
predefined threshold (we use here 0.05) the system is reset to a
previous state and the inverse temperature step size is reduced
by a factor two. Once a step is accepted, the splines are up-
dated to take into account the already known new singlet values.
As the two phases are sampled at the co-existence line, one of
the systems might spuriously change phase. Therefore, we also
reduce the step size if the compositions of the two phases be-
come similar. When the step size ∆β reaches a pre-set minimum
value, the calculation terminates; we used a minimum step size
corresponding to 1 K. The two systems are equilibrated on each
step.

Besides calculating the phase boundaries, we also study for-
mation energetics of ordered Guinier-Preston zones within the
aluminium matrix. If the growth of the GP zone is sufficiently
slow, one can study the growth in a quasi-static approximation
where the atoms are assumed to occupy sites according to the
Boltzmann distribution at any time during the growth process.
According to the classical nucleation theory [23], the free en-
ergy associated with a particular size is given by

∆G = −∆gN + κNsurf , (8)

where ∆g is the difference in free energy of the pure phases, N
is the number of solute atoms in the GP zone, κ is an energy
cost associated with the interface between the GP zone and the
matrix and Nsurf is the number of atoms on the interface. As
pointed out by Kamijo et al., there is also an energy cost asso-
ciated with the change in entropy, which can be considerably
larger than the interface contribution if the zone is highly co-
herent with the surrounding matrix [24]. The theoretical frame-
work developed by Kamijo et al. has previously been used to
compute the free energy barrier of Cu precipitation in an iron
matrix [25]. Correspondingly, the present computational ap-
proach consists of evaluating the enthalpy difference between
N Mg atoms fully dissolved in the Al-matrix and the cluster
with the lowest energy formed by the same atoms. The entropy
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difference is approximated by

∆S = kB(N − 1) ln cMg, (9)

where cMg is the initial solute concentration [24].
In addition to the energy cost associated with changing en-

tropy, there can be significant contributions from strain fields.
The strain fields originates from the lattice mismatch between
the matrix material and precipitating phase. By assuming that
the precipitate is ellipsoidal, such energy contributions can be
estimated from Eshelby’s inclusion theory [26]. We obtain the
elastic tensors of the matrix material and the precipitating phase
via DFT calculations by perturbing the simulation cell around
the minimum energy shape and calculate the resulting stress
tensor [27].

We now proceed to address some technical issues with the
γ-phase where we observed a very low acceptance rate in the
MC simulations while sampling configurations. This indicates
that the energy changes from the vast majority of trial moves
are considerably larger than the thermal energy in the system
(corresponding to a deep energy funnel). To extract the weak
temperature dependence of enthalpies and free energies in the
case of very low acceptance rates, we apply a mean field ap-
proach. First, we find the ground state by simulated annealing,
and then we compute the partition function of the system di-
rectly by restricting the possible configurations to the ones that
can be formed by swapping only two atoms from the ground
state. If the system consists of nAl aluminium atoms and nMg
magnesium atoms, each aluminium atom can be swapped with
all magnesium atoms resulting in nAl×nMg configurations to be
considered.

3. Simulation Details

The total energies used to train the cluster expansion model
were obtained from DFT calculations using the GPAW program
[28, 29, 30] in the plane-wave (PW) mode with 500 eV as the
kinetic energy cut-off and the Perdew-Burke-Ernzerhof (PBE)
functional for the exchange-correlation energy [31]. The Bril-
louin zone was sampled using a 4 × 4 × 4 Monkhorst-Pack grid
in a unit cell of 64 atoms. All structures and cells were fully re-
laxed until the forces were below 0.05 eV Å

−1
and stresses be-

low 0.003 eV Å
−3

. For Al-Mg alloys, the energy change during
relaxation is substantial due to the large difference in lattice pa-
rameters. For example, the FCC lattice parameter for 35 atomic
percent Mg is 4% larger than that of pure aluminium [32]. We
apply the cluster expansion module implemented in ASE [33]
to obtain the ECIs. To select structures for DFT calculations,
we combine the ground state search with the variance minimis-
ing technique proposed by Seko et al. [20]. We point out that
no structure was rejected due to severe relaxation artefacts or
other criteria, and thus the obtained CE model is based on all
the structures generated by the previously mentioned strategies.
In order to obtain sufficient accuracy for stress tensor, we use a
kinetic energy cutoff of 800 eV.

The system was equilibrated in all Monte Carlo simulations
as follows: The average energy was obtained from M samples

resulting in a value E1. Next, the sampled data were erased and
the energy was again sampled for the same number of steps re-
sulting in a value E2. If E1 and E2 are equal within the statistical
fluctuations, the system is considered to be in thermodynamic
equilibrium. The sampling continues until the mean values in
two successive ”windows” of size M are equal within the un-
certainty. Here, a window size corresponding to ten times the
number of atoms was used. The correlation time τ was deter-
mined using the approach of Van de Walle et al. [22], and the
variance σ̄2 used for comparing E1 and E2 was given by

σ̄2 =
2τσ2

N
, (10)

where σ2 is the observed variance and N is the number of sam-
ples.

Thermal averaged quantities were obtained by adding sam-
ples until the standard deviation of the mean value reached a
predefined threshold with a specified statistical significance, i.e.

σ̄ <
p
zα
, (11)

where p is the threshold zα is the percentage of a normal distri-
bution for a confidence level α.

During MC simulations the size of regions of ”connected”
atoms can be tracked. For instance, connected atoms can stand
for a group of solute atoms linked by nearest-neighbour bonds.
We construct such networks using the tree structure proposed
by Newman and Ziff [34]. Throughout this work, we use Mg-
Mg pairs connected with second nearest-neighbour bonds as in-
dicators for clustering.

4. Results

ECIs obtained for Al-Mg in FCC are shown in figure 1. The cor-
responding leave-one-out cross-validation is very small, only
1.05 meV/atom. ECIs comprise important detailed information
of the energetics within an alloy. Here, ECI for the nearest-
neighbour interaction is positive and the second nearest-neighbour
interaction is negative. Combining this with the signs of the
spin variables σ where Al and Mg are +1 and -1, respectively,
leads to a conclusion that the elements have a tendency to mix
based on energetics.

MC simulations were carried out in a 10 × 10 × 10 expan-
sion of the primitive FCC cell to compute the enthalpy of for-
mation at different temperatures, and the results are shown in
figure 1b. There is a qualitative change in the curve shapes
after 430 K, where the three local minima of the ordered struc-
tures are still visible, while there are no signs of local minima at
505 K. The ordered structures Al3Mg (corresponding to the L12
phase), AlMg (L10) and AlMg3 (L12 reversed), shown in figure
1c, are pronounced as anticipated from the pair interactions in
figure 1a.

The µ − T phase boundary separating Al and Al3Mg, ob-
tained from equation (7), is shown in figure 2a. Compositions
in the two phases were computed at each point on the µ − T
line. A conversion of the µ − T phase diagram in figure 2a to a
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Figure 1: a) ECIs obtained for Al-Mg in FCC, excluding the singlet and the
bias terms. N.N. refers to nearest-neighbour interactions and S.N.N. refers to
second nearest-neighbour interactions. b) Enthalpy of formation at different
temperatures on the FCC lattice, indicated by the colour scale. The reference
energies are pure Al and Mg on FCC. c) Low energy structures Al3Mg, AlMg
and AlMg3. Colour code: Grey, aluminium; green, Mg.

composition-temperature phase diagram, is shown in figure 2b.
Here, the blue curve corresponds to the thermal averaged com-
position on the µ − T line in figure 2a when starting from pure
Al and the orange line represents the same starting from Al3Mg.
Gault et al. studied the temperature at which GP zones become
unstable using ultrasonic measurements, and they found that
GP zones become unstable at 13% Mg content at 80 ◦C and
at 16% Mg content at 110 ◦C [35]. Osamura et al. extracted
the dissolution temperature of GP zones from differential scan-
ning calorimetric measurements [36], and Sato et al. found the
maximum temperature at which GP zones are formed from re-
sistivity measurements [37]. The experimental data points are
included for comparison and they reveal that the calculations
slightly overestimate the maximum temperatures.

The tendency of forming Al3Mg clusters is apparent in the
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Figure 2: Phase boundary obtained by solving equation (7). a) The solid line
is the mean of 100 runs and the shaded region indicates one standard deviation.
The x-axis gives the change in chemical potential from its value at 100 K. b)
Composition temperature phase diagram obtained by converting the µ−T phase
boundary in figure a. The points are experimental measurements [35, 36, 37].
The blue and orange curves are the average composition on the µ−T curve when
starting from pure Al and Al3Mg, respectively. c) Snapshots from MC simu-
lations of 3375 times expanded primitive unit cell. The systems are shown at
different temperatures and the overall Mg concentration is 5%. The highlighted
atoms are Mg atoms belonging to the same cluster (identified by colour), except
the light green ones which represents Mg atoms not belonging to a cluster of
size 4 or larger.

snapshots of the MC simulations in figure 2c. Highlighted atoms
with the same colour represent Mg atoms in the same clus-
ter, except light green which represents separated Mg atoms
or atoms belong to a cluster smaller than four atoms. A cluster
is defined as a region where the Mg atoms are second nearest-
neighbours. At low temperatures nearly all Mg atoms belong
to an extended region of Al3Mg (with periodic boundary con-
ditions), while several smaller zones form as the temperature
increases, and eventually Mg becomes randomly dispersed in
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the Al matrix.

4.1. γ-phase

0.3 0.4 0.5 0.6 0.7 0.8
Mg concentration

-4

-3

-2

-1

0

En
th

al
py

of
Fo

rm
at

io
n

(k
J/

m
ol

)

Al12Mg17

Figure 3: Computed enthalpy of formation using the mean field approximation
described in the theory section. Colour code for upper inset: Mg, light green;
Al, grey. Lower inset: Al is coloured by the distance from the central Mg atom.
The order is pink, brown, blue and grey from closest to farthest.

At concentrations around 60% Mg, the lowest energy struc-
ture has the stoichiometric formula Al12Mg17, as shown in fig-
ure 3. The γ-phase belongs to space group 217 and has four
symmetrically distinct sites. Here, we trained a cluster expan-
sion model using the cell shown as the uppermost inset in figure
3, and achieved LOOCV of 6.7 meV/atom. The enthalpy of for-
mation has been simulated for temperatures ranging from 200 K
to 800 K, but we observe almost no effect of temperature in this
range, indicating that the energy cost associated with swapping
one Al-atom with one of the Mg-atoms is much larger than the
thermal energies considered. The uppermost inset in figure 3,
shows the ground state in the 58 atom cell used for DFT calcu-
lations, while the lower right inset shows how Al is distributed
around the central Mg atom.

4.2. Mg-rich Structures

The effective cluster interactions in the HCP lattice are shown
in figure 4a. CE was trained with structures ranging from 25%
to 100% Mg content, due to difficulties in getting the cross-
validation score down when including all structures down to
pure Al in HCP (high-energy configurations). The LOOCV
score for this set is 3.2 meV/atom. ECI corresponding to second
nearest-neighbour is negative, suggesting that an ordered phase
where second nearest-neighbours consists of similar elements
is expected here as well.

The enthalpy of formation on the Mg-rich side, shown in
figure 4b, was computed with MC simulations in a HCP cell
containing 1000 atoms. The lowest enthalpy of formation is
found at 75% Mg concentration. In contrast to FCC, there are
no local minima at 50% and 25% of Mg. In this case, the
temperature effect on curve shapes becomes visible after 468 K
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Figure 4: a) ECIs obtained for the HCP lattice. S.N.N. refers to second nearest
neighbours. b) Enthalpy of formation as a function of temperature and compo-
sition. The reference energies were pure Al and Mg on HCP. The inset shows
the Mg3Al structure that has the lowest enthalpy of formation.

where there is one local minimum at 75% Mg concentration,
whereas at 505 K the local minimum has disappeared.

The collected free energies of formation for the three phases
and the formation energies of all DFT calculations in this study,
are shown in figure 5. The reference energies correspond to
pure Al and pure Mg, both in the FCC configuration, and the
concentration dependent density changes are included for all
phases. As expected, the free energy of formation is lower
for HCP at high Mg concentrations (> 80%) at all tempera-
tures. However, the HCP free energy increases rapidly as the
Mg concentration is lowered. For concentrations ranging from
35% to 75% Mg, the γ-phase has the lowest free energy. Note
that we ignored HCP structures with less than 25% Mg content
and included only γ-structures with Mg content in the range
30% − 80%. The ignored structures do not play any role when
describing the thermodynamics of Al-Mg alloys due to their
high free energy of formation. According to the experimental
phase diagram, the Al-Mg system is known to be in a β-phase
around 40% of Mg [16, 17]. This structure has more than 1000
atoms in the unit cell, and was considered as out of scope for
this study due to the high computational cost associated with
DFT calculations necessary for training the cluster expansion
algorithm. Therefore, one should not expect a transition be-
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Figure 5: Comparison of energies in all the phases. a) All DFT energies ob-
tained for the three phases. The dotted line denotes the convex hull for the
FCC phase. b) Free energy of formation the HCP (triangles), FCC (circles) and
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curve.

tween FCC and the γ-phase within the shaded region as the
β-phase is not considered.

4.3. Nucleation of Al3Mg zones
The elastic properties obtained for aluminium and the Al3Mg

phase in table 1, shows that the precipitating phase is much
softer than the surrounding matrix. Moreover, we find that

Table 1: Elastic constants obtained in the present study and values obtained in
two previous studies. B denotes the bulk modulus, G the shear modulus and ν
is the Poisson’s ratio in the two phases.

Present Fu et al [38] Bakare et al. [39]
BAl3Mg (GPa) 59.5 64.0 66.4
GAl3Mg (GPa) 43.1 31.8 41.0
νAl3Mg (-) 0.21 - 0.24
BAl (GPa) 77.3 - 78.2
GAl (GPa) 26.0 - 20.5
νAl (-) 0.35 - 0.38

the initial misfit strains is dilatational and corresponds to a hy-
drostatic compression of 2.3% of the Al3Mg phase. By solv-
ing Eshelby’s equations to obtain the equivalent eigenstrains
[26], we find that the strain energy per precipitate volume is
w = 0.33 meV Å

−3
, when a spherical inclusion is presumed.
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Figure 6: Energy of N Mg atoms forming a GP zone of Al3Mg (L12). The blue
straight line is the energy of N Mg atoms being dissolved in aluminium, and the
grey and blue shaded regions represent energy and strain fields, respectively, of
the cluster embedded in the Al-matrix. The insets are visualisations of special
cluster sizes of 8, 27 and 36 atoms.

The enthalpy difference and the strain energy associated
with the formation of a cluster of N Mg atoms is shown in figure
6. From Eshelby’s inclusion theory, the strain contribution in-
crease linearly with the volume of the inclusion. For all cluster
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sizes, the energy of Al3Mg clusters (L12 phase) is smaller than
the energy of dissolved atoms, indicating that the interfacial en-
ergy between the Al3Mg precipitate and the matrix is not large
enough to produce an energy barrier. Moreover, it can be seen
from the ”bumps” on the energy curve that certain sizes give
a particularly low energy. The low energy can be understood
based on geometrical arguments which lead to particularly sta-
ble (”magic”) cluster sizes: 8 Mg atoms form a cluster where
they order in a cubic 2 × 2 × 2 structure, while 12 atoms com-
prise a 2 × 2 × 3 structure. Similarly for the sizes 27, 36 and
48, the stacking of Mg is 3 × 3 × 3, 3 × 3 × 4 and 3 × 4 × 4,
respectively. Three of these structures are illustrated in figure 6.
We further note that the estimated strain energy is a significant
contribution to the overall energy, but it does not destabilise the
clusters.

Before calculating the free energy associated with cluster
formation for a given size, we first show some pre-requisite re-
sults. At finite temperature, the Al3Mg phase can be slightly
distorted. Furthermore, when a cluster is embedded in a ma-
trix, atoms on the cluster surface experience a local environ-
ment with fewer Mg second nearest neighbours than in the pre-
cipitate bulk. Consequently, we expect entropic contributions
from surface distortions to play an active role starting at lower
temperatures than disorder within the bulk.

The free energy and entropy associated with disordering of
a perfect bulk Al3Mg structure, was obtained by simulating a
10×10×10 cell (25% Mg). Energetics related to the roughening
of cluster surface is obtained from simulations where a Al3Mg
cluster is inserted into a bulk matrix of aluminium. During all
MC steps in the latter calculation, Mg atoms were restricted to
be connected to all other Mg atoms via second nearest neigh-
bour bonds. Strain energy from the lattice mismatch between
the phases, was not included in the MC runs. At 293 K, figure
7a shows that the entropy is clearly different from the value at
0K, indicating that the structure is not perfectly ordered. How-
ever, the entropy is far from its high temperature value, meaning
that the cluster is still in the Al3Mg phase. Figure 7b shows that
already at low temperatures (∼ 100 K) the clusters starts to de-
viate from the cubic ground state shape. Furthermore, at room
temperature the smallest clusters reaches a plateau, indicating
that all cluster shapes are visited, while the larger clusters re-
main far from their maximum entropy state. Snapshots from
the MC calculations suggest that clusters with more rounded
surfaces appear, provided that they are large enough not to reach
their maximum entropy state at room temperature. Interest-
ingly, we note that experiments show that Al3Mg precipitates
are spherical and not cubic, as the ground state. Deviations
from the ground state can be understood based on the fact that
the free energy is lowered when the surface has higher entropy
[35]. A temperature induced rounding of Al3Mg precipitates
was also found in a previous study [40].

The free energy associated with the formation of a cluster
(fig 8), consists of several terms. (a) The energy gain due to
the lowering of the internal energy when the atoms order (fig
6), (b) an energy cost associated with interfacial interactions
(c) strain fields and (d) the energy cost attributed to the lower
entropy of the ordered structure. Due to the cost terms, the free
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Figure 7: Free energy and entropy associated with a) deviations from a perfect
Al3Mg structure and b) deviations from the perfect cubical ground state cluster,
while the defining property of Mg-Mg second nearest neighbour interactions is
preserved. The inset in panel b) represent a 36 atom cluster at low temperature
and at a snapshot at 300 K. Open circles denote free energy and open triangles
entropy in both panels. The lower panel shows results for cluster sizes 8, 12, 18
and 36.

energy, as shown in figure 8a, increases until a critical cluster
size is reached after which it decreases while adding more Mg
atoms (nucleation). Hence, the system has to overcome a free
energy barrier in order to form a large cluster, and this can be
computed from the highest points of the curves shown in figure
8a. At 293 K, the entropic contribution from the cluster sur-
face leads to a reduction of the barrier. In contrast, at 120 K
we see that such contributions are negligible and the barrier is
produced by the entropy change in Eq. (9). Furthermore, at
120 K a barrier can be seen at all compositions where the criti-
cal cluster size is 21, 5 and 3 formula units at 1%, 5% and 10%,
respectively. We note that at 293 K for low Mg content, the
critical size exceeds fifty Mg formula units, which is the largest
size the chosen simulation box can host without severe artefacts
from periodic boundary conditions. Consequently, the free en-
ergy barrier is much larger than the thermal energy at room tem-
perature for such low solute concentrations. Our results show
(figure 8b), that the free energy barrier for forming a GP zone
increases with decreasing solute concentrations. Moreover, the
barrier increases rapidly when the temperature rises.
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Figure 8: a) Free energy obtained with Kamijo’s model (circular markers) and
free energy including entropic contributions from the surface (dotted line) (Eq.
(9) at 293 K and 120 K of systems where all Mg atoms are clustered together.
The different colours corresponds to different initial solute concentrations. In
both cases we include the strain energy from Eshelby’s inclusion theory. b)
Free energy barrier of GP zone formation. The colours represents different
solute concentrations.

5. Discussion

The three ordered FCC structures Al3Mg (L12 phase), AlMg
(L10) and AlMg3 (L12) have a lower enthalpy of formation
compared to nearby concentrations in figure 1b. The precipi-
tates being formed can be determined by considering three re-
actions

3 Al + Mg −−−→ Al3Mg, ∆H f = −0.33 kJ mol−1,

Al + Mg −−−→ AlMg, ∆H f = −0.65 kJ mol−1,

Al + 3 Mg −−−→ AlMg3, ∆H f = −0.64 kJ mol−1,

where the formation enthalpies are given at 100 K. In Al-rich
alloys the number of magnesium atoms will be the limiting fac-
tor of the reaction. The first reaction ”uses” the smallest amount
of magnesium atoms meaning that more of this end product
can be formed compared to the other two. Hence, the number
of moles of atoms associated with GP zones per one mole of
Mg atoms is 4 mol, 2 mol and 4/3 mol for Al3Mg, AlMg and

AlMg3, respectively. The overall change in enthalpy by form-
ing a GP zone out of 1 mol magnesium is −1.32 kJ,−1.30 kJ
and −0.85 kJ. This means that the Al3Mg zones are therefore
preferred in Al-rich alloys due to the limiting Mg content. Pre-
viously, GP zones with 25% of Mg have been observed experi-
mentally in supersaturated Al solid solutions [32, 35].

There is a temperature-composition dependence for the for-
mation of Al3Mg GP zones. To map this relationship, we com-
puted the point at which GP zones start to form by tracking
the phase boundary between Al and Al3Mg in the FCC lattice.
Figure 2b shows for low Mg concentrations that the system is
characterised by dispersed magnesium atoms within the Al ma-
trix. As the Mg concentration becomes sufficiently high, Al3Mg
zones start to form. For example, at 293 K, we find that clus-
ters start to form at about 3% of Mg. Our results suggest that
the clusters start to form at slightly lower compositions than
what was found experimentally, but the result is rather close
and highlights the applicability of this computational approach
in nucleation studies.

After knowing the phase separation line and the region of
co-existence, one can also compute the free energy barriers for
forming GP zones. Figure 6 shows that the system can lower its
energy by forming Al3Mg zones of any size, meaning that two
Mg atoms will always prefer Al3Mg over being dissolved in
the Al matrix. Even after including the contribution from strain
fields caused by the lattice mismatch between the two phases,
the cluster remains stable for all sizes. However, including the
contribution of entropy (figure 8a) results in that the free energy
actually increases for small cluster sizes. This highlights the
two effects that one intuitively expects to be present. First, if
the solute concentration is low, GP zones are less likely to form.
Secondly, if the temperature becomes too high the solubility of
Mg in Al increases and Mg atoms tend to be dispersed in the Al
matrix. As shown in Equation (9), the change in entropy makes
the free energy barrier large both when the solute concentration
is small, and when the temperature becomes high.

The aforementioned fact that interfacial energy is not large
enough to produce a barrier, can be understood by considering
the local environment of each Mg atom in both phases. Once
an Mg atom is in the diluted phase, all its neighbours are (nat-
urally) Al atoms. But the same is true also in the Al3Mg phase
due to the L12 structure, and hence, the first difference between
these to phases can be observed in the second nearest neighbour
interaction. As a consequence of the similarities in the local en-
vironment each Mg atom experience, it is not surprising that the
interfacial energy turns out to have a rather weak contribution
in the overall free energy.

In the present work, the nucleation model developed by
Kamijo et al. [24] was applied. The main benefit of using
Kamijo’s model, is that the free energy of the cluster can be
obtained from the ground state energy. Moreover, since the
temperature and solute concentration dependency enters in the
analytical approximation of the entropy one can trivially obtain
the free energy change associated with cluster formation at all
temperatures and solute compositions. However, as the change
in entropy results in a free energy barrier, one may ask whether
a cluster with higher configurational entropy (e.g. a disordered
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cluster) has a lower barrier? There are two types of disorder that
can occur for a cluster embedded in a matrix: ordering defects
within the bulk of the cluster and disorder on the cluster-matrix
interface. We separate these two contributions by first consid-
ering free energy of a pure Al3Mg phase. At 293 K, we find
a lowering of the free energy by 1.6 meV/f.u. and an entropy
of ∆S B = 0.036 meV/f.u./K. Assuming that the critical clus-
ter size is much larger than 1, the entropy change in Kamijo’s
model is ∆S K ≈ kBN ln cMg, where N is the number of formula
units. Hence, the ratio between the entropy change from the an-
alytical model and the correction due to weak distortions inside
the bulk is (∆S K/∆S B) is 7 and 11 at 5% and 1% solute compo-
sition, respectively. Thus, the correction attributed to distortion
within the bulk of the cluster adds up only a small correction to
the analytical model.

To quantify the surface entropy of the cluster we performed
a MC calculations where all Mg atoms are forced to be con-
nected by second nearest neighbour pairs. In this kind of calcu-
lations, the lowering of free energy with increasing temperature
is caused by deviations from the perfect cubic ground state clus-
ter. We found that clusters start to deviate from the cubic struc-
tures already around 100 K. As depicted in figure 8a, the en-
tropic contribution significantly influences the barrier obtained
from Kamijo’s model. However, we emphasise that at low so-
lute concentration the entropy loss in the analytical model is
indeed the dominating term. Therefore, it is possible to obtain
good approximations of the free energy barriers based solely on
0 K data, provided that the solute concentration is low.

In the framework of the transition state theory (TST), the
rate at which products form is directly proportional to exp (−β∆F∗),
where ∆F∗ is the free energy barrier separating reactants and
products [41]. In this case, GP zones are the products and cases
with solute atoms dispersed in the Al-matrix are the reactants.
exp(−β∆F∗) can be interpreted as the probability of observing
the system in a transition state on the top of the free energy
barrier relative to observing the system in a state where the Mg
atoms are fully dispersed. Thus, the probability of occupying a
transition state approaches zero as the concentration gets low or
when the temperature becomes high. Consequently, GP zones
are unlikely to form in either of these conditions as demon-
strated in figure 8. If the solute concentration fluctuates within
the sample, the strong composition dependence of the barrier
suggests that GP zones are more likely to form in solute rich
regions. Hence, our results suggest that in the early stage of the
precipitate formation process, stable GP zones first appear in
regions with enriched solute concentration. Thus, it is essential
to consider spatial variations in the solute concentration when
modelling clustering in alloys. Further knowledge of the barrier
is valuable not only for equilibrium studies, but also as input for
rate constants in kinetic modelling of precipitate formation.

6. Conclusion

We have studied the Al-Mg phase diagram and initial clus-
tering of GP zones using the Cluster Expansion formalism for
atomistic MC simulations. The achieved accuracy for our CE-
MC simulations is of the order of 1 meV/atom in comparison

with DFT. The simulations performed for three phases Al-Mg
(FCC, HCP, γ-phase) confirm the experimental knowledge of
the relative stabilities of these phases at different concentra-
tions while also providing information on their temperature-
dependence, and the mapping of phase boundaries (for nucle-
ation) on the Al-rich side provides results in a good agreement
with experiments. Our simulations demonstrate that ordered
zones with 25% of Mg (L12 phase) will form in Al-rich alloys
provided that the overall Mg concentration is high enough. We
have also computed the metastable phase diagram which shows
the temperatures where GP zones dissolve at all relevant com-
positions. The simulations suggest that GP zones are stable at
slightly higher temperatures (∼ 50 K) than what has been de-
tected in experiments. At last, we calculated the free energy
barriers associated with the formation of GP zones as a func-
tion of size, solute composition and temperature, and noted that
the inclusion of entropy (in free energy) leads to a qualitative
change in energetics. Without entropy, the Al3Mg clusters are
stable at all sizes, while entropy yields free energy profiles with
barriers at critical cluster sizes. Crossing such a barrier is a pre-
requisite for a GP zone growth, as in the classical nucleation
theory.

In this work, all DFT energies were extracted from fully re-
laxed atomistic structures and unit cells at each composition.
As limitations of our model, we note that it does not include vi-
brational entropy and thermal expansion (0 K data in the DFT
training set), and it does not consider vacancies which are cru-
cial in further precipitate formation (from GP zones). We esti-
mated the energy contributions from strain fields based on Es-
helby’s inclusion theory and added them in a post processing
step. Vacancies and incorporation of strain energy in Monte
Carlo calculations will be topics for future work to further de-
velop the CE-MC formalism to extract thermodynamic infor-
mation of the precipitate formation process from atomistic sim-
ulations.
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