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ABSTRACT
In recent years CFD developments have shown a trend

to combine RANS CFD simulation with other methods such
as wave theories or velocity potential based numerical wave
tanks, in order to reduce to computation costs. This is how-
ever not a new approach, and there exists a large amount of
literature about domain decomposition techniques describ-
ing a two way coupling between the RANS CFD models and
other methods. One can also observe an increasing pop-
ularity in the use of a less sophisticated technique where
different fluid solvers are combined with one-way coupling.
In these methods a predefined solution is provided in the
far-field (ignoring the structure), while a three-dimensional
(3D) CFD simulation is applied in a limited zone near the
structure. The predefined solution is used to specify the
background far-field solution. The governing equations are
extended by he addition of a source term. The published
solutions use wave theory or a numerical wave tank where
the predefined solution is calculated parallel to the RANS
solver. In this way it is possible to reduce the interpolation
inaccuracy and the amount of transferred data to the CFD
simulation. The disadvantage of this technique is that the
far field solver has to be prepared in order to run in par-
allel with the CFD solver. Due to the one way coupling
it is possible to predefine this information in tables before
the CFD simulation. This technique makes it possible to
define a general interface between difference solvers with-
out modifying existing codes. This paper presents such a

∗Address all correspondence to this author.

technique where the predefined solution is stored into files.
An interpolation function delivers all data to the far-field
solution for the CFD simulation. The paper analyses the
necessary accuracy of the interpolation and the costs of the
input/output operation of the CFD simulation through sev-
eral verification cases.

INTRODUCTION
When one way coupling between different methods is

established using the direct forcing method, the definition
of the velocity field and the location of the fluid interface
needs to be given inside the numerical domain, in the so
called wave generation and relaxation zones ( [1] and [2]) in
addition to the inlet and outlet boundary conditions such
as in [3] and [4].

If an analytical solution such as Fenton’s Stokes 5th or-
der wave theory [5] is coupled to a CFD simulation with
a two-phase method (Volume of Fluid method) in Star-
CCM+ [6], a function is used to directly calculate the ve-
locity at the requested location and time without any in-
terpolation in time or space. The definition of the filling
degree of the cells, the volume fraction parameter, is more
complicated because it must be numerically estimated from
the current location of the free surface. This procedure is
critical because it has a large influence on the quality of the
simulation.

When a fluid solver, such as a two-phase Reynolds-
Averaged Navier-Stokes Equations (RANSE) solver or a
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one-phase potential based numerical wave tank (PNWT),
makes the calculation parallel with the coupled RANSE
simulation, the definition of the velocity vector components
is accomplished using lookup tables and by spatial interpo-
lation. The volume fraction parameter (VOF) is defined in
the same way as before based on the current location of the
free surface elevation. This one way coupling is based on
the use of predefined information as the fluid solver calcu-
lates the fluid parameters before the coupling and it is not
influenced by the results from the coupled fluid solver. The
two simulations run simultaneously and are synchronized in
time, therefore time interpolation is not necessary. Several
papers demonstrate the efficiency and correctness of such
coupling, [7], [8] and [9].

As mentioned in the abstract, one way coupling makes
it possible to define this information and store it into files
before starting the coupled simulation. Therefore, it is not
necessary to modify the code which is coupled to the CFD
solver. This technically simplifies the establishment of such
as coupling. In this case the two simulations are not syn-
chronized in time and an additional interpolation must be
accomplished. The coupling technique with predefined files
may introduce inaccuracies due to the additional interpo-
lation and may increase the simulation time because of the
amount of transferred data into the CFD simulation.

The objective of this paper is to show the possibility of
such as coupling technique. We use linear and bi-linear in-
terpolation to reduce the computational cost and to ensure
numerical robustness. This is a lower order interpolation
compared to the cubic spline interpolation which is used
successfully in [2] and [10]. We chose to implement and test
this technique using REEF3D which is a two-phase RANSE
solver [11] to predefine the fluid components. This code
has been validated for wide range of free surface fluid phe-
nomena such as breaking wave kinematics [12], steep wave
kinematics [13], [14] and is used as a CFD numerical wave
tank [15].

These components are transferred into the two-phase
Star-CCM+ simulation [16]. The idea behind this decision
is that a successful coupling is most likely between two two-
phase RANSE solvers.

In this paper we present the implementation of the cou-
pling and the verification of the coupling between REEF3D
and Star-CCM+ for regular deep water waves, for regular
shallow water waves and for focused waves. Because the
coupling works satisfactory with REEF3D, we also tested
the method with one-phase data and the results are pre-
sented in this paper. We generated the coupling files Fen-
ton’s Stokes 5th order wave theory based on [5], and by sec-
ond order Cnoidal wave theory using in-house script func-
tions. An in-house PNWT simulation of a focused wave
group was also coupled to the CFD simulation. All of these

simulations are 2D simulations which are coupled together.
The verification is based on the comparison of the free sur-
face elevation and the velocity time series just below the free
surface. This technique is now also tested for a coupling be-
tween a 2D REEF3D regular deep water wave simulation
with a 3D CFD simulation with a mono-pile. The same case
without coupling is described in [17]. During the 3D simu-
lation we identified an effective way to run the simulation
on the cluster to avoid additional computer costs from read-
ing large amounts of files. The resulting force time series
is compared with earlier CFD simulations presented in [17]
with the same wave parameters.

IMPLEMENTATION
One way coupling using forcing zone

In this study we used the commercial CFD-
software STAR-CCM+ from Siemens, extended by user-
programming to enforce coupling with the background far-
field solution, using the same but modified simulation file
without structure and changed domain size. A short de-
scription of the forcing coupling taken from [6]:

The simulation is initialized using a predefined solution.
The pressure, velocities and water volume fraction are com-
puted from the predefined data and specified as an initial
solution in the solution domain. At all future time steps,
predefined data is used to specify the background far-field
solution in the wave generation zone and the calm water
hydrostatic solution is used in the relaxation zone. The
governing equations are extended by adding a source term

qϕ =−µρ(ϕ −ϕ ∗) , (1)

where ρ is the local fluid density (depending on local value of
the volume fraction of liquid), ϕ is the solution of the equa-
tion being solved (momentum equations or volume fraction
equation), ϕ ∗ is the background solution, and µ is the forc-
ing coefficient. The source term in the equation for volume
fraction of water does not contain density.

FIGURE 1. Side view of the solution domain, showing the dis-
tribution of the forcing coefficient in the x-direction with the
grid, simulation of a Stokes 5th order regular wave
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The forcing coefficient µ varies smoothly within the
wave generation zone along the vertical boundaries at the
inlet and outlet in 2D simulations, see Figure 1. In this
study, we use the cos2-variation, following recommendations
by [18]:

γ =−µ0 cos2(πx∗/2) , (2)

where x∗ is the local coordinate normal to the boundary
and pointing inwards, with value 0 at the inlet boundary
and 1.0 at the end of the forcing zone. Thus, the forcing
coefficient (and the source term) is zero outside the forc-
ing zone, where the original governing equations are solved.
µ0 is the maximum value of the forcing coefficient which
is obtained at the boundary of the solution domain. The
cos2-function is smooth and asymptotic at both ends of the
range.

Data structure
The applied data structure is a modified version of the

REEF3D file structure, which is used to store the status
of the simulation at each time step. The data are stored
in a binary file format, which reduces the file size and the
file reading time. This file structure is defined only for 2D
wave (long crested wave) simulations. The necessary infor-
mation for coupling are the two components of the velocity
field u,w and the value of the level-set function Φ at the
cells. The data structure uses a structured interpolation
grid with equidistant spacing in the x-direction but not in
the z-direction where the spacing dz(xi) and the vertical co-
ordinates of the lower vertical boundary line z(xi)0 is stored
for each horizontal location xi. Using a structured grid has
the advantage that the coordinates of the grid points do
not need to be stored explicitly. This reduces the amount
of data and the identification of the active part of the in-
terpolation grid to a given coordinate does not require the
use of complex and numerically expensive algorithms.

The first part of the file contains scalar parameters such
as the simulation time, the boundary box of the numeri-
cal domain, the number of cells in horizontal and vertical
directions and the horizontal spacing dx. The large con-
tinues data fields contain the vector of dz(xi), the lower
vertical boundary coordinates of the grid z(xi)0 and the ve-
locity components u, w and the level-set values Φ. These are
stored at the end of the files as double precision binary data.
Scripts are used to generate these files from the REEF3D
simulation files.

The generated interpolation files are stored in the ./dat
folder in the same location as the CFD simulation file. Dur-
ing the 3D simulation, when the simulation is started on 2

nodes with 24 cores per node on a Linux cluster, the simu-
lation is seen to crush. Using the absolute path to the ./dat
folder the simulation starts successfully. However, a signif-
icant increase in the calculation time is observed with this
solution. In order to avoid all files being read through the
network, the ./dat folder is copied parallel to each involved
cluster node before the simulation using the parallel shell
tool pdsh. The copy command cp with the pdsh is called
during submitting the job inside a PBS script. After the
simulation all copied folders are removed from the nodes
following this script. In this way the simulation time not
increases significantly compared to the simulation running
on one cluster node.

Interface to Star-CCM+
Star-CCM+ gives the user the possibility to link a user

code to a simulation via a so called user code library [16].
The simulation can transfer the current simulation time
t and the location (x,y,z) of interest into the user code
through an interface function. The user code can return
the required fluid properties (u,v,w and the VOF parame-
ter) through the same interface function. Because this inter-
face function is software specific we do not further describe
the declaration of our C++ interface function called by the
CFD solver.

The developed C++ interface function table2D does
not only serve as a communication interface, but it is also
the main function for the interpolation. Two C++ classes,
HeaderInfo and WaveTable2D, and several utilitiies C++
functions are developed to deal with the data files man-
agement, to read the files and to interpolate in time and
space. The code design is focused on finding an efficient
way to minimize the memory usage and the number of file
operations to avoid a significant slow down of the CFD sim-
ulation. The authors see this as a key factor for a practical
implementation of the technique.

The table2D function accomplishes the following tasks
with the use of the above mentioned functions and classes:

- creating the necessary C++ objects (HeaderInfo and
WaveTable2D objects), which also includes the alloca-
tion of the necessary memory at the beginning of the
simulation

- freeing all dynamically allocated memory at the end of
the simulation

- completing the list of all accessible data files in the ./dat
folder at the start

- setting up the time range of the interpolation files
- identifying the necessary data files for the time inter-

polation during the simulation
- defining the time when the next time instant interpo-

lation file is needed to read
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Syntax of the time interpolation
The interpolation functions are implemented in the

WaveTable2D class as methods. All necessary information
for the creation of a WaveTable2D object is defined in the
first part, in the header of the data files. The C++ class,
HeaderInfo, is developed to read only this part of the files.
The gathered information is accessible as public properties
of this class. The table2D function accomplishes the in-
terpolation in time involving three WaveTable2D objects.
Two of these objects are created during the reading of the
first two data files at the start of the simulation. A bi-
sectional search algorithm based on [19] locate method is
used at the beginning of the simulation to identify these
two data files which fit the actual simulation time. The
necessary memory of these data is allocated only at the
beginning of the simulation because the new data sets are
always loaded into the same allocated memory of one of
the two WaveTable2D objects. For the identification of the
next file during the simulation, an incremental searching
algorithm is implemented based on the Numerical Recipes
hunt method in order to reduce the searching time. Due to
these two searching algorithms the interface function can
handle sets of interpolation files with adaptive time steps
as well.

The HeaderInfo object is used to read the time instant
of the data file and check the consistency of the data files
regarding the interpolation grid size without reading the
entire file. The new information containing the velocity
components and the level-set values are always loaded into
the object with the lowest (older) time value t1. A swap
between the pointers of these two objects takes care of the
correct time sequence of these objects, i.e, t2 ≥ t1 is always
true.

For example, the value of u for time instant t is defined
by the linear interpolation method as:

u(t) = u(t1)+dτ (u(t2)−u(t1)) with dτ =
t − t1
t2 − t1

. (3)

Because the interpolation grid does not change in time, the
same dτ can be used for all variables to calculate their in-
terpolated values only based on the time values as can be
seen in (3). The velocity and level-set data field of the third
WaveTable2D object are actualized at each new simulation
time with its update method where (3) is used to define its
actualized data sets based on the already prepared data sets
of the other two WaveTable2D objects.

Syntax of the spatial interpolation
The requested velocity components (u,w) at the x,z lo-

cations are defined by the bi-linear interpolation. The bi-

linear interpolation itself is applied on a parametric domain
(ξi,τ j) interpolation grid, which is calculated from the seg-
ment lengths of the geometrical grid:

ξi =
xi − x0

xNx−1 − x0
=

idx
Nxdx

=
i

Nx
, i = 0, . . .Nx −1

τi, j =
zi, j − zi,0

zNz−1,i − zi,0
=

jdzi

Nzdzi
=

j
Nz

, j = 0, . . .Nz −1.

This transformation enables the bi-linear method to inter-
polate on non-orthogonal interpolation grids as well. The
value of u(x,z) for example, is estimated by using the bi-
linear interpolation as:

u(x,z) = (1−dτ)(1−dξ )ui, j +dτ (1−dξ )ui+1, j

+(1−dτ)dξ ui, j+1 +dτdξ ui+1, j+1. (4)

The values of i and j are defined from the coordinates of x
and z:

i = round
(

x− x0

dx

)
and j = round

(
z− z(x)0

dz(x)

)

with the assumption of an equidistant distribution in the
x-direction and straight vertical grids. The values of dz(x)
and z(x)0 are defined by linear interpolation using (3) with
dz(xi) or z(xi) as the interpolation data set with dx. The
same values of dξ and dτ are used with the same i and j
when w(x,z) and Φ(x,z) are estimated. They are defined as:

dξ =

x− x0

Nxdx
−ξi

ξi+1 −ξi
and dτ =

z− z(x)0

Nzdz(x)
− τ j

τ j+1 − τ j
.

Definition of the two phase fluid
When using the two phase VOF model in the coupled

CFD simulation to represent the fluid with a free surface,
the location of the two fluid phases (water and air) is given
by the degree of filling of each cell by the VOF parameter.

If the upper and lower limits of the free surface mo-
tion are known, i.e. the maximum wave crest height and
the minimum wave trough depth, the definition of the VOF
parameter is straightforward. Below the lower limit it is al-
ways equals to one, while above the upper limit it is always
zero. These limits can be estimated because the two simu-
lations do not run in parallel. For the sake of simplicity the
same limits for the crest and trough heights are assumed.
These upper and lower limits are then defined by a sin-
gle scalar double precision variable in the interface function
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FIGURE 2. Estimation of the filling’s degree of cells based on
the level-set value

from Star-CCM+. This parameter must be specified by the
user in the setup of the simulation.

The correctness of the VOF parameter has large influ-
ence on the shape of the generated waves in the free surface
zone. If the filling degree is calculated based on the area
under the free surface line shown in Figure 2, the areas
under blue line yield a one cell thick interface layer. How-
ever, the shape of the reconstructed free surface line from
the VOF parameter (the isoline with the value of 0.5 of the
VOF parameters) may tend to have a shape similar to a
step function. Therefore, we use the level-set function with
the smoothed Heaviside function to define the filling degree
in the free surface zone following [20]:

VOF =
1
2

(
1+

Φ
ε
+

1
π

sin
(

πΦ
ε

))
(5)

The level-set value Φ defines the signed distance between
the cell’s centroid and the location of the free surface as il-
lustrated by the red lines in Figure 2. The level-set value is
defined from the bi-linear interpolation of the REEF3D es-

FIGURE 3. Interpolation error without correction of the veloc-
ity components above the free surface

FIGURE 4. Interpolation error with correction of the velocity
components above the free surface

timated level-set value Φ according to (4) at the CFD solver
cell’s centroid location (x,y,z). The parameter ε defines the
thickness of the interface layer between water and air, where
the VOF value changes from one to zero. The best shape
is observed if the value of ε equals 1.6 times the cell height.
The definition of this parameter is difficult because the user
code only has information about the location of the cell’s
centroid but not the size of the cell. To overcome this issue
one additional parameter is passed from the CFD simula-
tion to the user code, the cell edge height (Figure 2) in the
free surface zone. This parameter is usually constant in the
area where the free surface changes its location and it must
be consistent with the real mesh size in the wave generation
zone. It is a user defined parameter and must be defined in
the setup of the CFD simulation. The advantages of using
this method are that the same procedure works with 3D
data sets and that the method has no limitations regarding
the free surface steepness or breaking waves. The disadvan-
tage of the method is the interface layer thickness is larger
than one cell height.

Coupling with one phase simulations
We use the same method to estimate the VOF parame-

ter when we couple the one phase results to the CFD code.
The level-set function could be calculated from the known
location of the free surface for the interpolation grid. How-
ever, if the steepness of the free surface is not extremely
large, the error of using the vertical signed distance between
the free surface location and the cell’s centroid (defined as
z in Figure 2), instead of the real level-set value, is small
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TABLE 1. Overview of all simulations
Nr. Type of wave H [m] T [s] L [m] Depth [m] coupled with phase Comment

1
Stokes 5th order 1.00 4.50 25.14 4.01

Star-CCM+ function one
regular wave2 REEF3D two

3 In-house script one

4
Cnoidal 5th order

0.75 12.00 76.24 4.01
REEF3D

two regular wave µ = 1.0

5 two regular wave µ = 10.0

6 Cnoidal 2nd order In-house script one regular wave µ = 10.0

7 Focused wave focus point x = 15.00 m
4.01

REEF3D two

8 Focused wave focus point x = 126.21 m PNWT one

9
Stokes 5th order 0.285 2.18 7.65 0.75 REEF3D two

2D regular wave

10 3D with mono-pile

(l ≈ z). The coupled simulations based on the one phase re-
sults presented in this paper use the signed vertical distance
in the interpolation files as Φ.

The accuracy of the bi-linear interpolation can signifi-
cantly drop in the grids closest to the free surface by 100 %
if the velocity is defined as zero in the air as shown in Fig-
ure 3. The velocity components and the level-set value Φ
are calculated at the interpolation grid using Fenton Stokes
5th order wave theory as shown in the left hand side of the
figure. After the generation of this data set, a new data set
of the fluid parameters is generated at different locations.
This data set is compared with the results of the bi-linear
interpolation at the new locations and the error is shown in
the right hand side of the figure.

This error can be reduced if the velocity in the air di-
rectly above the free surface is defined as:

yAir = yη +(zAir −η)
dy
dz

∣∣∣∣
η

(6)

where yη is either the horizontal or vertical velocity com-
ponent at the free surface, dy/dz is the gradient of the hor-
izontal or vertical velocity component at the free surface
and η is the vertical location of the free surface. This very
simple procedure can reduce the error to an acceptable level
as shown in Figure 4.

VERIFICATION
All ten simulations are summarized in Table 1. The

different simulations are compared with each other based
on the free surface elevation at the location of interest and

the time series of the velocity components at one vertical
location below the free surface zone.

Star-CCM+ setup
As mentioned earlier, a modified simulation file in the

[6] is used. The two-dimensional simulations are one cell
thick in the y-direction and without any structure. The
length of the wave generation zone is about one wavelength
and the numerical beach length is two wavelengths. The
length of the domain without any influence is about a wave
length (Figure 1 and 5).

The boundary condition at the downstream side is de-
fined by the calm water condition using Star-CCM+’s in-
built function FlatVofWave [16]. In this way it is not nec-
essary to define the velocity and the VOF parameters in
the downstream relaxation zone. The initial condition is
defined using the data taken from the first interpolation file
in the wave generation zone and with the calm water condi-
tion in the rest of the domain. At all future time steps, the
interpolation tables are used with the user code table2D to
specify the background far-field solution in the wave gener-
ation zone.

The Peric’s recommendation [21] is followed by creating
the grid with aspect ratio 2 (dx/dz) within the free surface

Relaxation Zone

D
ep

th

Wave Generation Zone Simulation Zone

L L 2L

FIGURE 5. Scheme of the CFD domain
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FIGURE 6. Mesh used in the REEF3D simulation and as in-
terpolation grid

zone and setting the number of cells per wave height to be
between 20 and 30 cells. The angle factor in the HRIC-
scheme [22] is set to 0.15 and the Interface Momentum Dis-
sipation is activated in the Phase Interaction modeling (ar-
tificial viscosity is set to 0.1). The time step is constant
in the Star-CCM+ simulation, 2nd-order time discretiza-
tion is used and the value is set to yield a Courant number
lower than 0.1 in the free surface zone. All approximations
used are of the second order (midpoint rule approximation
for integrals, linear interpolation and central differences).
A segregated iterative procedure is used, in which the three
momentum equations, the pressure-correction equation and
the equation for volume fraction of water are solved in turn;
the process is repeated five times within each time step
in order to update non-linear terms and account for inter-
equation coupling. Under-relaxation is used to control the
update of variables which is required due to non-linearity of
equations. The under-relaxation factors used in this study
are 0.2 for the pressure and 0.9 for the velocities and the
volume fraction of water.

During the verification numerical instability was ob-
served in the Star-CCM+ simulations at the interface be-
tween water and air as small wiggles on the free surface.
There are small disturbances in the presented time se-
ries, which are caused by these wiggles. We could repro-
duce these effects without the coupling using only the inlet
boundary condition to generate the waves. Applying a nu-
merical damping of the waves by using stretched mesh [23]
gives the same results. Therefore, we excluded the forcing
zone approach as a reason for the numerical instability.

Stokes 5th order waves
In order to estimate how much the user code reduced

the efficiency of the Star-CCM+ simulation an in-built func-
tion was used in one simulation (simulation nr. 1 in Table
1) to generate the waves. This is the FifthOrderVofWave

FIGURE 7. Volume of fraction of water in the Star-CCM+
simulation based coupled with the REEF3D simulation

function [16], based on Fenton’s Stokes 5th order wave the-
ory [5]. When the REEF3D simulation is coupled to the
CFD simulation (simulation nr. 2) every time step from the
REEF3D simulation is used directly in the interpolation
files with the original REEF3D grid. REEF3D uses adap-
tive time steps which is limited by a given Courant number,
in this simulation set to 0.1. The applied grid is uniform as
shown in Figure 6 and the number of grid cells per wave-
length is set to 120 in the REEF3D simulations. The ac-
curacy of the interpolation grid is tested for the one phase
simulation coupled with the CFD solver (simulation nr. 3)
as described and shown in the previous paragraph and in
Figure 4. The number of cells per wave length is 120 and
40 cells per wave height. A convergence study shows linear
proportionality between the vertical grid resolution and the
maximum interpolation error, reducing the number of cells
per wave height from 40 to 20 doubles the interpolation er-
ror of the horizontal velocity component from 1.5 · 10−3 to
3.0 ·10−3 (not shown in this paper). The same tendency can
be observed for the vertical velocity component.

The volume fraction of water is presented at the early

FIGURE 8. Comparison of the magnitude of the velocity be-
tween REEF3D simulation and Star-CCM+
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FIGURE 9. Comparison of the free surface elevation in the
middle of the simulation zone

stage of the simulation in Figure 7. The figure shows the
whole domain and two close zooms of the free surface with
the applied mesh. One can see the smooth interface be-
tween water and air in the wave generation zone (upper left
picture) and in the simulation zone (upper right picture).
The interface is about 2 cells thick in the wave generation
zone and one cell thick in the simulation zone. The magni-
tude of the velocity field, presented in Figure 8 shows good
agreement between the REEF3D simulation and the cou-
pled CFD simulation.

A comparison of the three different simulations with the
analytical solution generated by an in-house script is pre-
sented in Figure 9 to 11. The time series are synchronized
with each other at the first zero-up-crossing of the free sur-
face time series at t = 8 s. After the initial transient phase,
(from t = 10 s) one can observe good agreement between the
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FIGURE 10. Comparison of the horizontal velocity compo-
nents in the middle of the simulation zone at z =−0.53 m
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FIGURE 11. Comparison of the vertical velocity components
in the middle of the simulation zone at z =−0.53 m

original REEF3D results, the target time series (red line)
and the CFD simulations which are coupled with REEF3D
(blue line). The analytical solution (black line) shows a
larger deviation from the REEF3D solution than from the
Star-CCM+ in-built wave results (cyan line). This observa-
tion supports the result which was published in [17]. Fur-
thermore, one can see a very good agreement between the
analytical solution, (which is now the target result) and the
CFD simulation based on the interpolation table generated
from these results (magenta line). The same synchroniza-
tion delay is used when the velocity component time series
are compared in Figure 10 and 11. The same behavior as in
the comparison of the free surface curves can be seen. This
comparison verifies that the implemented one way coupling
between the difference results and the CFD solver works.

All simulations were executed on one node with 3 cores,
the number of cells is about 73000 and the number of time
steps is 15000. The elapsed calculation time is 23178 s using
the Star-CCM+ in-built function and 28233 s using the user
code, which means 22 % increase in the calculation time.

Cnoidal waves
When the REEF3D simulation is coupled to the CFD

simulation, (simulation nr. 4 and nr. 5) each time step from
the REEF3D simulation is used directly in the interpolation
files with the original REEF3D grid. REEF3D uses adap-
tive time steps which is limited by a given Courant number,
in this simulation set to 0.1. The applied grid is uniform as
shown in Figure 12 and the number of grid cells per wave
length is set to 760 in the REEF3D simulations. These two
simulations, coupled with REEF3D are carried out with two
different forcing coefficients in the CFD simulations.

The accuracy of the interpolation grid is tested be-
fore the one-phase coupled simulation is started (simula-
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FIGURE 12. Mesh used in the REEF3D simulation and as in-
terpolation grid

tion nr. 6). The number of cells per wave length is 440
and 60 cells per wave height. The same trend is observed
regarding the vertical grid resolution and the maximum in-
terpolation error as in the convergence study for the Stokes
wave. For example, the change of resolution from 60 to 30
almost doubles the interpolation error of the horizontal ve-
locity component from 2.25 ·10−3 to 4.25 ·10−4 (not shown
in this paper).

The volume fraction of water is shown at the early stage
of the simulation in Figure 13. The figure shows the whole
domain and two close zooms of the free surface with the ap-
plied mesh. The interface between water and air in the wave
generation zone (upper left picture) and in the simulation
zone (upper right picture) is smooth. As in the previous
simulation it is about 2 cells thick in the wave generation
zone and one cell thick in the simulation zone. The mag-
nitude of the velocity field, presented in Figure 14 shows
good agreement between the REEF3D simulation and the
coupled CFD simulation.

The three simulations as well as the the analytical solu-
tion generated with an in-house script are compared. The
analytical solution is based on Cnoidal 2nd order wave the-
ory [24] and is shown in Figure 15 and 16 as black lines. The
upper diagram of Figure 15 compares the original REEF3D

FIGURE 13. Volume of fraction of water in the Star-CCM+
simulation based coupled with the REEF3D simulation

FIGURE 14. Comparison of the magnitude of the velocity be-
tween REEF3D simulation and Star-CCM+

simulations, based on Cnoidal 5th order theory (red line)
with the coupled CFD simulations (blue and cyan lines).
The time series are synchronized with each other at the
first zero-up-crossing of the free surface time series at t = 12
s. The REEF3D time series compare very well with the
CFD simulations, except in the initial transient time regime.
Here, one can observe the effect of the larger forcing coef-
ficient which gives a better similarity between the coupled
simulations red line and cyan line up to t = 12 s. After this
time it is difficult to discover any differences between the
three colored curves.

In the lower diagram the analytical solution based on
the second order Cnoidal theory shows very good agree-
ment with the CFD simulation. In this simulation the waves
are generated with the interpolation files which are defined
by this theory. The synchronized time series of the veloc-
ity components presents the same good agreement between
the simulations in Figure 16. One can conclude that the
user code table2D function manages to generate very simi-
lar waves in the coupled CFD simulations.
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Cnoidal wave theory -- based on two phase input
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T=12.00 s, H=0.75 m, depth=4.01 m -- based on one phase input

Matlab Sobey Cnoidal 2nd
REEF3D Cnoidal 5th order
Star-CCM+ based on REEF3D two phase input  =1.0
Star-CCM+ based on REEF3D two phase input  =10.0
Star-CCM+ based on Matlab Sobey Cnoidal 2nd one phase input

FIGURE 15. Comparison of the free surface elevation in the
middle of the simulation zone
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FIGURE 16. Comparison of the velocity components in the
middle of the simulation zone at z =−0.275 m

Focused waves
For the verification we used the results from the sim-

ulation presented in [25]. A focused wave group is simu-
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FIGURE 17. Comparison of the free surface elevation at the
focus point x = 15 m
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FIGURE 18. Comparison of the free surface elevation at the
focus point

lated with REEF3D in a very short domain using linear
wave theory to define the inlet boundary conditions. The
wave group is focused over 15.00 m. The first 6 m of the
REEF3D domain is used as interpolation data set for the
coupled simulation. Every time step is used to generate
the interpolation files, for every 0.01 s one interpolation
file is defined. The comparison of the free surface elevation
and the velocity components in Figure 17 shows very good
agreement.

The results of a coupling with PNWT is presented in
Figure 18. Here the same wave packet as the previous sim-
ulation is focused over 126.21 m in the PNWT. The free
surface elevation and the velocity field of a small area be-
tween x = 111.00 m and x = 117.00 m are used to define
the data set, which was used in the wave generation zone
of the CFD simulation. The comparison of the calculated
time series between the PNWT simulation and the CFD
simulation shows very good agreement except at the the
maximum crest height where the estimated free surface ele-
vation as well as the velocity components are slightly lower
in the CFD simulation. The reason for this difference may
be explained by the large time steps of the interpolation
tables, dt = 0.1 s relatively to the REEF3D coupled simu-
lation.

Stokes wave with mono-pile
The last verification case where the 2D REEF3D simu-

lation is coupled to a 3D CFD simulation with a mono-pile.
This case was presented with the results of the 3D REEF3D
simulation with the mono-pile and with the Star-CCM+ in-
built function generated waves in [17]. The CFD setup is
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FIGURE 19. Star-CCM+ simulation setup with the volume of
fraction of water

shown in Figure 19. The comparison of the free surface ele-
vation without the mono-pile, (simulation nr. 9) is shown in
the upper diagram of Figure 20. The red line presents the
REEF3D results, the blue line presents this simulation cou-
pled with CFD simulation results and the black line shows
the Star-CCM+ simulation with its in-built function. One
can observe a small divergence between the REEF3D sim-
ulated wave and the Star-CCM+ in-built wave model as
previously observed for the deep water wave simulations.
The difference between the estimated global horizontal force
acting on the mono-pile calculated in REEF3D and in Star-
CCM+ in-built wave model is larger in the lower diagram.

No significant difference in the calculation time between
the coupled 3D CFD simulation and the uncoupled 3D CFD
simulation was observed.

CONCLUSION
A file based one way coupling method between two nu-

merical wave tank simulations is presented in this paper.
The applied techniques are described in detail in the im-
plementation section. Based on the presented results from
the verification cases it can be concluded that this method
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FIGURE 20. Estimation of the filling’s degree of cells based on
the level-set value

is able to generate very similar waves in the coupled CFD
simulation despite the relatively low order of the interpola-
tion.

The cost of the file operation and the interpolation is
the 20 % increase in the elapsed calculation time between
two 2D Star-CCM+ simulations with a small mesh (70 000
cells) while it is insignificant for the larger 3D simulation
with a cell number larger than 3 million cells.
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