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Preface

This work has partly been conducted at the Department of Electric Power En-
gineering at NTNU in Trondheim and partly at Laboratoire Ampère in Ecole 
Centrale de Lyon (Ecully, France).

The project was financed by the Norwegian Research Council in the Norwegian 
In-dian research cooperation project OperaGrid project number 246784. My first 
stay at Ampere lab was financed by the European 7th framework programme 
project ELECTRA.

This work demonstrates and analyses how the stability and performance of fre-
quency containment reserves delivered by hydro power plants can be checked us-
ing system identification techniques.
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Summary

The Nordic transmission system operators (TSOs) have proposed new draft re-

quirements for the providers of frequency containment reserves. These require-

ments include extensive tests to determine the dynamics of hydro power plants.

The dynamics of the hydro power plant are used to verify whether or not the power

plants qualify to provide these reserves. To be more precise, the tests require the

power plant owners to measure the plants’ response when operating in open loop

and with various sine sweep signals modulating the turbine governor setpoint. This

is an intrusive approach and alternatives should therefore be investigated.

In this work, three novel methods have been investigated as alternatives to the one

proposed by the TSOs. The main novelties of these methods are that plants are

allowed to continue closed loop operation during testing and that the added excit-

ation is limited. The three methods are characterised by different requirements on

input data, as follows:

1. Phasor measurement units (PMU) measurements close to the power plant,

without added extra excitation.

2. Control system measurements from the power plant, without added extra

excitation.

3. Control system measurements from the power plant, with added extra excit-

ation.

For all of the proposed methods it was analysed under which conditions the results

are consistent (non biased). Although consistency cannot in general be guaranteed,

it was argued that the bias due to lack of consistency is small. Moreover, the bias

can be further reduced by adding external excitation to the identification procedure.

To validate the methods, tests at two different power plants in the Norwegian power

system were performed. The first test compared the PMU method to the one pro-

vii



viii Summary

posed in the coming draft requirements. From this test it can be seen that the PMU

method yields similar results to the one proposed in the draft requirements. It was

also shown that only one dataset is needed per operating state under investigation.

That is true even if the method outlined in the draft requirements is used. This is an

important observation as the draft proposes to use 10 tests per operating state un-

der investigation. During the test at the other power plant it was demonstrated that

the proposed method using control system measurements without added excitation

could detect changes in the settings of the plant’s turbine governor (PID) para-

meters. Moreover, it was shown that this method is capable of estimating steady

state gains of the governor controller that correspond very closely with the actual

permanent droop setting of the plant .

The methods were also demonstrated using the simulation softwares SIMULINK

and PSS/E and a Monte Carlo Simulation (MCS) approach. This approach was

used to investigate how large nonlinearities could be present before the results

became too biased as well as some other aspects presented below.

When using a PMU for the identification, the power system frequency is used as

an estimate of the angular speed of the machine. Consequently, a natural question

is, how large an error will this lead to? The MCS approach showed that frequency

is indeed a good approximation of speed. This is perfectly true when studying the

slowest turbine and governor dynamics, but for the faster dynamics there will be a

bias in the estimate.

When it comes to the performance of the three methods, the best results are ob-

tained when the turbine governor uses angular speed of the rotor as feedback sig-

nal, and at the same time measurements from the power plant control system is

utilized and extra excitation is added to the governor setpoint. It is possible to

obtain a good estimate in the other cases too, but then some bias in the estimation

should be expected, especially for the faster dynamics.
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Chapter 1

Introduction

1.1 Motivation
Recent concerns in relation to the frequency quality in the Nordic power sys-
tem [1]–[3] have led to an increased interest in the dynamic performance of the
frequency containment reserves (FCR). As a result of this it is expected that power
plant owners in the future will be required to conduct extensive testing of their
power plants to verify their plants’ compliance with new draft requirements for
prequalification for delivering FCR [4]. Since the proposed tests are quite intrus-
ive and time consuming, it was decided to investigate whether it is possible to
check the new requirements using a less intrusive method.

The proposed tests consist of disturbing the plant while it is operating in open loop
with a set of sine tests and then record its response. However, is this really neces-
sary? The power system is constantly excited by random events. Moreover, with
the increased digitalisation of hydro power plants’ control systems and installa-
tion of phasor measurement units (PMUs), several data sources are available. In
other words, it is as if we are constantly performing an experiment, from which
we are collecting data. Intuitively, it should therefore be possible to use this con-
stant excitation and monitoring to deduce models that can be used for checking the
requirements.

1.2 Scope
The scope of this thesis is to develop methods for checking the stability and per-
formance of hydro power plants. More specifically, it is the stability and perform-
ance in the time range of the inertial response and frequency control. This means
that faster or slower physical phenomena are not covered in this thesis. It is as-
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2 Introduction

sumed that the stability and performance can be checked using certain transfer
functions, which will be introduced later. The focus will be on how these trans-
fer functions can be deduced while keeping the influence on normal operation of
the plant to a minimum. In order to achieve this, system identification is used.
Other methods such as artificial intelligence could also potentially have been used.
However, system identification has the advantage that it provides models on which
standard control system theory can be applied.

Within the outlined scope the following research questions where formulated.

1. Can power plant dynamics be identified using a PMU?

2. Can power plant dynamics be identified using control system measurements
without disturbing the operation of the plant?

3. What is the effect of nonlinearities on the identification?

1.3 Main contributions
In this section the papers, which directly contribute to answering the research ques-
tions are listed. How these publications contribute to answering the research ques-
tions is outlined in Chapter 4.

Paper I S. H. Jakobsen and K. Uhlen, “Vector fitting for estimation of turbine
governing system parameters”, in 2017 IEEE Manchester PowerTech, Jun.
2017, pp. 1–6. DOI: 10.1109/PTC.2017.7980855

Paper II S. H. Jakobsen and K. Uhlen, “Development of a test system for identi-
fication of turbine dynamics using the dc power flow”, IFAC-PapersOnLine,
9th Vienna International Conference on Mathematical Modelling, vol. 51,
no. 2, pp. 97–102, 1st Jan. 2018, ISSN: 2405-8963. DOI: 10.1016/j.

ifacol.2018.03.017. [Online]. Available: http://www.sciencedirect.
com/science/article/pii/S240589631830017X (visited on 15/05/2019)

Paper III S. H. Jakobsen, K. Uhlen and X. Bombois, “Identification of hydro
turbine governors using PMU data”, in 2018 IEEE International Conference
on Probabilistic Methods Applied to Power Systems (PMAPS), Jun. 2018,
pp. 1–6. DOI: 10.1109/PMAPS.2018.8440273

Paper IV S. H. Jakobsen, K. Uhlen and P. Lie, “System identification techniques
for validating hydro power plant’s FCR performance”, presented at the Cigre
symposium, Aalborg: Cigre, Jun. 2019



1.4. Other work not included in the thesis 3

Paper V S. H. Jakobsen and K. Uhlen, “Testing of a hydro power plant’s stability
and performance using PMU data”, IET Generation, Transmission & Dis-
tribution (submitted), 2019

Paper VI S. H. Jakobsen, X. Bombois and K. Uhlen, “Checking hydro power
plants’ FCR performance using system identification in closed loop”, IEEE
Transactions on Power Systems (submitted), 2019

1.4 Other work not included in the thesis
During my work on the PhD I also coauthored a paper on one of the test systems
I used during my work. This paper is in the appendices together with a report on
the same test system as well as an alternative derivation to the frequency divider
formula I use in my work. These documents are not to be considered as part of my
PhD, but are included in the appendices as they may be useful for understanding
or recreating my work.

Appendix A L. Vanfretti, S. H. Olsen, V. S. N. Arava et al., “An open data re-
pository and a data processing software toolset of an equivalent nordic grid
model matched to historical electricity market data”, Data in Brief, vol. 11,
pp. 349–357, Apr. 2017, ISSN: 2352-3409. DOI: 10.1016/j.dib.2017.
02.021. (visited on 13/06/2017)

Appendix B S. H. Jakobsen, E. H. Solvang and L. Kalemba, “The nordic 44
test network”, figshare, 13th Dec. 2018. DOI: 10.6084/m9.figshare.
7464386.v1

Appendix C S. H. Jakobsen and K. Uhlen, “An alternative derivation of the fre-
quency divider formula using the dc power flow”, figshare, 19th Dec. 2018.
DOI: 10.6084/m9.figshare.7484489.v1

During my PhD work I also coauthored two papers, which have little relevance for
my PhD.

• I. B. Sperstad, G. H. Kjølle, T. K. Vrana et al., “Vulnerability analysis of
HVDC contingencies in the nordic power system”, presented at the Cigre
Session, Aug. 2018

• E. H. Solvang, I. B. Sperstad, S. H. Jakobsen et al., “Dynamic simulation of
simultaneous HVDC contingencies relevant for vulnerability assessment of
the nordic power system”, presented at the Powertech, Milano, 2019



4 Introduction

1.5 Organisation of thesis
In Chapter 2 the relevant theory needed to understand the requirements on the FCR
is presented. In addition how the draft requirements propose to do the verification
and some basic system identification theory is presented . Chapter 3 presents the
approach proposed in this thesis for checking the requirements. How the work
performed during my PhD answers the research questions is discussed and presen-
ted in Chapter 4. Finally, the conclusions and suggestions for further work are
presented in Chapter 5.



Chapter 2

Background

2.1 Frequency control
In the Nordic power system, frequency control is primarily provided by hydro
power plants. A good starting point for ensuring frequency quality in the Nordic
power system is therefore to place good requirements on the stability margin and
performance of hydro power plants.

To understand how to place requirements on hydro power plants in terms of fre-
quency control it is first necessary to understand how the frequency control is im-
plemented. To do this I will first present the dynamics of one generator connected
to a stiff grid without any control, then the response of several generators without
any control. Finally how this system can be controlled will be presented.

2.1.1 The response of one machine GJ(s)

The power system frequency is often used as a measure for the power balance in
an electric power system. That is to say, it is a measure for the balance between
the produced and consumed power. To understand this it is useful to look at the
swing equation for a power plant, which is a well-known equation described in
most standard textbooks for power systems, such as for instance [16] and [17].

δ̇m(t) = ωm(t)

Jω̇m(t) +Ddωm(t) = Tm(t)− Te(t) (2.1)

where:

δm(t): is the angular position of the machine’s rotor,

5



6 Background

ωm(t): is the angular speed of the machine’s rotor,

J: is the total moment of inertia of the machine,

Dd: is the damping torque,

Tm(t): is the mechanical torque of the turbine and,

Te(t): is the torque of the electrical field in the machine.

Since power is torque times the angular speed (2.41) can be written as:

Jω̇m(t) +Ddωm(t) =
Pm(t)

ωm(t)
− Pe(t)

ωm(m)
(2.2)

To simplify the expression we can multiply with the synchronous machine speed
ωsm and use the assumption ωm(t) ≈ ωsm. This is a common assumption since
the machine speeds normally do not deviate to any great extent from synchronous
speed even during disturbances.

ωsmJω̇m(t) + ωsmDdωm(t) = Pm(t)− Pe(t) (2.3)

It is common to express the swing equation in terms of the inertia constant defined
as follows:

H =
Jω2

sm

2S
(2.4)

where S is the rating of the machine. It is also common to define:

Dm = ωsmDd (2.5)

By inserting the new constants into (2.3) we get:

2HS

ωsm
ω̇m(t) + ωm(t)Dm = Pm(t)− Pe(t) (2.6)

Since the primary topic of interest is the electrical angular speed ω(t) the following
relation between the electrical rotor angle, mechanical rotor angle and number of
poles p is used:

δm(t) =
δ(t)

p/2
(2.7)

Inserting (2.7) into (2.6) gives:

2HS

ωs
ω̇(t) +

2

p
ω(t)Dm = Pm(t)− Pe(t) (2.8)
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Notice that ωs is the electrical synchronous speed. In the introduced notation the
subscript m is dropped when going from mechanical to electrical values. Now we
can divide (2.8) by the machine rating to get the powers in per unit.

2H

ωs
ω̇(t) +

2

Sp
ω(t)Dm = P pu

m (t)− P pu
e (t) (2.9)

From now on if not stated otherwise the powers will be in per unit. The speed
damping Kd is also defined as:

Kd =
2

p

Dm

S
(2.10)

By using this the final version of the swing equation is obtained

2H

ωs
ω̇(t) +Kdω(t) = Pm(t)− Pe(t) (2.11)

Another common representation of the swing equation, which will be used in the
remainder of this thesis is the linearised version of (2.11):

∆ω(s) =
f0

2Hs+Kd
(∆Pm(s)−∆Pe(s)) = GJ(s)(∆Pm(s)−∆Pe(s)) (2.12)

In (2.11) ∆ denotes a small change. From (2.12) it can be seen that a change in
either the electrical power ∆Pe(t) or mechanical power ∆Pm(t) will result in a
change in the angular speed of the rotor. Or, in other words, if the balance between
the mechanical or electrical power of the machine changes the rotational speed of
the rotor will also change.

It should now be demonstrated that the rotational speed of the machines in a syn-
chronous system should be more or less the same. To do this, the model of a
generator connected to a stiff grid depicted in Fig. 2.1 will be used. The generator
is represented by its internal voltage E, rotor angle δ and synchronous reactance
xd. The stiff grid is represented by the voltage V at the terminals of the generator.
That the grid is stiff means that it is assumed to be so large and contains so many
generators that both its angle and frequency remain constant. Put differently, it
means that the generator in Fig. 2.1 is so small compared to the rest of the system
that it cannot affect its frequency or its angle. In this case we can write the power
of the generator as: so large and contains so many generators that both its angle
and frequency remain constant. Or in other words that the generator in Fig. 2.1 is
so small compared to the rest of the system that it cannot affect its frequency nor
its angle. In this case we can write the power of the generator as:

Pe =
EV

xd
sin(δ) (2.13)
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xd
E � δ V � 0

Pe

Figure 2.1: Generator connected to stiff grid

From (2.13) and (2.11) it can seen that it is possible to increase the electrical power
of the generator by increasing the mechanical power, which will result in the the
angle δ increasing, which again will increase the electrical power Pe. However,
there is an upper limit to how much the mechanical power can be increased, which
is reached at δ = π/2. If we try to increase the power above this limit, the electrical
torque will not be able to match the mechanical torque and the machine will lose
synchronism. This means that if the machine were to not rotate synchronous with
the grid it would eventually lose synchronism and spin out of control.

2.1.2 The response of several generators

Thus far the power balance of one machine has been discussed. I will now move
on to discuss the power balance of a full power system. To do this a dc power flow
will be used for modelling the power flowing on the lines in the power system.

The power flowing on the lines in a power system is related to the power injections
at the buses through the power flow equations. Below the power flow equation
for active power is written neglecting the terms related to ohmic losses and shunt
elements. Basically, the equation tells us that the power injected into a bus equals
all the powers flowing out on adjacent lines.

Pk = Uk

∑

m∈Ωk

Umx−1
km sin δkm (2.14)

where:

Pk: is the power injection at node k,

δkm: is the voltage angle difference between node k and m,

xkm: is the reactance between node k and m,

Ωk: is the buses adjacent to bus k.

Uk: is the voltage at bus k.

Um: is the voltage at bus m.
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In real power systems the voltages are normally close to 1(p.u.) and the angles are
small. Using these observations the DC power flow approximation is written as
follows:

Pk ≈
∑

m∈Ωk

x−1
kmδkm (2.15)

Written in matrix form this becomes:

P = Y δ (2.16)

where:

P : is the vector of power injections,

Y : is the nodal admittance matrix augmented with the transient reactances of the
generators,

δ: is the vector of voltage bus angles.

Since the angles at the load buses are unknown the admittance matrix is split into
submatrices to derive an expression for the power injection at the generator buses.

[
Pe

Pl

]
=

[
Y11 Y12

Y21 Y22

] [
δe
δl

]
(2.17)

where:

Pe: is the power injection at the generator nodes

Pl: is the power injection at the loads

δe: is the electrical rotor angles

δl: is the voltage angle at the load nodes

The angle of the load buses can now be calculated as:

δl = Y −1
22 (Pl − Y21δe) (2.18)

Finally the power injections at the generator buses are:

Pe = Y11δe + Y12δl (2.19)
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If we are not interested in the angle of the load buses and are instead only interested
in the injected power at the generator node it can be convenient to substitute (2.18)
into (2.19) and rearrange to obtain:

Pe =
[
Y11 − Y12Y

−1
22 Y21 Y12Y

−1
22

] [δe
Pl

]
(2.20)

What now remains is to use (2.20) to connect several loads and generators together
to model a small power system. I will assume a power system consisting of ng

generators and nl loads. The loads will be assumed to be external input to the
system and independent of voltages and power system frequency. Moreover, I will
linearise the system and only look at small changes denoted by ∆. From (2.20)
it can be seen that a model for the generator rotor angles δe is needed. For one
generator i this model is given as:

∆δi(s) =
1

s
∆ωi(s) (2.21)

where ∆ωi(s) is given by (2.12). By using (2.20) and (2.12) the simple graphical
representation of a uncontrolled power system depicted in Figure 2.2 can be con-
structed. From the figure it can be seen that a change in any of the nl loads will
result in a change in all electrical powers in the system, which in turn will result
in a change in the rotor angular speed and position of all ng generators. Moreover,
since the steady state angular speed of the machines has to be the same in a stable
system it means that this value can be used as a measurement of the total balance
between mechanical and electrical power.

2.1.3 Controlling the mechanical power Gp(s)

As explained in the previous sub section it is necessary to balance the electrical
and mechanical power. This is performed by changing the mechanical power of
all the power plants. Since the steady state angular speeds of all the machines
are the same this variable can be used for a distributed control. However, all of
the plants cannot try to fully compensate the power imbalance. If all the plants
compensated the imbalance fully at the same time it would simply result in an
imbalance in the opposite direction. Instead, the control is designed such that it
should contain frequency deviations. The control is, therefore, often referred to as
frequency containment control (FCP), and is the control delivered by the FCR. In
this thesis the transfer function of this control is denoted Gp(s).

A graphical representation of this Gp(s) is depicted in Figure 2.3. If there is a dif-
ference between the speed of the machine ∆ω(s) and the reference to the controller
r(s) the controller Gc(s) will try to compensate for this difference by sending a
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GJ1(s)
1
s

∆Pm1(s) ∆ω1(s)

GJng(s)
1
s

∆Pmng(s) ∆ωng(s)

PF

∆δ1(s)

∆δng(s)

∆Pe1(s)

∆Peng(s)

∆Pl1(s)

∆Plnl
(s)

Figure 2.2: Uncontrolled power system with a DC power flow in the PF block

Gc(s)

ρ

Gs(s) Gt(s)

∆cref (s)
-

∆ω(s)
−

r(s) e(s) u(s)

−
∆c(s) ∆Pm(s)TurbineServoController

Figure 2.3: Block diagram of Gp(s)

control signal to the servo Gs(s). The servo is then responsible for opening or
closing the guide vane ∆c(s) to the turbine Gt(s), eventually leading to a change
in power. One important aspect of this process is the droop feedback ρ. Due to this
feedback the controller will not try to fully compensate the control error e(s). It
is the combination of this controller Gc(s), the droop feedback ρ, the servo Gs(s)
and the turbine Gt(s) that make up the FCP.

Since the FCP is not designed to remove the steady state deviation of the frequency,
a second process is needed to remove it. This is done by the frequency restoration
process (FRP), which changes the reference for the guide vane opening ∆cref (s)

1.
This is a centralised controller, which changes the power of the machines in the
system such that the frequency and tie line powers are brought back to their sched-

1It is possible to have power droop feedback and a reference for the power instead
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Figure 2.4: Temporal structure of frequency control using the ENTSO-E terminology
from [18]
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Figure 2.5: Hydro reservoir, waterway and turbine

uled values. In addition, it relieves the frequency containment reserves (FCR).

Finally, we have the restoration reserve process (RRP), which activates the restora-
tion reserves (RR) relieving the frequency containment reserves (FCR). A schem-
atic picture of how these processes relate to each other is given in Figure 2.4.

To understand how FCR is delivered a frequently used simple nonlinear model
of hydro power plants will be derived. A typical hydro power plant setup is de-
picted in Figure 2.5. The power plant consists of a reservoir, a penstock, a servo
controlling the guide vane opening and a turbine. To analyse the mechanical dy-
namics of the power plant we start by assuming that the flow in the penstock is
steady, the flow is incompressible, the flow is frictionless, and the flow is along a
single streamline [19]. With these assumptions we can use the Bernoulli equation
for our system:

∫ 2

1

∂v(t)

∂t
ds+

∫ 2

1

dp

ρ
+

1

2
(v22(t)− v21(t)) + g(z2 − z1) = 0 (2.22)
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where v(t) is the speed of the water in the penstock, v1(t) is the speed of the water
in the reservoir, v2(t) is the speed of the water out of the guide vane opening, p is
pressure, g is the gravitational constant, z2 and z1 are the meters above the ocean
for the points P2 and P1 respectively. We will make some further simplifying
assumptions, namely that the flow of the water is along a line C, which has length
L, the pressure at the points P1 and P2 are the same, and the speed of the water
at the reservoir v1(t) = 0. In addition we have that z1 − z2 is the head hb of the
reservoir and the output speed of the water is given by

v2(t) = v(t)A/ca(t) (2.23)

where ca(t) is the cross section area of the guide vane opening, and A is the cross
section area of the penstock. With the above simplifications we obtain the follow-
ing expression:

∂v(t)

∂t
=

ghb
L

− 1

2L

(
Av(t)

ca(t)

)2

(2.24)

We will now rewrite the equation in terms of mass flow instead of speed. We will
also use the base values defined in [20] to get the equation in per unit. The mass
flow through the penstock in per unit is given by:

q(t) =
Av(t)

qb
(2.25)

where qb is the mass flow with the guide vane opening fully opened. We also
introduce the time constant

Tw =
L

A

qb
hbg

(2.26)

In addition, we have the following expression for the guide vane opening in per
unit

c(t) =
√
2ghb

ca(t)

qb
(2.27)

With the above definitions we obtain the following expression for the turbine dy-
namics

q̇(t) =
1− h(t)

Tw
(2.28)

with h(t) = q2(t)/c2(t). It should be noted that (2.28) is the same equation as
that used in [20] except that we have assumed a frictionless flow. If we neglect
the damping in the turbine the mechanical power produced by the turbine can now
easily be calculated as

Pm(t) = Ath(t)(q(t)− qnl) (2.29)
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÷
∗ ∗ 1

sTw
∗ At

c(s) h(s)− Pm(s)

q(s)
1 −qnl

Figure 2.6: Simple nonlinear turbine model
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ω1(s)

−
c(s)

Figure 2.7: Classical governor model

where qnl is the per unit no load flow accounting for fixed losses in the turbine and
At is a proportionality factor used for going between the turbine MW rating to the
generator MVA rating [20]. The dynamics of the turbine are presented graphically
in Figure 2.6. This representation together with the governor depicted in Figure 2.7
is the one commonly referred to as HYGOV in several simulation softwares.

Since we will use linear system identification for identifying the dynamics we will
introduce a linearisation of the dynamics depicted in Figure 2.6. This will help in
comparing the results from the identification with the actual dynamics. From [20]
we have the following linear expression for the turbine dynamics.

∆Pm(s)

∆c(s)
=

At(1− sT1)

1 + sT2
(2.30)

with
T1 = (qo − qnl)Tw (2.31)

and
T2 = c0Tw/2 (2.32)

The subscript 0 denotes a variable at the operating point where we are linearising.

There are still some nonlinearities that may be present in a hydro power plant.
For instance in [21] it is reported that a backlash was found, between the servo
and guide vane opening, for some plants. Another nonlinearity that may play an
important role is the frequency response deadband. This is a deadband at the input
to the governor to reduce unnecessary wear and tear on the physical components of
the plant due to constant small changes in the power system frequency. However,
there is an upper allowed size for this deadband specified for the different classes of
generators given in [22], which means it is always possible to know approximately
the magnitude of this deadband.
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Gp(s) GJ(s)
r(s) e(s) ∆Pm(s) ∆ω(s)

-

K11

s

Power system

∆Pe(s)

∑nl

i=1 ∆Pli(s)

Figure 2.8: Hydro power plant in a power system

2.1.4 Closed loop transfer function of a power plant

To further understand how requirements on the stability of the frequency control
can be made the closed loop system involving GJ(s) and Gp(s) of one of the
plants in a power system is presented in Figure 2.8. The constant K11 in the figure
can be derived from (2.20) or by linearising (2.13) and the block power system
represents the rest of the power flow equations, and power plants.

The system depicted in Fig. 2.8 is a multi-input single output (MISO) system. The
stability of such systems will not be covered here, but a good reference source for
the interested reader is [23]. For this thesis it suffices to say that if one of the loops
in a MISO system is unstable, then the whole system will be unstable. Based on
this reasoning it makes sense that for all power plants it should be required that the
loop containing Gp(s) and GJ(s) to be stable. The remainder of this thesis will
explain how the stability margin and performance for this loop can be defined and
how this can be checked using measurements.

2.2 The new requirements on FCR
There already exist requirements on hydro power plants as described in the net-
work codes for grid connection of generators [22]. However, these are stated in
terms of time domain performance. Intuitively time domain requirements are quite
appealing as it is possible to define the plant’s response to different situations. A
simple example of this approach is demonstrated in Figure 2.9 where the input to
a power plant’s governor has been replaced with a step signal. It is possible, for
instance, put requirements on maximal activated FCR ∆Pmax and time to full ac-
tivation ∆tP . In the frequency domain this would mean putting a requirement on
the steady state gain and bandwidth of Gp(s). These are just simple examples and
a list of such requirements in use is provided in [18]. Another proposal from the
research community is given in [24], where it is also proposed to look at the time
domain performance of the plant in normal operation.



16 Background

0 50 100 150 200 250 300 350 400
−1

0

1

2

3

4

5

6
·10−2

∆Pmax

∆tP

Time[s]

p.
u.

Power
Governor reference

Figure 2.9: Step response test at a power plant in Norway

In the new draft requirements where the theoretical background is given [25], [26]
they define stability and performance requirements in the frequency domain for
FCR-N and FCR-D2 respectively. The idea for the stability and performance re-
quirements presented in this work is from [25] and the reference used for stability
theory for linear time invariant (LTI) systems are from [23].

To understand how to develop requirements for a hydro power plant in the fre-
quency domain one can start with the classical control loop depicted in Figure 2.10.
It consist of a controller K(s) trying to keep the output y(s) of the process G(s)
close to the reference signal r(s). The process is assumed to be subjected to noise
v(s) and the controller therefore does not only have to be tuned such that the sys-
tem is stable and track the reference signal effectively, but it should also reject the
disturbance as well as possible. From looking at Figure 2.8, it can be seen that the
loop containing Gp(s) and GJ(s) has the same structure as the classical structure

2N denotes normal operation and D disturbance
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K(s) G(s)
r(s) u(s) y(s)

-

v(s)

Figure 2.10: Classical control loop

depicted in Figure 2.10. I will therefore use classical control theory to explain the
new requirements for the loop depicted in Figure 2.8.

From classical control system theory it is known that the stability of the closed
loop system containing Gp(s) and GJ(s) depicted in Figure 2.8 can be deduced
from the loop transfer function L(s) given by:

L(s) = Gp(s)GJ(s) (2.33)

What is also of interest is how far away the system is from instability. This distance
will be referred to as the stability margin and will be denoted Ms. An easy way of
deriving the expression for the stability margin is to look at the Nyquist diagram
depicted in Figure 2.11. In this diagram the loop transfer function is plotted as
a function of frequency in the complex plane. The stability of the system can be
deduced from the figure by checking whether or not the curve encircles the point
-1. From the diagram it can be seen that the distance to instability (distance to the
point -1) is given by −1− L(jΩ). We therefore define the stability margin as:

1/Ms = min | − 1− L(jΩ)| (2.34)

Consequently, it is possible to check the stability margin of a hydro power plant’s
FCR by investigating L(s). However, it is more common to use the sensitivity
function S(s) which is given by:

S(s) =
1

1 +Gp(s)GJ(s)
(2.35)

From (2.35) one can see that the stability margin can be calculated as:

Ms = max |S(jΩ)| (2.36)

Based on (2.36) the stability requirement for the FCR is thus stated as in [25] as:

max |S(jΩ)| < Ms (2.37)

What remains is to formulate the performance requirements for a hydro power
plant. An approach often used by engineers is to look at the time domain perform-
ance [23]. Such requirements already exists for generators and are given in [22].
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Figure 2.11: Nyquist diagram for a hydro power plant

The approach used in [25] is from a technique referred to as loop shaping for dis-
turbance rejection [23]. To explain the idea, we start with the limit on the power
system frequency ∆fs, which should be within the range ∆fs < ±0.1Hz [18].
Since the hydro power plants under study use synchronous generators it is possible
to use the limit on the power system frequency to put a limit on the deviation of
the electrical angular speed of the hydro power plant’s rotor as:

∆ω(s) = GJ(s)S(s)d(s) = G1(s)∆Pe(s) (2.38)

It can now be seen that if the power of ∆Pe(s) is known, it is possible to put
requirements on the plant’s disturbance rejection given by G1(s) to try to keep the
frequency deviation below 0.1Hz.

|G1(jΩ)| <
σωreq√
φPe(jΩ)

(2.39)
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Figure 2.12: G1(s) and S(s) for a power plant

where σωreq is the variance of the change in electrical rotor speed when it is as-
sumed white and subjected to ω(s) < 0.2π.

2.3 Checking the new requirements
To check the new requirements in the frequency domain requires models of both
S(s) and G1(s), which for a hydro power plant often will look like that depicted
in Figure 2.12. If the definitions from [27] are used, there are two main approaches
for obtaining these models:

Modelling In this approach a mathematical model of a system is constructed from
laws of nature, physical principles and empirical knowledge.

System identification In this approach a model of the system is deduced from
measurements alone.

2.3.1 Modelling approaches for constructing power plant models

The modelling approach is well known and popular textbooks about power sys-
tem modelling include [16], [17]. However, these approaches still require data to
estimate the parameters of the model. Traditionally, there have been two main
approaches for estimating these parameters:

• Field tests at the power plant.

• Disturbance recordings
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An example of the first method is presented in [28] where parameters for a dynamic
simulation model are derived using field tests and physical reasoning. The aim
of the approaches is for the simulation model to produce waveforms as close as
possible to those recorded during the tests. During the field tests both steady state
measurements and load rejection tests were performed.

Intuitively it makes sense to use disturbance recordings for an estimation of model
parameters. The reason for this is that disturbances excite most of the system’s
dynamics and often reveal modeling errors in previously used models. For in-
stance during a blackout in 1996 the simulation models in use showed that the
system would be stable [29]. The paper [29] therefore proceeded to use meas-
ured data from this disturbance to better tune the simulation models. Other papers
such as [30]–[32] use unscented Kalman filters to estimate parameters. Another
approach used in [11] is to use heuristic optimisation to find the model parameters
minimising the difference between a simulated and measured signal.

2.3.2 System identification for constructing power plant models

Similar to the modelling approach the measurements used for system identification
traditionally come from field tests or disturbance recordings. An old example of
a field test where system identification is performed is [33]. The approach con-
sisted of injecting sine signals within a specified range and to measure the plant’s
response in the frequency domain. By doing this they constructed Bode and Nich-
ols plots of the plant. In other words they created graphical models of the plant.
A similar approach was also performed recently in [21] where sine injection was
used to derive a plant’s response in the frequency domain.

With the introduction of increasing numbers of wide area monitoring devices in
the power system the use of PMU measurements from disturbance recordings has
also been tested to identify models as presented in [34], which used disturbance
recordings for performing the identification assuming an ARX model structure.
In [2] identifying governor dynamics using PMU measurements from normal op-
eration was also tested.

2.3.3 ENTSO-E Nordic’s proposal for checking the new requirements

In [25] they propose replacing input to the governor with sine signals with different
frequencies to test the plant’s response to these frequencies. The setup is presented
in Figure 2.13, where r(s) represents the sine signals.

The power plant owners have to measure the plant’s response in electric power
while the input signal to the governor has been replaced by ten sine sweeps. The
time periods of the sine signals to be injected are given in Table 2.1. If we look at
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Figure 2.13: The setup used to find the transfer functions in [4], [25]
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Figure 2.14: Comparison of Gp(s) and Greq(s)

Figure 2.13 we can see that the transfer function from r(s) to ∆Pe(s) is:

Greq(s) =
Gp(s)GJ(s)K11

s+GJ(s)K11
(2.40)

To check if Greq(s) is a good estimate of Gp(s) we can insert the following ex-
pression for GJ(s) into (2.40)

GJ(s) =
1

2Hs+Kd
(2.41)

With this we get

Greq(s) =
Gp(s)K11

K11 + s(Kd + 2Hs)
(2.42)

Table 2.1: Time periods of the injected sine signals

10 15 25 40 50 60 70 90 150 300
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Figure 2.15: Greq(s) calculated at ten frequencies

In other words Greq(s) is the transfer function Gp(s) and a low pass filter. This is
demonstrated in Figure 2.14 where Gp(s) and Greq(s) are plotted together and we
can see them following each other closely up to a certain frequency.

To obtain the transfer function the draft requirements propose obtaining the fourier
transforms r(jΩp) and ∆Pe1(jΩp) where Ωp is the frequency of the injected sine
signal. By doing this it is possible to calculate Greq(jΩp) = ∆Pe(jΩp)/∆ω(jΩp)
for several frequencies to obtain an estimate for Greq(s). In Figure 2.15 the res-
ult of applying this approach to a power plant in the Norwegian power system
is presented. This figure clearly shows the ten frequencies at which the transfer
function was calculated.

What remains is to obtain estimates for S(s) and G1(s). To achieve this an estim-
ate of the total swing dynamics has been estimated given in [25].

GJsys(s) =
600MW

0.1Hz

f0
Ssys

1

2Hsyss+Kdsysf0
(2.43)

To use the system swing dynamics for each plant the following per unit system
was defined. The base value for each plant is given as it’s static gain3 that is

G(p.u.)
p (s) = Gp(s)/Gp(0) (2.44)

3The static gain of the plant is closely related to its droop
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G(z, θ0)
y[n]

v[n]
u[n]

Figure 2.16: System assumed by the identification

The base value for GJsys(s) is given as the sum of the static gains of all the power
plants in the system, that is

G
(p.u.)
Jsys

(s) =
GJ(s)∑Ng

i Gpi(0)
(2.45)

The transfer functions S(p.u.)(s) and G
(p.u.)
1 (s) are then estimated as

S(p.u.)(s) =
1

1 +G
(p.u.)
Jsys

(s)G
(p.u.)
p (s)

(2.46)

and
G

(p.u.)
1 (s) = S(p.u.)(s)G(p.u.)

p (2.47)

2.4 Checking the requirements using prediction error identific-
ation

In this work prediction error identification is used for the identification. It is worth
noting that this type of identification could also be used with the setup proposed
in the new requirements [4], instead of using ten tests for obtaining the transfer
function they could actually use only one.

In prediction error identification it is assumed that the system to be identified has
the structure depicted in Figure 2.16. The system to be identified is referred to as
the true system S and can mathematically be described as:

S : y[n] = G(z, θ0)u[n] + v[n] (2.48)

where z−1 is the time delay operator, v[n] = H(z, θ0)e[n], where e[n] is white
noise and θ0 is the parameter vector parametrising the true system S . The signals
u[n] and y[n] are referred to as the input and output of the system respectively.
In this work it is assumed that the true system can be described by a box-Jenkins
model structure:

G(z, θ0) =

∑nb
i=1 biz

−i

∑nf

i=0 fiz
−i

, H(z, θ0) =

∑nc
i=1 ciz

−i

∑nd
i=0 diz

−i
(2.49)
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The true parameter vector is thus

θ0 =
[
b1 . . . bnb

1 f1 . . . fnf
c1 . . . cnc 1 d1 . . . dnd

]
(2.50)

The aim of the system identification procedure is then to, given a dataset ZN =
{u[n], y[n]|1 . . . N} containing N samples, find an estimate θ̂N of the true para-
meter vector θ0. For finding our estimate θ̂N we will use prediction error identific-
ation [27]. The aim of prediction error identification is to find the parameter vector
θ̂N minimizing the prediction error criterion. The prediction error is defined as:

ε[n, θ] = H−1(z, θ)(y[n]−G(z, θ)u[n]) (2.51)

It can now be seen that if the true system is inserted into (2.51) the prediction error
will be e[n], which makes sense as even the true system cannot predict the white
noise representing process noise and other unmodelled dynamics. We can now
find our estimate as the argument minimising (2.51), or in other words:

θ̂N = argmin
θ

1

N

N∑

n=1

ε2(n, θ) (2.52)



Chapter 3

Methodology

As stated in the previous chapter prediction error identification is used to identify
the transfer functions needed for checking the new draft requirements. Depending
on what measurements we have available and whether or not we can add extra
excitation to the plant, three different approaches for checking the stability and
performance of the FCR have been developed.

3.1 Approaches for checking the requirements
The three approaches for checking the requirements are:

1. PMU measurements close to the power plant, without added extra excitation.

2. Control system measurements from the power plant, without added extra
excitation.

3. Control system measurements from the power plant, with added extra excit-
ation.

The first approach is presented in Paper III, the second approach is presented in
Paper IV and the third approach is presented in Paper VI.

All of the approaches consist of the same steps. What differs between the ap-
proaches is the dataset collected. In Table 3.1 the different measurements needed
for the different approaches are explained. For the third approach it is also pos-
sible to first identify FCR dynamics Gp(s) and the swing dynamics GJ(s) before
calculating S(s) and G1(s). However, to do this it is necessary to identify the
servo Gs(s); how to do this is outlined in Paper VI. It is also worth noting that the

25
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Table 3.1: Measured data for the different approaches

Approach output y[n] input 1 u1[n] input 2 u2[n]

1 power system frequency generator power
2 generator rotor angular velocity generator power
3 control system error generator power control system reference

measurement of the generator rotor angular velocity can be replaced with measure-
ments of the power system frequency; however, this will lead to a biased estimate
for faster dynamics.

Data collection In this step data are collected either from a PMU or from the
control system of a hydro power plant.

Preprocessing of data First it is necessary to calculate the correct variables. For
instance if the data are from a PMU it is necessary to calculate power from
the voltages and currents. In some cases it is also necessary to take into ac-
count that the measured values may have been scaled or use the wrong units.
The collected data should be passed through a low pass filter, decimated and
the average removed.

System identification It should be ensured that the correct model order is chosen.
This can be seen as an iterative process, where we first attempt a high order
model. Following this we should perform a residual test on the model. The
residual test for closed loop identification consists of checking whether or
not the prediction error is white. If it is not white this may indicate that the
results are biased. In Figure 3.1 an example of two residual tests from the
system identification toolbox in MATLAB is presented. The figure shows
the autocorrelation of the prediction error, if the prediction error is white
there will be no autocorrelatioun. From the figure it is possible to conclude
that the prediction error of the tested models most likely are white.

It is also beneficial to look for pole zero cancellation. In Figure 3.1 we can
see a spike in the frequency response of some of the transfer functions. This
spike represents a pole zero cancellation and can be removed by reducing the
order of the of the numerator. If the model passes the tests then we can try
with a lower order and then continue reducing the order until the model no
longer passes the test. An example of this process is presented in Figure 3.1.
Here four attempts of identifying Greq(s) of a power plant in the Norwegian
system are shown. Here, we can see that all the transfer functions except one
pass the residual test. We therefore discard the one not passing the residual



3.1. Approaches for checking the requirements 27

Figure 3.1: System identification toolbox [35] workflow

test. For the other transfer functions we see that all except one have pole
zero cancellation. The pole zero cancellation can be seen as the spikes on
the bode diagram. We therefore keep the transfer function drawn in red,
which passes all the tests.
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Chapter 4

Discussion and results

In this chapter it will be explained how the different papers contribute to answer-
ing the research questions (RQs) raised in the introduction. The questions are as
follows:

1. Can power plant dynamics be identified using a PMU?

2. Can power plant dynamics be identified using control system measurements
without disturbing the operation of the plant?

3. What is the effect of nonlinearities on the identification?

To answer these questions 36 different datasets from 4 power plants in the Norwe-
gian power system were obtained.

Dataset 1− 19: PMU measurements from power plants 1 and 2.

Dataset 20: PMU measurements from power plant 3.

Dataset 21− 31: Control system measurements according to [25] from power
plant 3.

Dataset 32− 36: Control system measurements from power plant 4, while the
plant was operating in closed loop.

In addition two different test networks were used, with the first being presented
in Paper II. This paper does not directly answer any of the research questions,
however, it is used in all preceding papers. In Paper V a test system developed for

29
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FCR requirements
• Gp(s) using control system measurements.
• GJ (s) from estimated system inertia.
• Designed requirements.

Reference [2]
Estimate of Gp(s) using PMU measurements.

Paper I
RQ 1: Promising indications it may work using same

approach as [2], but with a different algorithm.
Datasets: 1− 19

Paper III
RQ 1: Shows that G1(s) can be estimated from PMU

data, and states conditions for a non-biased result.
Dataset: 1
Test system: Paper II

Paper IV
RQ1 GJ (s) and S(s) can be approximated from G1(s)

using PMU measuremens.
RQ2 Identifies G1(s) using power system frequency and

electric power from a control system and detects
changes in governor settings.

Dataset: 20− 36

Paper V
RQ1: Demonstrates the effect of using power system

frequency instead of the angular speed of the
machine’s rotor.

RQ2: Discusses and demonstrates the difference in using
power system frequency or the rotor’s angular
speed as the feedback to the governor.

RQ3: Demonstrates the effect of typical nonlinearities.
Dataset: 20− 36
Test systems: Paper II and [N44]

Paper VI
RQ1: The analysis regarding biased results performed for

RQ2 is also relevant here.
RQ2: Gives conditions for non-biased results for G1(s),

S(s), GJ (s), and Gp(s). Shows that the condi-
tions may in general not hold, but demonstrates
that the bias should be limited. Shows when added
external excitation is needed.

Dataset: 32− 36
Test systems: Paper II

Figure 4.1: Overview of how the different papers answer the main research questions and
how they relate to each other

a commercial power system simulator is also used. This test network is referred to
as N44 and described in [11], [12].

An overview of how the different papers relate to each other, along with which
dataset and test system they use is presented in Figure 4.1. Moreover, the figure
provides an overview of the main contributions the different papers have towards
answering the research questions. A more detailed discussion on how the papers
answer the research questions is presented in the following discussion.
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Figure 4.2: Cross validating of dataset

4.1 Initial tests using vector fitting Paper I
In the first paper the idea was to follow up on the work performed in [2]. This
work was inspired by the work in the new draft requirements [4], where the trans-
fer function from the input of the governor to the electrical power is identified,
while the plant is in open loop. Similarly, the basic idea in [2] and Paper I was to
attempt the same identification while the plant was operating in closed loop using
PMU measurements. This would make it possible for TSOs to directly check the
new requirements using PMU measurements. However, as pointed out in Paper V
it is not possible to identify Gp(s) by doing this. Still, there is some merit to
the approach as the identified transfer function will follow Gp(s) for the slowest
dynamics.

Although the approach described in this paper cannot identify the full dynamics
of Gp(s), it did contribute to answering the first research question. In the paper
several datasets with different time lengths were tested and for all of them one it
was possible to obtain a transfer function resembling the slow dynamics of a gov-
ernor. Furthermore, the obtained models performed very well when cross validated
against other datasets. An example of this is depicted in Figure 4.2 where a dataset
obtained using data from spring is cross validated against a dataset obtained dur-
ing fall. This gave us clear indications that it was worth further investigating what
could be obtained using PMU data.

For the paper an open source version of time domain vector fitting was developed,
which can be downloaded here [36]. The paper itself [5] was presented at the
conference Powertech 2017.
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Figure 4.3: Single line diagram of the simple test system

To summarise the main contributions of this paper are:

• To test the idea from [2] on more datasets (dataset 1-19).

• The development of an open source toolbox for time domain vector fitting

4.2 Development of a simple test system Paper II
To further investigate whether or not PMUs could be used to check parts of the new
requirements I entered into cooperation with my co-supervisor Xavier Bombois.
To explain the system identification problem involving power system components
to an expert from another domain, a simple test system was developed. The single
line diagram of the test system is depicted in Figure 4.3. It consisted of two gen-
erators, a load and the lines connecting them. The power plants were modelled
using the swing equation, their synchronous reactances, a linear turbine model
and a governor. The power plant at bus 1 is the power plant where we wanted to
perform the identification and the other power plant is an aggregated power plant
representing a strong grid. To model random switching events and load changes
in the power system an aggregated load was used. The power flow on the lines
was modelled using a dc power flow. The rationale behind this is that the voltage
dynamics are not important for explaining the underlying dynamics of the FCR.
By combining these three power system components we could capture the main
dynamics relevant for identification of FCR dynamics.

The work was presented in a paper [6] at MATHMOD 2018. In the presented pa-
per the focus was on the modelling of the power plant and load and how to connect
these elements together to obtain a test system relevant for analysing the identifi-
ability of hydro power plant dynamics. This test system was used for conducting
simple simulations in the papers III, VI and V. However, the linear turbine model
was replaced with the nonlinear model, presented in Chapter 2, in the two last pa-
pers. The test system was also used for developing some of the transfer functions
used for the analytical analysis of the identification problem presented in Paper III.

Although the paper did not directly contribute to answering any of the research
questions, the developed test network was heavily used in the preceding papers.
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Moreover, the simple derivations presented in the paper can be useful for power
system engineers who want to understand the modelling choices and assumptions
in the preceding papers. To summarise the main contribution of this paper is:

• The development of a simple test system capturing the main dynamics rel-
evant for FCR, which could be used in the following papers.

4.3 Theoretical validation of the PMU approach Paper III
In Paper III it was decided to look further into what could possibly be identified
using PMU measurements. To achieve this the test system developed in Paper II
was used to show that when the plant is operating in closed loop the transfer func-
tion from the electrical power to the electrical rotor speed of the machine is in
fact the disturbance rejection function G1(s). This means that it is not possible to
identify Gp(s) using PMU measurements as was attempted in Paper I. This fact is
further investigated in Paper V. However, since the paper shows that the TSOs can
identify G1(s) using PMU measurements, it means that parts of the requirements
can actually be checked online using PMUs.

In addition to present which transfer function can actually be identified using PMU
measurements, the paper also looks into the conditions for ensuring a consistent
estimate. To do this the following was assumed:

Assumption A1 The frequency measured by the PMU is a good estimate of the
electrical angular speed of the machine’s rotor if the PMU is sufficiently close to
the generator.

Assumption A2 The random load changes in the power system can be modelled
as filtered white noise and are uncorrelated to any process noise at the power plant

Assumption A3 The measurement noise of the PMU is negligible.

If the above assumptions hold it was shown that a consistent estimate of G1(s) can
be obtained if the following condition holds

Condition C1 There is a delay in either the swing equation or the transfer func-
tion from the electrical angle of the generator to the electrical power at the bus
bar of the power plant.



34 Discussion and results

−100

−80

−60

−40

−20

0
M

ag
n

it
u

d
e

(d
B

)
From: u1 To: y1

10−3 10−2 10−1 100 101
−180

0

180

360

P
h

as
e

(d
eg

)

Frequency (rad/s)

Bode Diagram

Figure 4.4: Identification of G1(s) on dataset 20

In this paper it was assumed that Condition C1 holds. However, as pointed out in

Paper VI this, may not be the case. The results were demonstrated using the test

system developed in Paper II and dataset 20. In Figure 4.4 the transfer function

obtained using dataset 20 is presented.

To summarise the main contributions of this paper are:

• To show that the transfer function that can be identified using PMU meas-

urements is G1(s) and not Gp(s)

• To show that the TSOs can check parts of the requirements using PMU

measurements

• To present under which conditions this transfer function can be identified

4.4 Comparison of a PMU-based approach and the draft re-
quirements approach using tests from two of Statkraft’s
power plants Paper IV

In Paper III it was demonstrated that it is possible to obtain the disturbance re-

jection function G1(s) using PMU measurements, given some assumptions and

conditions. In Paper IV it is demonstrated that it is possible to use these measure-

ments to obtain an estimate of the sensitivity function S(s). Or, in other words, it
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Figure 4.5: Comparison of estimate of G1(s) obtained using my approach and the one

proposed in [4]

shows how S(s) can be approximated from an estimate of G1(s). The method is

compared with the draft requirements using results from a power plant owned by

Statkraft. Results from another power plant are used to test whether or not G1(s)
obtained using measurements of electrical power and power system frequency can

capture governor parameter changes, and whether or not the static gain of obtained

estimate of G1(s) is reasonable.

The first power plant is suitable for a comparison between the PMU approach

and the draft requirement approach. The reason for this is that Statkraft already

had performed tests according to the new draft requirements, which they were

willing to share with me. In addition I was provided PMU measurements from the

high voltage side of the plant’s step-up transformer. This enabled me to compare

the results obtained using my approach and the draft requirements. There are,

however, two aspects that reduces the value of the comparison: the first being that

the measurements were taken at different dates, the second being that Statkraft’s

measurements were from one generator and the PMU measurements capture the

effect of four generators. However, since the four machines were very similar and

the results were presented in per unit, the results should not differ to any great

extent. The comparison is most easily visualised on the estimate of G1(s). An

example of this is presented in Figure 4.5. Here it can be seen that the transfer

functions follow each other quite well for slow dynamics and start to differ for

faster dynamics. It is, however, quite reasonable that the results differ for faster

dynamics. These dynamics are determined by the inertia constant of the machine,

and since my approach uses an estimate of the inertia constant of the machine

and [4] uses an estimate of the total system inertia, we cannot expect the same

results for these dynamics.

In the draft requirements they calculate the phase and amplitude of the transfer

function they identify at 10 frequencies, which corresponds to those used to excite

the plant. Paper IV demonstrates that the same transfer function can be obtained at

all frequencies up to the Nyquist frequency using only one dataset. An example of
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Figure 4.6: Comparision of estimating Gp(s) using the Fourier transform and ten sine
sweeps and estimating Gp(s) using one dataset and prediction error identification.
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Figure 4.7: Identification of G1(s) with different governor settings.

this is depicted in Figure 4.6 where we can see the identification using the approach
proposed in the new draft requirements and the identification using prediction error
identification and either a sine or step test. This means that it is possible to greatly
simplify the identification procedure even if we are using the proposal from the
draft requirements.

At the second power plant only measurements from the plant’s control system
were used. However, unlike the draft requirements no extra excitation was added
to the plant and it was operating in closed loop. During the test the electric power
and power system frequency were collected from the control system of the plant.
This makes this comparable to having a PMU as close as possible to the generator.
During the tests the power plant was run with different droop settings and control
system parameters. The identification approach successfully captured all changes
and the droop estimated from the identified transfer functions corresponded well
with the actual droop settings, as can be seen in Figure 4.7. Different lengths of
the datasets were also tested and good results were obtained with dataset lengths
as short as 15min.
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To summarise the main contributions of this paper are:

• Presentation of a method for checking the requirements using only PMU

measurements.

• Comparison of the draft requirements and PMU approach on a power plant.

• Demonstrates that only one dataset is needed to check the draft requirements

instead of ten.

• Checking if an approach where electrical power and power system frequency

is measured can estimate the droop settings and detect governor parameter

changes.

4.5 An extension of Paper IV, with more discussions, simula-
tion comparisons and more simulation validations Paper V

This paper builds on the previous paper, in the sense that it compares the PMU

approach and the approach in the draft requirements. However, as will be outlined

below it adds several other contributions.

The paper demonstrates the fact that previous papers [2], [5] assume the opposite

causality with respect to the input and output of the system compared to the ap-

proach in this thesis. It is argued through physical reasoning that the approach in

this thesis is the correct one. Moreover, Monte Carlo Simulations (MCS)s are used

to demonstrate that the approach in this thesis is the correct one.

Another aspect that may influence the identification is whether or not the hydro

power plant is operated using power system frequency as the feedback to the gov-

ernor or the electrical angular speed of the rotor. In a previous paper assump-

tions A1 assumes these signals to be equal. This assumption is tested using MCS

and the simple test system developed in Paper II where it can be seen that there

is no difference for slow dynamics and that there will be some difference for the

faster dynamics. Assumption A1 is also tested using MCS and the simulation soft-

ware PSS/E. It is shown that when using the power system frequency instead of

the electrical angular speed of the rotor in the identification that the slope of G1(s)
will be incorrect as can be seen in Figure 4.8. However, the rest of the transfer

function is still estimated correctly well within the frequency range investigated

in the new draft requirements. This result should not be very surprising since the

angular velocity of the rotor of synchronous machines should be the same for slow

dynamics. Otherwise, they would not be synchronous.
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Figure 4.8: Identification of G1(s) using the electrical angular speed of the rotor, and the
power system frequency measured at different distances from the machine

The effect of deadband on the input to the governor and backlash on the servo
on the identification is also investigated. As can be expected a large deadband or
backlash will result in no identification. However, as long as the deadband and
backlash is reasonably small the identification should still be possible.

To summarise the main contributions of this paper not included in IV are:

• A clarification of the difference between identifying from the electrical power
to the frequency instead of vice versa

• An analysis of the importance of the type of governor feedback

• A test of Assumption A1 using MCS and PSS/E

• A test of the importance of nonlinearities such as the deadband and backlash
using MCS

4.6 Checking the requirements using measurements from the
control system of a hydro power plant Paper VI

After having analysed what can be done in terms of checking the requirements us-
ing a PMU a natural next step is to move on to control system measurements and
the possibility to add external excitation. This is an approach closer to what is pro-
posed in the new draft requirements; however, in this paper the plant is operating
in closed loop.

In the paper it was proven under which conditions a consistent estimate of G1(s)
and S(s) can be identified if extra excitation is added. It is also proven under which
conditions an estimate of GJ(s) and Gp(s) can be estimated if extra excitation is
added. To estimate GJ(s) and Gp(s) it was also necessary to estimate a model of
the servo Gs(s). It was therefore also proven under which conditions it is possible
to obtain a consistent estimate of Gs(s) as well.
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Figure 4.9: The mean value of |Gp(e
jΩ, θ̂N )| and |GJ(e

jΩ, θ̂N )| calculated from the
MCS. The solid lines are the analytical calculated versions and the dashed, loosely dashed,
dotted, and loosely dotted lines represent an SNR of 50dB, 26dB, 6dB, and 3dB respect-
ively

The same delay condition as in Paper III is still used in the proofs for the consist-
ency. However, unlike the previous paper it is pointed out that due to the physics
of the power system this delay condition will generally not hold. It is argued that
the bias introduced by the lack of the delay can be expected to be small. This is
also demonstrated using MCS. Another important point is that the bias introduced
by the delay will be smaller when extra excitation is added. An example of the
effect of the lack of the delay condition is presented in Figure 4.9. In the figure the
process noise at the plant, which may create biased results if the delay condition
does not hold has been varied. The relation between the useful excitation of the
plant and the process noise is expressed as the signal to noise ratio (SNR). From
the figure it can be seen that quite good results are obtained for quite low SNRs.
Moreover, the bias first occurs for the faster dynamics.

When estimating the transfer functions MISO identification is used, except for
the servo and the disturbance rejection function. One important point to keep in
mind when doing MISO identification is that the system identification toolbox
has trouble initialising the identification properly if a box-Jenkins model structure
is used. It was therefore chosen to use an ARX model structure, which does not
involve a problem with the initialisation. The drawback with using the ARX model
structure is that a high order model has to be chosen to prevent bias from the choice
of the model structures, this will lead to higher variance.

The results from the power plant where control system measurements were used
were also included in this paper.

To summarise the main contributions of this paper are:
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• An approach for identifying G1(s) and S(s) directly while the plant is op-
erating in closed loop

• An approach for identifying Gp(s) and GJ(s) and Gs(s) while the plant is
operating in closed loop

• A more correct discussion of the delay condition presented in Paper III

• It was shown that there may be introduced a bias in the estimate due to the
lack of delay, however, it will likely be small

• Adding excitation reduces the bias

4.7 Some aspects not discussed in the papers
Notice that the new requirements do not say anything about the loop made up of
GJ(s)K11/s. Moreover, the true disturbance to the plant is vl(s) since ∆Pe(s) is
made up of both vl(s) and a contribution from the plant itself. However, the stabil-
ity of this loop is influenced by the excitation and voltage controller of the power
plant as well as any potential power system stabiliser. These control systems oper-
ate at faster timescales than the FCR and we will therefore not analyse the stability
of this loop in this work. However, this is something that could be interesting to
analyse in future works.

One important thing to keep in mind is that the papers assume that there is no
significant backlash in the servo of the plant. This is normally the case if the
turbine is a Pelton turbine or a low pressure Francis turbine. In the case of high
pressure Francis or a Kaplan turbine there may be a significant backlash. In these
cases it is not possible to achieve good results, as pointed out in Paper V. However,
if one uses the approach presented in Paper VI it may, for instance, be possible to
manage the backlash in a similar manner as that proposed in [21].



Chapter 5

Conclusions and
recommendations for further
work

5.1 Conclusions
To move in the direction of writing the requirements for hydro power plants in the

frequency domain is a promising idea. However, it should be a goal to do this in

a way which is as gentle as possible with regards to the economic losses of the

power plant owner as well as the mechanical strain on the plant. In this work it

has been investigated whether or not the requirements of a hydro power plant in

the frequency domain can be checked while the plant is in normal operation. The

investigation not only included the development of three novel methods, but also

the analysis of whether or not these methods would give consistent results.

For normal operation, that is, in closed loop operation without added external ex-

citation, it is possible to identify the disturbance rejection function G1(s) with

measurements of the plant’s electrical power output and angular speed of the ro-

tor. These are measurements that are often available from the power plant’s con-

trol system. However, using these measurements it is not possible to guarantee a

consistent estimate, due to the lack of the delay mentioned in Condition C1. In

practice, the introduced bias can be expected to be small as long as the external ex-

citation to the plant is large compared to the plant noise. Furthermore, using these

measurements it is possible to find an approximate estimate of the plant’s inertia

41
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and the plant’s sensitivity function S(s). In case access to the control system of

the plant is unavailable it is still possible to obtain these transfer functions using

measurements from a PMU, if it is located sufficiently close to the plant. However,

when using the power system frequency measurement instead of the angular speed

of the rotor the identified transfer function will be biased for faster dynamics.

If external excitation is added to the power plant it is possible to identify both

the sensitivity function and the disturbance rejection function directly. This only

requires access to typical control system measurements. The other advantage of

adding extra excitation is reduced bias due to the lack of the delay. It is also pos-

sible to identify the swing dynamics and FCR dynamics of the plant separately

with access to control system measurements and added extra excitation. In both

cases it is sufficient to record only one dataset. This is in contrast to what has

been suggested in the new draft requirements where they recommend several data-

sets per identification. Another important observation is that, even with the setup

proposed in the new requirements, only one dataset is needed, if prediction error

identification is used.

The answers to the main research questions outlined in the introduction serve to

summarise the conclusions:

• Can the requirements be checked using PMU measurements? Yes, they

can, but the estimate will be biased, especially for faster dynamics. The

reason for this is twofold. Most importantly, the power system frequency

and the angular speed of the rotor may differ for faster dynamics. Secondly,

there is a delay condition that most likely is not fulfilled. However, the bias

due to the lack of this delay condition is expected to be small.

• Can the requirements be checked using control system measurements,
while the plant is in normal operation? Yes, but the estimate will be

biased. However, it will be less biased than when using PMU measure-

ments. The reason for this is that we can normally expect the measurements

obtained closer to the plant to be better for the identification. Moreover, if

we have access to measurements of the electrical angular speed of the rotor,

the only bias will be due to the lack of the delay condition.

• Can the requirements be checked using control system measurements
and added excitation? Yes, and the bias will be negligible. This is because

when we control the excitation, we are able to make the signal to noise ratio

sufficiently high. This is decisive for the identification.

The conclusions are based on prediction error identification. It is still an open



5.2. Future work 43

research question if other methods will yield the same conclusions.

5.2 Future work
A possible direction for future work may involve an investigation of what type of

plants the proposed methods works for. In this work it is assumed that the servo

controlling the water flow in the plant does not have any backlash. This should

normally be true for pelton turbines and low pressure kaplan turbines. For plants

where the servo has a significant backlash it is necessary to determine what the

best way to check the requirements is.

More tests on actual power plants should also be performed. Most importantly

the difference between using the power system frequency to the electrical angular

speed of the rotor should be investigated. Moreover, it should be verified that the

measurements of the electrical angular speed are of good enough quality. Empir-

ical results on the different noises that may be detrimental to the results should also

be obtained. In particular, measurement noise and process noise may introduce a

bias in the estimate. In this work some simulation comparisons were performed,

but the only way to determine whether or not this noise will be a problem is to con-

duct tests on real plants. One possible approach for mitigating the bias introduced

by the process noise could be to perform the identification from the voltage angle

of the generator bus bar instead of the electrical power. However, this still remains

to be investigated.

Finally, as demonstrated, in many cases external excitation should be added for the

identification. In this work it was only tested with white noise. It should be invest-

igated what signal will give the desired accuracy while keeping the disturbance of

the plant to a minimum.
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Abstract—With the introduction of more and more renewables
into the power system both the inertia and the primary frequency
reserves are expected to decrease. It is therefore a growing
concern that the frequency quality will deteriorate. One way
of mitigating these problems may be a more detailed monitoring
of the generators providing the primary reserves.

A promising approach for monitoring the generators is to
identify turbine governing system parameters using system
identification. This will allow for estimating the droop and the
bandwidth of the governor, parameters that are important for
the primary control. Furthermore, if this can be reliably done
on ambient data, updated estimates of these parameters can be
obtained relatively fast.

In this paper we will look into how vector fitting can be
used for this purpose. The algorithm possesses some interesting
properties for automatically constructing models from ambient
data. How this can be done will be presented together with results
obtained using real data from the Norwegian power system. A
simple criterion for reducing the obtained model order is also
proposed.

Keywords—Turbine governors, PMUs, ambient data, system
identification, time domain, vector fitting

I. HYDRO GOVERNOR PARAMETER ESTIMATION USING
VECTOR FITTING

The introduction of more and more renewables into the
power system has lead to a concern for the system’s frequency,
since these units often do not provide inertia or the ability to
provide frequency containment reserves (FCR). To mitigate
these problems for continental Europe one proposal is to
use hydro power plants in the Nordic, as providers of FCR
thorough interconnectors. For the Nordic countries this is both
an opportunity and a challenge as their systems will have to
both handle their own intermittent production and large shifts
in power flows on interconnectors to continental Europe. These
challenges are well understood by the Nordic transmission
system operators (TSOs) and are thoroughly covered in their
challenges and opportunities report [1].

In this paper we will investigate the possibility to use
phasor measurement units (PMUs) to monitor the FCR. One
advantage of this approach is that TSOs can use their own
equipment to monitor generators, which are important power
system equipment not owned by the generators. Furthermore,
we propose to use ambient PMU data to not disturb the
operation of the power plant. This will serve as a supplement to

the required data exchange between generators and TSOs and
can also be used on generators not covered by the grid code
on requirement for grid connection of generators (RfG)[2].

System identification techniques have previously been ap-
plied to real system data in papers such as [3]–[5]. The
authors of [5] use constrained optimization on disturbance
data from the Crete power system and the authors of [4]
apply an unscented Kalman filter to the measurements from a
trip event in the Midcontinent Independent System. Common
for these papers is the use of data from disturbances. For
the purpose of model validation this is sufficient, however,
for a more continuous monitoring one would need to use
data from normal system operation. An example on how this
can be achieved is presented in [3] where an auto regressive
exogenous (ARX) model structure is applied to recordings
from normal system operation in the Norwegian grid.

One disadvantage of the ARX model structure is that one
needs to select an appropriate model order to get a good
fit. For the purpose of performing a continuous monitoring
it would be an advantage if less tuning was needed. One
method that may have these properties is time domain vector
fitting [6]. Therefore, we will in this paper present how this
method can be applied to estimate model of turbine governors.
Furthermore, we will show that the method does indeed
possess interesting properties for online applications, due to its
performance with respect to speed, accuracy and the amount
of tuning needed.

Time domain vector fitting is presented in section II and the
code used is available at [7]. Hydro governors are discussed
in section III and the results are presented and discussed in
section IV. The final section covers the conclusion regarding
the methods performance and how it should be tuned.

II. TIME DOMAIN VECTOR FITTING

Vector fitting was introduced for the frequency domain in
[8] and later extended to the time domain in [6]. It is an
iterative algorithm where each step start with a set of starting
poles that are updated at the end of the step until convergence
is reached.



A. The algorithm

In the vector fitting algorithm it is assumed that the transfer
function of the system can be expressed using the rational
transfer function:

H(s) = d+

np∑

i=1

ri
s− pi

(1)

In (1) the unknowns to be estimated are d, ri and pi. Since
some of the unknowns are situated in the denominator the
problem is not linear. To make the problem linear it is
multiplied by an unknown scaling function σ(s) with known
poles p̃i defined such that:

σ(s)H(s) = d+

np∑

i=1

ri
s− p̃i

(2)

It can be proven that the zeros of σ(s) will be equal to
the poles of (1) [9]. σ(s) is unknown, hence the following
approximation for σ(s) given in [8] is introduced as:

σ(s) ≈ 1 +

np∑

i=1

ki
s− p̃i

=

∏nz

i=1(1− z̃i)∏np

i=1(1− p̃i)
(3)

Notice that if the zeros z̃i of (3) equal the starting poles p̃i (3),
the weighted problem (2) equals the original problem (1). This
implies that if the correct poles of the system is identified, ki
equals zero.

Vector fitting in the time domain can now be obtained by
multiplying (2) by the input signal u(t) and performing laplace
inverse.

y(t) ≈ d̃x(t) +

np∑

i=1

r̃ixi −
np∑

i=1

k̃iyi (4)

Notice that the unknowns in (4) are denoted with a ˜ to mark
that these are recalculated every iteration. The waveforms
xi(t) and yi(t) are obtained from the following convolution
integrals:

xi =

∫ t

0

ep̃i(t−τ)xi(τ)dτ (5)

yi =

∫ t

0

ep̃i(t−τ)yi(τ)dτ (6)

These integrals can be solved using an IIR filter [6].

xi[k] = αixi[k − 1] + βx[k] + βx[k − 1] (7)

In (7) we use the coefficients defined in [10], which imple-
ments the trapezoidal method for numerical integration.

α =
1 + p̃i

∆t
2

1− p̃i
∆t
2

, β =
∆t

2− p̃i∆t
(8)

where ∆t is the sampling time.
The unknowns of (4) are now obtained using least square

fitting. Then the updated poles to be used in the next iteration
of the vector fitting is obtained as the zeros of (3).

B. Starting poles for vector fitting

Unlike the (autoregressive moving average exogenous) AR-
MAX type model structures, vector fitting does not require
one to find an appropriate model order for the system. One
only needs to define a set of starting poles, which should be
given according to the rule of thumbs described in [8] that is
the starting poles should be:

• Linearly or logarithmically spaced
• Real or complex conjugate

Real poles should only be used to fit smooth functions,
whereas complex conjugate poles should be chosen in the
general case. Furthermore, for complex conjugate starting
poles the real part should be 1/100 of the complex part.

When it comes to the order of the model [8] states that
the starting poles that converge towards poles that are not
in the system one tries to fit will have low values of the
corresponding residues. This fact is used to make an automatic
order reduction procedure. The procedure is inspired by the
following convergence criterion from [9]:

‖ k̃1
p̃1

, · · · , k̃np

p̃np

‖ < ε (9)

which states that the vector norm of the normalized residues
of σ(s) should be below a certain tolerance limit ε. A similar
criterion can also be stated for the residues of the function we
are fitting, that is:

| ri
pi
, | < ε, i ∈ np (10)

where the normalized residue below the tolerance limit ε are
discarded. Other model reduction schemes have been proposed
in [11] where single value decomposition (SVD) and balanced
realization model is compared.

C. Indicator for goodness of fit

Various indicators exist for measuring the goodness of
fit when performing system identification. Typically theses
indicators try to give an indication on which model performs
best with respect to both ability to predict and complexity.
In this paper, however, we will use the simple indicator
normalised root mean square error (NRMSE) as defined in
(11) from [12].

NRMSE = 100(1− ||y − ŷ||
||y − ȳ|| ) (11)

where y is the measured response and ŷ is the estimated
response. The reason is that it is intuitively easy to understand.
Furthermore, as will be shown later, vector fitting normally
provides low order models meaning that the penalty term
for higher order models, included in most other indicators,
becomes less relevant. For an introduction to indicators on
goodness of fit please refer to a standard text book in system
identification such as [13].
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Fig. 1: PID hydro turbine governor

TABLE I: Hydro turbine governor parameters

Variable Explanation Approximate value
TD Derivative time 1− 2s
Tf Low pass filter time constant 0.2s
Kp Controller gain 1− 3
Ti Integral time 2− 10s
ρ Droop 0.04− 0.12

III. HYDRO TURBINE GOVERNORS

Since the Norwegian system is dominated by hydro units
our study will only consider hydro units. Therefore, a few
basic properties of hydro governors useful for understanding
identification of these will be briefly covered.

A. Transfer function of hydro turbine governors

In Fig. 1 a simple block system representation of a governor
and a turbine is depicted. The turbine and generator are
represented by the transfer function Ht(s), and their dynamics
are assumed to be negligible in the frequency range under
study. Unlike [14] the derivative action of the governor is
moved before the frequency reference to prevent changes in the
frequency reference to influence the derivative. The parameters
in the model are presented in Table I.

As explained in section II the vector fitting algorithm
requires a set of starting poles. To get an indication on what
range to choose from, the transfer function of the governor
can be analyzed.

H = −Kp
1 + sTD

1 + sTf
· 1 + sTi

ρKp + sTi
(12)

From (12) one can see that the system’s poles will be placed
at:

p1 = − 1

Tf
, p2 = −ρKp

Ti
(13)

This means that it is possible to get purely real poles or one
complex conjugate pair. Using the parameter values from Table
I one can see that the maximum range of the poles will be
5Hz and 0.18Hz.

B. Potential problems when performing the fitting

In our approach we will try to identify the transfer function
of the governor by measuring the frequency and the power
at a generator busbar. As can be seen from Fig. 1 the results
may be influenced by changes in the frequency and power

reference set points. The power reference is typically changed
as a ramp around the hour change. Unless the ramp is known
an identification during such an event will risk identifying
the ramp, instead of the governor dynamics. One also has to
be careful to select a filter that filters out electromechanical
dynamics. Furthermore both the governor and turbine contain
nonlinearities such as dead bands and limiters [14]. However,
in this paper it is assumed that the governor behaves linearly
around the operating point where its behaviour is observed.
Furthermore, when working with ambient data it is important
to choose a measurement time window where the relevant
dynamics of the governor is excited.

IV. VECTOR FITTING ON REAL SYSTEM PMU DATA

To test the applicability of vector fitting on real data, PMU
measurements from five generators at two different location in
Norway were collected. When testing vector fitting for online
identification there are some properties we want to look for:

1) Easy configuration.
2) Results valid outside of the measurement window.
3) A small measurement time window.
4) Low execution time

A. Identification approach

The approach used for performing the identification consists
of five main steps:

1) Data collection: This step consists of collecting PMU
data measurements from locations in the Norwegian
grid.

2) Partitioning of data set: When performing identification
It is important to ensure that a good fit is obtained. To
do this it is normal to partition the data set into one
identification part and one validation part, an approach
referred to as cross validation [13]. In principle cross
validation could be done by merely splitting the data set
into two parts. However, due to nonlinearities, lack of
dynamics or ramping, parts of a data sets may be unfit
for either identification or validation. To circumvent this
problem each data set is partitioned into partitions of
equal lengths. For a data set of one hour and partitions of
five minutes this gives 132 cross validation possibilities.

3) Preprocessing of data: All data is detrended, decimated
and filtered through a low pass filter. The decimation
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Fig. 2: Datasets for fall 2015 and spring 2016
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Fig. 3: Validation of models constructed from spring and fall dataset

factor and filter cut-off frequency is chosen such that dy-
namics up to 0.5Hz can be captured. At this frequency
one may have electromechanical dynamics, however,
it is unlikely that dynamic that close to the Nyquist
frequency will be identified.

4) Vector fitting is performed on all partitions
5) Cross validation and model selection All cross valida-

tion possibilities are attempted and the model with the
highest NRMSE is selected.

B. Starting order for vector fitting

As explained in section II the vector fitting algorithm takes
a set of starting poles as input. It is therefore of interest to
investigate which starting orders are best for performing vector
fitting on hydro governor data. To test this 19 data sets with
a measurement time window of 60 minutes were selected.

To decide what ranges of starting poles to test it is useful
to further investigate how many poles one can expect to find
and what values they will take. From the sampling rate of the

processed signal a natural upper bound of 0.5 is easy to deduce
using the Nyquist criterion. Furthermore, if one considers the
results obtained from (13) and the values from Table I one can
see that the maximum value of a pole should be no more than
0.18Hz. However, when testing different starting poles we
will try up to 0.5Hz which is the maximum we can identify.

To find the best starting poles for hydro governor fitting
different combinations of both real starting poles, complex
conjugate starting poles and combinations were tested for the
ranges reported in Table II. The purely real and purely complex
starting poles were linearly spaced and consisted of ten starting
poles. The mixed starting poles were a superposition of the
purely real and purely complex. Furthermore, different time
windows were also tested.

From Table II it is evident that best fits are obtained when
the starting poles contains complex conjugate pairs. When it
comes to the distribution of the poles there are no significant
difference. It is therefore reasonable to choose the maximum
starting pole as half of the sampling frequency. The important



TABLE II: Fit for the different starting poles and time win-
dows

Minutes Poles [0, 0.5] [0, 0.1] [0, 0.05]

5
Real 66.66% 66.66% 66.66%

Complex 73.07% 74.60% 73.53%
Mixed 74.89% 74.69% 74.42%

10
Real 68.45% 68.45% 68.45%

Complex 72.49% 73.84% 72.75%
Mixed 73.49% 72.60% 73.73%

15
Real 66.01% 66.01% 66.01%

Complex 69.72% 70.40% 70.33%
Mixed 70.86% 70.43% 70.12%

20
Real 70.73% 70.73% 70.73%

Complex 72.53% 72.27% 71.16%
Mixed 71.28% 71.91% 72.38%

25
Real 60.27% 60.27% 60.27%

Complex 63.45% 62.31% 63.45%
Mixed 63.14% 63.45% 63.45%

30
Real 68.01% 68.01% 68.01%

Complex 71.75% 71.45% 72.54%
Mixed 72.52% 71.44% 72.21%

decision then reduces to which cut-off frequency to use in the
antialiasing filter.

C. Measurement time window

Preferably one would want to obtain a good fit with a time
window as short as possible. Furthermore, one would want
the results to be valid for a wide as possible time range. In
subsection IV-B we investigated the best starting poles for
different time windows and as can be seen from Table II
good NRMSE values were obtained for all time windows. This
should not be very surprising as we look at dynamics in the
minute time range, which means that a time window of a
couple of minutes should be enough. It is also of interest to
investigate the validity range of a constructed model in terms
of time. To do this we will cross validate models constructed
from datasets that are measured half a year apart. The datasets
are from one measurement site and are from fall 2015 and
spring 2016 and are depicted in Fig. 2.

In Fig. 3 the result of using the frequency signal from
the spring dataset as input to the fall model and vice versa
is depicted. From this one can see that models constructed
half a year apart from the validation data perform satisfactory.
It should also be noted that all time windows perform well,
however, it varies which one is the best. The reason for this
is that the fit is more dependent on the dynamics contained in
the signal than the length of the signal.

Another aspect relevant for choosing the time window is the
execution time. Since, the execution time increases with the
number of samples a too large time window may result in a
too long execution time. However, with a time window of half
an hour one identification takes approximately half a second,
which should for all practical purposes be fast enough. It is
also worth noticing that the maximum model order obtained
using vector fitting and the proposed model reduction scheme
is third order models.
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Fig. 4: Bode plot showing governor gain and bandwidth

TABLE III: Estimated droop for generator at two different
times

Dataset Droop[%] Bandwidth[mHz]
Fall 2015 10 4.16

Spring 2016 8 2.41

D. Applications

The most obvious application for identifying governor mo-
dels are system validation. As one can see from Fig. 3 the
identified models represent the real system behaviour well and
can be used for this purpose. Another useful application is the
ability to estimate the droop and bandwidth of the turbine
governor. This can be used to check whether or not generator
droop settings are close to their reported values or to validate
that generators actually change their droop when instructed.

In Fig. 4 the Bode plots of the transfer functions constructed
from five minute time windows using the data sets presented
in Fig. 2 are presented. From the bode plot one can see both
the available bandwidth as well as the droop. Bode plots are
useful for graphical presenting the dynamics of the transfer
functions. However, one is also quite likely to be interested
in the values of the droop and the bandwidth. These values
are reported in Table III. An interesting observation is that
the estimated values of the droop and the bandwidth differ
in between the fall and spring dataset. This observation rises
an important question, that is out of the scope of this paper.
Namely, is the deviation due to an actual change in the droop
settings or due to uncertainties in the estimation technique.

V. CONCLUSIONS

Vector fitting shows very promising results for identifying
governor parameters obtaining good fits for all the considered
datasets. The most notable feature being the ability to obtain
good fits with little tuning. In short the tuning decisions that
has to be made are:

1) The cut off-frequency of the antialiasing filter



2) The time window
To choose the time window the decisive factor should be the
dynamics contained in the signal a discussion not covered in
this paper.

The algorithm also obtains the results quickly and the
proposed model reduction scheme results in low order models.
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Abstract: Recent concerns about the frequency quality in the Nordic power system has lead
to increased research on hydro turbine governors. Among this research is the use of system
identification methods. However, there has been no theoretical validation of the approaches
used. To be able to do a theoretical validation a simple test system is needed. In this paper it is
described how one can develop such a simple test system using the dc power flow equations. In
addition the system is tuned according to parameters given by recent studies to have a realistic
frequency response.

1. INTRODUCTION

In the power system there is a strong coupling between
active power and frequency. The frequency dynamics are
mostly determined by the turbine governors of the large
synchronous machines in the power system. Studying the
dynamics of these therefore makes sense with respect to
analysing frequency quality problems.

Different approaches have been proposed for identifying
hydro turbine dynamics. For instance one could identify
the dynamics by exciting the system externally and using
measurements at the plant as in Saarinen et al. (2015).
Another approach is to use Phasor measurement units
(PMUs) and assume that the power system itself suffi-
ciently excites the turbine dynamics as in Sigurd Hofsmo
Jakobsen and Kjetil Uhlen (2017); Dinh Thuc Duong et al.
(2016); Mogharbel et al. (2015). Common for the ap-
proaches using PMUs is that they don’t consider how the
input and output signals of the identification are related
through the power system. Essentially what we are doing
is identification in a network a topic covered in more detail
in Van den Hof et al. (2013).

A simple model often used in the literature for studying
generators connected to a larger power system is the single
machine infinite bus (SMIB) system. This system can be
found in for instance the text book Kundur et al. (1994).
A SMIB system consists of a generator, an infinite bus
and line connecting them. The infinite bus is characterised
by having, constant voltage, voltage angle and frequency
and is meant to represent a large power system. One
famous example is the Heffron-Phillips system Heffron and
Phillips (1952), that was proposed for studying voltage
regulators. For our purpose voltages and reactive power
are not important and we will therefore use a dc power
flow equation with constant voltages. Although, a dc power
flow have some shortcomings when it comes to accuracy, it
is believed to be acceptable for studying low frequency dy-
namics. However, care should be taken as voltage control
has significant influence on electromechanical dynamics. It

also has many advantages when it comes to computational
speed and convergence Stott et al. (2009).

The proposed test system can be seen as an extension of
a classical SMIB system. Opposed to a classical SMIB
system there will be no infinite bus, rather an aggre-
gated generator. Furthermore, a load bus will be included.
The load bus is important to include the effects of the
stochastic and frequency dependent loads. It is important
to notice that the modelling techniques in this paper are all
standard power system modeling techniques. The novelty
lies in applying these techniques to create a small test
system that can be used for easily analysing identification
problems including power and frequency. In addition the
approach used for developing the test system can be ap-
plied for analysing frequency control strategies and power
system frequency response.

The paper will be organized such that modelling of fre-
quency dynamics are presented in Section 2. How the
different elements are connected together to form a system
is described in Section 3. To show the performance of
the methodology some simulation results are presented in
Section 4 before the conclusions in Section 5.

2. FREQUENCY DYNAMICS

One of the main task of the power system is to maintain a
constant frequency Kundur et al. (1994). This is achieved
by constantly balancing the power consumed and the
power produced in the system, a process often referred to
as frequency control. Typically one talks about three levels
of frequency control. The frequency containment control is
the fastest acting control. It is a local controller situated
at all synchronous machines above a certain size. The
next level of control is the frequency restoration control,
which is responsible for bringing the frequency back to its
nominal value and to bring tie line powers back to their
scheduled values. This is a slower centralized control. The
last level is the replacement reserves. These are standby
reserves that should be activated to ensure that the



system has enough restoration and containment reserves.
In addition the inertia in the synchronous machines and
rotating loads influence the frequency of the power system,
this effect is often referred to as the inertial response.

In this section the elements relevant in the frequency range
of the inertial response and the frequency containment
response will be presented.

2.1 The swing equation

The inertial response of the power system is related to
the energy stored in the rotating mass of the synchronous
machines, which rotates at a speed synchronous to the grid
frequency, and can be mathematical described as:

θ̇m = ωm

Jω̇m +Ddωm = Tm − Te (1)

where:

θm: is the angular position of the machines’ rotor,
ωm: is the angular velocity of the machines’ rotor,
J : is the total moment of inertia of the machine,
Dd: is the damping torque,
Tm: is the mechanical torque of the turbine and,
Te: is the torque of the electrical field in the machine.

The equation is well known and described in most standard
text books for power systems such as for instance Ma-
chowski et al. (2008) and Kundur et al. (1994). Since power
is torque times the angular velocity (1) can be written as:

Jω̇m +Ddωm =
Pm

ωm
− Pe

ωm
(2)

To simplify the expression we multiply with the syn-
chronous machine speed ωsm and the assumption ωm ≈
ωsm is used. This is a common assumption since the ma-
chine speeds normally not deviate a lot from synchronous
speed even during disturbances.

ωsmJω̇m + ωsmDdωm = Pm − Pe (3)

It is common to express the swing equation in terms of the
inertia constant defined as follows:

H =
Jω2

sm

2S
(4)

where S is the rating of the machine. We also define

Dm = ωsmDd (5)

By inserting the new constants into (3) we get.

2HS

ωsm
ω̇m + ωmDm = Pm − Pe (6)

Since we are mostly interested in the electrical angular
speed ω the following relation between the electrical,
mechanical angular speed and number of poles p is used:

ωm =
ω

p/2
(7)

Inserting (7) into (6) gives:

2HS

ωs
ω̇ +

2

p
ωDm = Pm − Pe (8)

Notice that ωs is the electrical synchronous speed. In our
notation the subscript m is dropped when going from
mechanical to electrical values. Now we divide (8) by the
machine rating to get the powers in per unit.

2H

ωs
ω̇ +

2

Sp
ωDm = P pu

m − P pu
e (9)

1+sTD
1+sTf

Kp

sTi

Kp

ρ

1
1+sTy

1−sTw
1+sTw/2

∆ω

−
∆G ∆Pm

Servo Turbine

Fig. 1. Hydro turbine governor and turbine

From now on if not stated otherwise the powers will be in
per unit. We also define:

Kd =
2

p

Dm

S
(10)

By using this the final version of the swing equation is
obtained

2H

ωs
ω̇ +Kdω = Pm − Pe (11)

2.2 Frequency containment control

After the inertial response the primary frequency control
or frequency containment control takes over. It is a local
controller at each synchronous machine of a certain size,
which governs how much a turbine should change its power
output given a frequency deviation. An example on how
this controller could be implemented and it’s relation to
the turbine dynamics are depicted in Fig. 1. The signals
in the figure are as follows:

∆Pm: is the change in turbine mechanical power,
∆G: is the change in the gate position, and
∆ω: is the speed deviation

The parameters in Fig. 1 and the values used are given in
TABLE 1. Fig. 1 depicts a governor and its connection

Table 1. Hydro turbine governor parameters

Variable Explanation Value

TD Derivative time 0
Tf Low pass filter time constant 0
Kp Controller gain 1.5
Ti Integral time 5s
ρ Droop 0.1
Ty Servo time constant 0.2s
Tw Water starting time 1.01s

to the turbine. In between the PID regulator is a servo
controlling the gate, which normally is modeled as a first
order lag Working Group on Prime Mover and Energy
Supply Models for System Dynamic Performance Studies
(1992). The constant ρ in the feedback determines how
much the power output of the generator should change
given a frequency deviation and is referred to as the droop.
The feedback could also be from the measured power. In
this case when it’s from the measured gate opening a look
up table relating gate opening to produced mechanical
power is used to determine the gate opening.

Other more detailed models commonly used are described
in Working Group on Prime Mover and Energy Supply
Models for System Dynamic Performance Studies (1992)
and a review of what can be found in the literature is given
in Kishor et al. (2007).



2.3 Frequency dependent loads

In addition to the inertial response of the system’s gener-
ators and the primary frequency response there are also
frequency dependent loads. The equation used for describ-
ing the load behavior is as follows:

∆Pload = ∆Pf +∆Ps (12)

where:

∆Pf : is frequency dependent part of the load
∆Ps: is the stochastic part of the load assumed to be the

integral of white noise.

For the frequency dependent part the following model will
be used:

∆Pf =
1

D
∆f +

W0

f0
∆ḟ (13)

where:

∆Pf : is the change in electrical power due to frequency
dependent loads,

D : is a constant,
W0 : is the energy stored in the rotating masses at the

linearization point and,
f0 : is the frequency at the linearization point.

On the load bus the swing equation cannot be used for
calculating the frequency. The two main approaches for
calculating the frequency at such buses are to use a
weighted sum of the generator speeds or the derivative of
the voltage angle at the bus Hsu et al. (1998). In this study
the load bus frequency will be calculated as a weighted sum
of the generator speeds.

fL =

∑ng

i=1 Hiωi

2π
∑ng

i=1 Hi

(14)

where:

fL: is the load frequency,
ωi: is the speed at generator bus i,
ng: is the number of generators in the system,
Hi: is the inertia constant of bus i.

Other approaches for modelling frequency at load buses
exist such as the recent frequency divider equation Milano
and Ortega (2017). This approach could be useful if one
need to model spatial variation of the frequency. As it gives
an algebraic expression for the frequency at load buses
dependent on the system reactances.

2.4 Model of an aggregated generator

A model for an aggregated generator consisting of Ng

generators will also be derived. We will refer to the set of
generators as Ωg. The derivation shown here is based on
Göran Andersson (2012). We start with (11) and multiply
it with Si which is the rating of generator i. Furthermore,
we use that ω = θ̇.

2HiSi

ωs
ω̇i +KdiSiωi = Pmi − Pei (15)

Now we sum over (15) for all the generators on the bus:

2
∑

i∈Ωg

(
HiSi

ωs
ω̇i +KdiSiωi) =

∑

i∈Ωg

(Pmi − Pei) (16)

To simplify (16) we define the following quantities:

ω =

∑
i∈Ωg

Hiωi∑
i∈Ωg

Hi
(17)

S =
∑

i∈Ωg

Si (18)

H =

∑
i∈Ωg

HiSi∑
i∈Ωg

Si
(19)

Kd =

∑
i∈Ωg

KdiSi∑
i∈Ωg

Si
(20)

Pm =
∑

i∈Ωg

Pmi (21)

Pe =
∑

i∈Ωg

Pei (22)

We can now write the swing equation for the bus as

2HS

ωs
ω̇ +KdSω = Pm − Pe (23)

In addition to aggregating the swing equation the turbine,
governor and reactances also have to be aggregated. The
turbine and governor can be represented by a transfer
functionGt(s). At the bus there will beNg of these transfer
functions all contributing to the mechanical power.

Pm =
∑

i∈Ωg

Gt2 (24)

For the reactances of the machines at the aggregated bus it
is reasonable to assume them to be connected in parallel.

1

x′
d

=
∑

i∈Ωg

1

x′
di

(25)

3. THE DC POWER FLOW

In this section the version of the dc power flow used
for this paper is presented. A description on how one
can interface the dc power flow with the necessary power
system components is also provided.

3.1 Grid interface of the synchronous machine

Before moving on to describing the dc power flow we will
first introduce how the models presented in the previous
section can be interfaced with the dc power flow. In the
literature one can find that it is normal to represent syn-
chronous generators as a source behind an impedance Kun-
dur et al. (1994). The impedance is also dominated by the
reactance, hence, we will model it as a reactance. Further-
more, the reactance will be dependent on the transients
such that the value will be larger for faster transients.
Typically, one will divide the analysis into a sub-transient,
transient and a steady state period. In our analysis we will
use the transient reactance. Schematically this representa-
tion of a synchronous generator is depicted in Fig. 2.

3.2 DC power flow

The power flowing on the lines in a power system is related
to the power injections at the buses through the power flow
equations. Below the power flow equation for active power



x′
d1

Pe

Fig. 2. Generator behind a transient reactance

is written neglecting the terms related to ohmic losses and
shunt elements. Basically the equation tells us that the
power injected into a bus equals all the powers flowing
into it from adjacent lines.

Pk = Uk

∑

m∈Ωk

Umx−1
km sin θkm (26)

where:

Pk: is the power injection at node k,
θkm: is the voltage angle difference between node k and

m,
xkm: is the reactance between node k and m,
Ωk: is the buses adjacent to bus k.
Uk: is the voltage at bus k.
Um: is the voltage at bus m.

In real power systems the voltages are normally close to
1(p.u.) and the angles are small. Using these observations
the DC power flow approximation is written as follows:

Pk ≈
∑

m∈Ωk

x−1
kmθkm (27)

Written on matrix form this becomes:

P = Yθ (28)

where:

P: is the vector of power injections,
Y: is the nodal admittance matrix,
θ: is the vector of voltage bus angles.

Since the angles at the load buses are unknown we split
the admittance matrix into submatrices to derive an
expression for the power injection at the generator buses.[

Pe

Pl

]
=

[
Y11 Y12

Y21 Y22

] [
θe
θl

]
(29)

where:

Pe: is the power injection at the generator nodes
Pl: is the power injection at the loads
θe: is the voltage angle at the generator nodes
θl: is the voltage angle at the load nodes

The angle of the load buses can now be calculated as:

θl = Y−1
22 (Pl −Y21θe) (30)

Finally the power injections at the generator buses are:

Pe = Y11θe +Y12θl (31)

If one is not interested in the angle of the load buses and
are only interested in the injected power at the generator
node it can be convenient to substitute (30) into (31) and
rearrange to obtain.

Pe =
[
Y11 −Y12Y

−1
22 Y21 Y12Y

−1
22

] [θe
Pl

]
(32)

From (32) one can see that the input needed to the
DC power flow are the change in generator angles and
the change in the demand. The change in the generator
angles are easily calculated as the integral of the generator

Machine and
turbine models

Load models

DC power flow

∆ω ∆Pl

∆θe

∆Pe

Fig. 3. Conceptual connection between device models and
DC power flow
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speeds. Furthermore, the calculated injected power at the
generators are input to the swing equation. This means
that the machine models, loads and dc power flow equation
together form a feedback loop, as depicted in Fig. 3.

4. SIMULATION RESULTS

In this section simulation results from the test system is
presented and compared to PMU data. The PMU data
was collected using a PMU installed close to a generator
in the Nordic power system.

To study the identifiability of turbines using PMU mea-
surement the system depicted in 4 is proposed. It consists
of a generator at bus 1, a load at bus 5 and an aggregated
generator at bus 2. At bus 2 it is assumed to be 10
generators that have exactly the same parameters. If one
increases the number of generators at bus the system will
gradually go towards a single machine infinite bus system.
The idea behind the layout of the system is that bus
1 represents the bus where one has PMU measurements
and will attempt the identification, bus 2 represents the
rest of the generators, and bus 5 represents the loads
in the system. The block diagram is depicted in 4. In
addition to what have been described earlier the diagram
also contains block for changing between the different per
unit systems and also for going from frequency to radians.
The parameters used are given in 2. In the table base
voltages for the machines and transmission system are also
reported. These are used for converting the sub transient
reactances to the same base as the transmission grid. A
block diagram representation of the system is depicted in
Fig. 5. The constants denoted K in the figure corresponds
to the elements of the matrix in (32).

To get a realistic frequency response the values reported
in the paper Saarinen et al. (2016) were used for tuning
the governor.

To check whether or not the system response is reasonable
a random load with a standard deviation of 0.025 was
simulated. This signal was sent through an integrator to
represent the load as the integral of white noise. This is a
commonly used method for representing stochastic loads in
the power system Perić and Vanfretti (2014). The results
from this simulation was used to plot the power spectral
density of the simulated frequency against a measured
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signal. The result of this is shown in Fig. 6. As one can see
it is a reasonably good match.

In Fig. 7 the system frequency’s response to a one per
unit load step is plotted. One can see that the change
in frequency is less than expected given the applied step,
if one assumed the change to be directly proportional to
the droop of the governors. However, since the damping
Kd2 is quite large this also contributes to the final change
in the frequency deviation. Since the model used is quite
simple some of the damping provided by for instance the
damper windings have to be included in the model and it is
common to choose the damping factors larger to overcome
this problem. To obtain a steady state change directly
proportional to the droop one could choose to model the
damping as only acting while the frequency is changing as
in Andersen (2016).

A plot of the powers flowing on the lines is also given in
Fig. 8. As one could expect most of the load change is
being compensated by the larger generator at bus 2.

Table 2. The parameters used for Fig. 5

Variable Explanation Value

S1 Machine 1 base power 300MW -
S2 Machine 2 base power 3GW -

Sbase System base power 3.3GW -
Ubase Base voltage for the transmission

system
400kV -

UM base voltage for the machines 20kV -
D Proportional load frequency de-

pendency
50 Sbase

W0 Energy stored in rotating loads 0.01 Sbase

H1 Generator 1 inertia constant 9.68s
H2 Generator 2 inertia constant 968s
Kd1 Damping constant 0.5 -
kd2 Damping constant 5 -
x1 Reactance between bus 3 and 5 5 Sbase

x2 Reactance between bus 4 and 5 5 Sbase

xd1 Sub transient reactance genera-
tor 1

0.2 S1

xd2 Sub transient reactance genera-
tor 2

0.2 S1
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5. CONCLUSIONS

In the paper it has been shown how one can create a simple
test system for studying frequency control. The system
shows similar frequency dynamics to the real power system
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when tuned with parameters from a recent study and
should be suited for studying identification of turbine and
turbine governor dynamics. Furthermore, the methodology
can easily be adapted for other frequency studies. However,
if one want a more correct representation of the system’s
droop characteristic another model of the damping will
have to be implemented.
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Abstract—Recent concerns for the frequency quality in the
Nordic power system has lead to an increased interest in hydro
turbine governors. Among this research have been papers on
identification of turbine and turbine governor dynamics from
PMU measurements. However, no attempt at a theoretical vali-
dation has been made. This paper fills in this gap by a theoretical
validation using a DC power flow model for modelling the
power flows in the grids. By doing this it is shown that it is
indeed possible to identify the closed loop transfer function of
the turbine, turbine governor and electromechanical dynamics.
An experimental validation using results from a real life power
system are also presented.

I. INTRODUCTION

Recent concerns for the frequency quality in the Nordic
power system [1] have lead to an increased interest in the
dynamic performance of hydro turbine governors. Among the
research being carried out is identification of turbine governors
using local measurements from phasor measurement units
(PMUs). The added value for the TSOs is the possibility to
validate the performance of the governors using their own
measurements instead of relying on information from the
production plant owners.

In this article the aim is to test the hypothesis that turbine
governor dynamics can be identified using PMU measurements
at generator bus bars. In the literature one can already find
papers where identification methods have been applied to PMU
measurements for the identification of turbine dynamics [2]–
[6]. In [2] an unscented Kalman filter is used to identify both
turbine and electromechanical dynamics using data from a
generator trip event. Another paper using data from distur-
bance1 recordings is [4] who uses constrained optimization to
perform the identification. Other papers such as [3], [5], [6] use
data from normal operation to do the identification. This is of
particular interest since the system is not always subjected to
large disturbances. We will therefore focus on measurements
from normal operation in this paper. The papers [3], [6]
uses the ARX and ARMAX model structure to perform the
identification whereas [5] uses time domain vector fitting. In
the present paper the same dataset as in [3], [5] will be used
for the experimental validation.

1In this context disturbance refers to a larger power system event, i.e. load
or generation tripping and not normal load variations

What lacks in the previous papers is an explicit study on
how the input and output to the identification is related to
each other through the power system. In other words there
is no analysis of whether or not the proposed methods will
yield consistent results. In this paper we give conditions under
which a consistent estimate of the transfer function between
the electrical power and the speed of a generator can be
deduced using only PMU data from normal operation.

The structure of the paper will be as follows. The system
under study is presented in Section II, the theoretical validation
in Section III, simulation results are give in Section IV, results
from a real life power system is given in Section V, and finally
the conclusions in Section VI.

II. TEST SYSTEM FOR IDENTIFICATION

To be able to analyze the identifiability of turbine and
turbine governors the components influencing the input and
output signals to the identification has to be modeled. To do
this we will consider a turbine located at bus 1 in a power
system. The location will be denoted by adding the number
1 to the subscript for the considered signals and functions.
In Fig. 1 the model used for representing a hydro turbine
governor and the turbine used in this paper is presented.
For the model of the turbine we have chosen a linearised
model represented by a first order transfer function with a
time constant Tw. Physically this time constant represents the
time the water uses to flow from the reservoir to the turbine at
the operating point of the linearization. The governor is a PID
regulator with a droop feedback ρ, which uses the generator
speed ∆ω1(s) to modify the power output ∆Pm1(s) of the
turbine. The transfer function between ∆ω1(s) and ∆Pm1(s)
will be denoted Gt1(s):

∆Pm1(s) = Gt1(s)∆ω1(s) (1)

It is worth noting that the steady state gain of Gt1(s) is always
equal to the inverse of the droop 1/ρ. The power output is
changed by adjusting the guide vane opening ∆g1(s). Other
modelling choices are available and a reference for many
common choices are [7].

To identify Gt1(s), one would need to use a data set
with ∆ω1(s) as input and ∆Pm1(s) as output. Unfortunately,
∆Pm1(s) is not available to the TSOs. Instead, they can install
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Fig. 1: Hydro turbine governor and turbine Gt1(s)

PMUs at the bus bar where the generator is connected to
their system. This will allow them to measure the electrical
power and frequency at the bus bar. The relation between the
electrical power, mechanical power, and generator speed is
given by the swing equation:

∆ω1(s) =
∆Pm1(s)−∆Pe1(s)

2H1s+Kd1
(2)

where:
H1: is the inertia constant of the machine, which is the inertia

of the machine scaled according to its rating.
Kd1: is the damping constant.
From now on we will denote GJ1(s) = 1/(2H1s+Kd1). We
will also combine (1) and (2) to obtain:

∆ω1(s) = − GJ1(s)

1 +GJ1(s)Gt1(s)
∆Pe1(s) + v1(s) (3)

where v1(s) is an additional contribution representing the
process disturbance acting on generator 1. It will be modeled
as white noise e1(s)

2 filtered by the transfer function H1(s).
One should take note of that H1(s) can also be a closed loop
transfer function.

Consequently, using measurements of ∆ω1(s) and ∆Pe1(s)
we will never be able to identify Gt1(s). If we can identify
a transfer function based on these data it will be the closed-
loop transfer function G1(s) = −GJ1(s)/(1+Gt1(s)GJ1(s)).
It should be noted that the steady state gain of G1(s) is
approximately equal to the droop ρ, which means that we will
still be able to deduce information on the turbine governor’s
droop settings.

What remains to be proven is whether or not G1(s) can
be consistently identified from normal operation data. For this
purpose it is important to analyze how ∆Pe1(s) is generated
in the power system. We will therefore introduce the simple
power system depicted in Fig 2. The system consists of two
power plant buses, one load bus and the lines connecting
them. As already mentioned, our objective is to identify G1(s)
for the power plant at bus 1. The power plant at bus 2
is an aggregated plant designed to represent the rest of the
production capacity in the network and the load at bus 5
is meant to represent all loads in the system. In the power
system there is a strong coupling between active power and
frequency. Due to this we will assume that reactive power and
voltages can be assumed constant for our analysis, allowing
us to model the flow on the lines using a dc power flow. This
design choice allows us to include the most relevant dynamics
in our analysis, while keeping the system small.

2This is abuse of notation since white noise has no Laplace transform.
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Fig. 2: Single line diagram of the system

In Fig. 2 there are four reactances, x1 and x2 are line
reactances, and x′

d1 and x′
d2 are the subtransient reactances

of the generators at bus 1 and bus 2 respectively. It is
important to notice that the subtransient reactances are internal
to the generators. Therefore, our PMU measurements used for
identifying G1(s) will be taken at bus 3 not bus 1. We have
already assumed a dc power flow, hence the electrical power
measured at bus 3 will be the same as for bus 1. Furthermore,
we will also assume the frequency measured at bus 3 ∆f3(s)
is a good estimate of the electric speed at bus 1, in other words
ω1(s) ≈ 2πf3(s).

For the load it is assumed that the load has a frequency
dependency given by the transfer function Gl(s), this is
commonly due to rotating loads. The frequency at the load
is estimated using the centre of inertia equation.

f5(s) = 2π

∑2
i=1 ωi(s)Hi∑2

i=1 Hi

(4)

In addition to frequency dependent part the load consists of a
stochastic part v5(s) = H5(s)e5(s), which represents the load
changes due to random load switching. It is modeled as white
noise e5(s) filtered by the filter H5(s).

The dc power flow assumption allows us to establish the
following relationship between the electrical angle at the two
production plant buses and the active power at the load bus [8].

Pe =
[
Y11 −Y12Y

−1
22 Y21 Y12Y

−1
22

] [θe
Pl

]
(5)

where the Yij are submatrices of the nodal admittance matrix,
θe is vector of generator angles, Pe is the vector of generator
bus active powers, and Pl is the vector of load active powers.
We can now derive a linear relationship between the plants
and load. This linear relationship is presented in Fig. 3 where
the K factors are constants derived from (4) and (5).

In Fig. 3 the process noise acting on the power plants are de-
picted and we see that the second power plant like power plant
1 is perturbed by filtered white noise v2(s) = H2(s)e2(s).
An important assumption is that the noise terms v1(s), v2(s),
and v5(s) are all statistically uncorrelated. This assumption
should easily hold for v5(s) as consumers are unlikely to
change their consumption due to process noise at production
plants. It is also very unlikely that the process noises at power
plants situated at geographical distant locations are dependent
on each other.

Based on Fig. 3 one can deduce, that in normal operation,
∆Pe1(s) is made of a contribution of the two process noises
v1(s) = H1(s)e1(s) and v2(s) = H2(s)e2(s) as well as the
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Fig. 3: Block diagram of the system depicted in Fig. 2

random load changes v5(s) = H5(s)e5(s). We can now write
Pe1(s) as a function of the white noises.

∆Pe1(s) = T5(s)e5(s) + T1(s)e1(s) + T2(s)e2(s) (6)

where T5(s), T1(s) and T2(s) are stable transfer functions.
The contribution of e2(s) and e5(s) are important, indeed,
these contributions show that ∆Pe1(s) will be made up of
external signals even under normal operations. These external
signals will excite the dynamics of G1(s) and help in the
identification. Opposed to this e1(s) could be detrimental as
it introduces a correlation between ∆Pe1(s) and the process
disturbance v1(s). However, we will show that this correlation
will not lead to identification problems if a certain technical
condition is satisfied.

III. THEORETICAL VALIDATION

For the validation we suppose that, after the application of
an antialiasing filter, we have collected N samples of ∆Pe1(t)
and ∆ω1(t) with a certain sampling frequency. We will denote
these samples u[n] and y[n] respectively, where [n] denotes
discrete time. These sampled signals make up the dataset
ZN = {u[n], y[n]|n = 1 . . . N}, and they are assumed related
by:

S : y[n] = G1(z, θ0)u[n] +H1(z, θ0)e1[n] (7)

where G1(z, θ0) and H1(z, θ0) are discrete versions of the
transfer functions G1(s) and H1(s), H1(z, θ0) is assumed
monic, e1[n] is discrete time white noise, θ0 is the vector that
parametrize the true system S , and z−1 is the delay operator.

For the input signal u[n] we have that:

u[n] = T5(z)e5[n] + T1(z)e1[n] + T2(z)e2[n] (8)

where T5(z), T1(z), and T2(z) are discrete versions of the
transfer functions in (6). We also define σ2

e1 , σ2
e2 , and σ2

e5 as
the power spectra of e1[n], e2[n], and e5[n].3

Before moving on to the proof what we mean by identifica-
tion should be defined. It is simply that given the dataset ZN

and a full order model structure M = {G1(z, θ), H1(z, θ)}
we can deduce an estimate of the unknown parameter vector
θ̂N using prediction identification [9]:

θ̂N = argmin
θ

1

N

N∑

n=1

ε2(n, θ) (9)

with:

ε(n, θ) = H−1
1 (z, θ)(y[n]−G1(z, θ)u[n]) (10)

In order to validate our identification setting it is important to
verify whether or not (9)-(10) will lead to a consistent estimate
of θ0 when the input signal is given by (8), or in other words,
whether or not (8) is a sufficiently informative signal for the
identification of S . For θ̂N to be a consistent estimate, one
needs to verify that the true parameter vector θ0 is the unique
solution to the asymptotic prediction criterion:

θ∗ = argmin
θ

Ēε2(n, θ) (11)

with

Ēε2(n, θ) = lim
N→∞

1

N

N∑

t=1

Eε2(n, θ) (12)

The operator E denotes the expectation operator.

Theorem 1. Consider the dataset ZN = {u[n], y[n]|n =
1 . . . N} where ZN is generated by (7) and (8). Suppose
also that e1[n], e2[n], and e5[n] are independent white noises.
Then the prediction error criterion (9)-(10) yields a consistent
estimate of θ0 if there is a delay in either G1(z, θ0) or T1(z).

Proof. We start by writing the prediction error in terms of the
input at node 1 by inserting (7) into (10) to get.

ε[n, θ] = e1[n] +
∆H1(z, θ)

H1(z, θ)
e1[n] +

∆G1(z, θ)

H1(z, θ)
u[n] (13)

with ∆H1(z, θ) = H1(z, θ0) − H1(z, θ) and ∆G1(z, θ) =
G1(z, θ0)−G1(z, θ). By inserting (8) into (13) we can write
ε[n, θ] as:

ε[n, θ] = e1[n] + ν(z, θ)e1[n]

+ Γ2(z, θ)e2[n] + Γ5(z, θ)e5[n] (14)

with:
ν(z, θ) =

∆H1(z, θ) + ∆G1(z, θ)T1(z)

H1(z, θ)
(15)

and
Γm∈2,5(z, θ) =

∆G1(z, θ)

H1(z, θ)
Tm∈2,5(z) (16)

Due to the fact that H1(z) is monic and the fact that
∆G1(z, θ)T1(z) contains a delay, we conclude that when

3For a white noise process the spectrum is its variance.



non zero ν(z, θ) also contains a delay. This property and the
assumption on the independence of e1[n], e2[n], and e5[n] can
be used to write Ēε2(n, θ) as:

Ēε2[n, θ] = σ2
e1

+
1

2π

∫ π

−π

ν(ejω, θ)σ2
e1ν

∗(ejω, θ)dω

+
1

2π

∫ π

−π

Γ2(e
jω, θ)σ2

e2Γ
∗
2(e

jω, θ)dω

+
1

2π

∫ π

−π

Γ5(e
jω, θ)σ2

e5Γ
∗
5(e

jω, θ)dω

(17)

To prove the consistency, we will show that θ0 is the unique
minimizer of (17), that is it is the unique parameter vector θ∗

yielding Ēε2[n, θ∗] = σ2
e1 . We observe that this only holds if

ν(z, θ∗) = Γ2(z, θ
∗) = Γ5(z, θ

∗) = 0. From (15) and (16)
we see that the latter statement implies that ∆G1(z, θ

∗) =
∆H1(z, θ

∗) = 0. This again implies θ∗ = θ0.

IV. SIMULATION RESULTS

In this section validation of the identification of turbine
dynamics using a simulation model developed in Simulink
will be presented. The system is depicted in Fig. 2 and was
presented in Section II. It was tuned to give a response similar
to the one area system in [10].

To obtain the models a Box-Jenkins model structure was
assumed, which has the following structure:

y(t) =
B(z)

F (z)
u(t) +

C(z)

D(z)
e(t) (18)

The reason for this choice is that it is a general model struc-
ture that allows for modelling the denominator dynamics of
G1(z, θ0) and H1(z, θ0) separately. The model order used was
[4, 6, 6, 5, 0] where the model orders are given in alphabetical
order and the last number represents the time delay. The
simulated signals were given with a sampling frequency of
50Hz to be the same as for a PMU signal. In addition the
signals were decimated using a factor of 25. The system
identification toolbox developed for MATLAB was used for
the filtering and identification [11].

It should be noted that the order of the delay is chosen to
be zero. This means that if there is a delay in G1(z, θ0) it is
shorter than 0.5s. If one considers the condition stated in 1
one realizes that this implies that there has to be a delay longer
than 0.5s in T1(z).

To validate the results we first start by plotting the analytical
transfer function of the true system against an estimated one.
This is depicted in Fig. 4, where one can see that there
is an almost perfect match between G1(s) and G1(z, θ̂N ).
One can also observe how the identified function follows
the dynamics of the inverse of Gt1(s) for low frequencies.
Although, in Fig. 4 one can also see that the transfer function
starts deviating from the governor as the frequency raises, one
can still extract information on the steady state gain of the
transfer function. This implies that one can derive information
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on the steady state gain of Gt1(s), which is related to the
droop settings, from the measurements. In general it will be
difficult to say something about the bandwidth of the governor
since the dynamics will be a mix of the electromechanical
and governor dynamics, however, one will still be able to say
something about the plants response as a whole.

A common method for benchmarking the performance of
identified transfer functions is to measure a second data set
Zv = {uv[n], yv[n]|n = 1 . . . Nv}. We then apply uv[n] to the
identified model G1(z, θ̂N ) to obtain a signal ŷ[n] that is:

ŷ[n] = G1(z, θ̂)uv[n] (19)

ŷ[n] can then be plotted against yv[n] to allow for a visual-
ization of the identified model’s performance. In addition one
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can calculate the normalized root mean square error (NRMSE)
given by the following equation.

NRMSE = 100(1− ||y[n]− ŷ[n]||
||y[n]− ȳ|| ) (20)

where:

y[n]: is a measured output signal.
ŷ[n]: is a signal simulated using a u[n] as the input signal to

the identified model G1(z, θ̂N ).
ȳ[n]: is the average of y[n].

The result of such a cross validation is presented in Fig. 5.
One will see that the response of the estimated function
follows the analytical one closely. One can also see that the
NRMSE value is very high, further indicating that the model
performs well.

Another useful test is the residual test for the model
structure. This test is useful, because it gives information on
whether or not the correct model structure was chosen. The
idea behind the test is to take the autocorrelation of (13), with
the autocorrelation defined by (21).

R̂N
ε (τ) =

1

N

N−τ∑

n=1

ε[n+ τ, θ̂]ε[n, θ̂] (21)

From the proof for consistent results we recall that if S ∈ M
all the terms of (13) except for the first term will approach
zero. This means that if S ∈ M the autocorrelation of (13)
will approach zero for all τ �= 0. For τ = 0 it will approach the
variance of e1[n]. The idea behind the test is then to use this
fact to plot values of R̂N

ε (τ) for different values of τ against
the 99% confidence interval. The results from the residual test
is presented in Fig. 6, where one can see that the residues are
within or close to the confidence interval. From this we can
conclude that a good model structure was chosen.
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V. RESULTS USING PMU MEASUREMENTS

Since some assumptions were made for both the analytical
validation and the simulation results it is also useful to
investigate whether or not one will get good results using data
from a real power system. This was done by collecting data
from a generation plant in the Norwegian power system using
a PMU. The preparation of the data was done in the same way
as for the simulation case. For the PMU data the following
model order was selected [4, 5, 6, 5, 0].

In Fig. 7 one can see that the residues are within an
acceptable range. Since we don’t know the actual model of
the plant we can’t compare the bode plot to an analytical
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function. However, one can still inspect the bode plot to see
whether or not it look reasonable. It is clear from Fig. 8 that
the obtained model resembles the one from the simulation
validations. In addition the uncertainty corresponding to two
standard deviations is shown in the plot. The confidence
region of the model was calculated from the covariance of
the parameter vector using the system identification toolbox in
MATLAB [11]. For expressions for the covariance matrix one
may refer to [9]. The plot shows that the uncertainty is rather
low indicating that a decent estimate of the plant’s dynamic
behaviour has been obtained. However, as one can see from
Fig. 9 we observe a low NRMSE that could be explained by
a large noise power, but further analysis will be necessary.

VI. CONCLUSIONS

Several papers have already investigated system identifica-
tion for identifying turbine and turbine governor dynamics
using PMU measurements. However, no theoretical validation
have been attempted before now. It was shown that the
identification is indeed possible and that consistent results can
be obtained. It is also worth noting that what one identifies is
both the turbine dynamics including the governor as well as
the electromechanical dynamics.

It still remains to investigate the implications on some of
the assumptions made in this paper. However, the proposed
method should provide a quick and easy method for TSOs to
check whether or not production plants are well tuned, with
respect to the droop settings and frequency response.
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SUMMARY

In response to recent years’ concern of deteriorating system frequency quality in the Nordic
power system, the Nordic TSOs are developing new requirements for frequency containment
reserves (FCR). These requirements outline extensive tests, which the power plant owners have
to perform to qualify to deliver FCR.
In the tests the power plant owners have to perform a number of open loop tests for each operat-
ing state of interest in order to document fulfillment of the requirements. The frequency input to
the governor is to be replaced by a signal generator simulating frequency steps and 10 different
sine tests. The transfer function from the input of the governor to the electrical power of the
generator are then estimated at the frequencies of the sine tests. The drawback of this approach
is that it is both time consuming and intrusive.
We suggest another approach where the transfer function from the electrical power of the gen-
erator to the electrical angular speed of the machine’s rotor is estimated while the plant is in
normal operation. This means that the approach is completely non-intrusive. In case mea-
surements of the angular speed of the machine’s rotor is not available we suggest to use the
measured power system frequency as an estimate.
We demonstrate and compare our approach to the approach proposed in the new draft require-
ments using data from a PMU, and control system data obtained from two different power plants
in the Norwegian power system. Results using our approach and data from a PMU is compared
to results obtained using the approach and the testing procedure described in the draft require-
ments. In addition we test our approach on a second plant where we use data from the plant’s
control system. During these tests we demonstrate that the approach is able to capture changes
in the parameters of the plant’s governor.
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1 INTRODUCTION

The Nordic transmission system operators (TSO)s are currently developing new requirements
for frequency containment reserves (FCR). In the draft requirements [5] they require the power
plant owners to do extensive testing on the power plants. As a response to this, the paper [3] in-
vestigated whether or not a model of a hydro plant governor could be estimated using data from
a phasor measurement unit (PMU) during normal operation. The advantage of this approach
is that it is non-intrusive unlike what is proposed in the draft requirements. Other non intru-
sive approaches have also been proposed in [1, 6, 10], however these use data from disturbance
recordings.
Building on the work in [3] the paper [7] proved under which conditions a PMU based approach
using measurements from normal operation would give a consistent estimate of the identfied
model. Moreover, [7] showed that using PMU measurements one would find the transfer func-
tion describing the plant’s disturbance rejection. This is among one of the transfer functions
described in the new draft requirements. Consequently, it means that parts of the requirements
can be directly checked using PMU measurements from normal operation without any distur-
bance to the power plant’s operation.
In the present paper we will build upon the approach described in [7] and show how both
the stability margin and disturbance rejection of a hydro power plant can be estimated using
measurements from either a PMU or the plant’s control system. We also analyse the transfer
function one identifies if one follows the approach of [5]. This is important as this transfer
function is not presented in [5] and it should be verified if it can indeed be used for checking
the requirements. We then proceed to compare our approach with the one proposed in [5].
The comparison will be performed using datasets from a power plant in the Norwegian power
system. Our approach is tested using measurements from a PMU and compared to tests done
according to the procedures described in [5]. We also test our approach on a second plant where
we use data collected from the control system. On this plant we also check if the approach can
detect changes in the parameters of the governor.

2 THEORY

2.1 Requirements for the power plant

In [4] the requirements are derived using a power plant model consisting of all the power plants
in the system aggregated together, we will instead use the generic model of one power plant
depicted in Figure 1. The plant is assumed to be grid connected, however, for simplicity only the
elements needed to explain the requirements are included. The model consists of Gp(s), which
represents the governor, turbine and servo dynamics, and GJ(s), which represents the swing
dynamics. The signals in the figure are the reference speed signal ∆ωre f (s), the mechanical
power of the turbine ∆Pm(s), the electrical power ∆Pe(s) and the machine speed ∆ω(s).
The stability of the closed loop depicted in Figure 1 can be analysed by investigating the loop
transfer function

L(s) = Gp(s)GJ(s) (1)

One common approach for analysing the stability is to plot the loop transfer function in a
Nyquist diagram as the one presented in Figure 2. The stability analysis is done by investigating
whether or not the point −1 is encircled by the loop transfer function. In the presented figure
we have zoomed in to this point to demonstrate the stability margin Ms, which is the smallest
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Figure 1: Block diagram of a power plant
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Figure 2: Nyquist diagram of L(s)

Table 1: Time periods of the simulated sine signals

10 15 25 40 50 60 70 90 150 300

distance between the loop transfer function and the point −1.

Ms = min |−1−L( jΩ)| (2)

In the theoretical framework for the new draft requirements [4] they propose to put a lower limit
on the stability margin and to analyse it using the sensitivity function

S(s) =
1

1+L(s)
(3)

The limit is set on the sensitivity function as follows:

max |S( jΩ)|< 1
Ms

(4)

For the limit on the performance we look at the transfer function from the electrical power to
the speed deviation. The idea is that if random variations in electric power do not lead to large
speed deviations for any of the power plants in the system, then the frequency deviation will
also be small. The relation between the speed deviation and the electrical power is given by.

∆ω(s) = G1(s)∆Pe(s) (5)

where
G1(s) =−GJ(s)S(s) (6)

The performance requirements are thus set on G1(s).

2.2 Checking the requirements as proposed in the draft requirements

In [4] they propose to replace the frequency input to the governor with sine signals. Ten different
time periods, given in Table 1, are simulated while measuring the generating unit electric power.
The setup is presented in Figure 3, where r(s) represents the sine signals. In Figure 3 one can
see that the transfer function from r(s) to Pe(s) is:

Greq(s) =
Gp(s)GJ(s)K
s+GJ(s)K

(7)

The factor K in (7) can be found by realising that the power of a synchronous machine is given
by [2]

Pe =
3VtEa sinδ

Xs
(8)
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Figure 3: The setup used to find the transfer func-
tions in [4, 5]
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Figure 4: Comparison of Gp(s) and Greq(s)

where Vt is the terminal voltage of the machine, Ea is the internal voltage, δ is the angle between
the terminal and internal voltage and Xs is the synchronous reactance. By assuming constant
voltages and linearising we get:

∆Pe(s) =
K
s

∆ω(s)+ vl(s) (9)

where vl(s) represents the part of the change in the electric power due to changes in the rest
of the power system. The contribution from vl(s) will increase the variance in the estimate of
Greq(s).
To check if Greq(s) is a good estimate of Gp(s) we will insert the following expression for GJ(s)
into (7)

GJ(s) =
1

2Hs+Kd
(10)

With this we get

Greq(s) =
Gp(s)K

K − s(Kd +2Hs)
(11)

In other words Greq(s) is the transfer function Gp(s) and a low pass filter. This is demonstrated
in Figure 4 where Gp(s) and Greq(s) are plotted together and we can see them following each
other closely up to a certain frequency.
To obtain the transfer function the draft requirements propose to obtain the fourier transforms
of the measured signals r( jΩp) and ∆Pe1( jΩp) where Ωp is the frequency of the simulated sine
signal. By doing this one can calculate Greq( jΩp) = ∆Pe( jΩp)/∆ω( jΩp) for several frequen-
cies to obtain an estimate for Greq(s).
What remains is to obtain estimates for S(s) and G1(s). To do this an estimate of the total swing
dynamics have been estimated given by [4].

GJsys(s) =
600MW
0.1Hz

f0

Ssys

1
2Hsyss+Kdsys f0

(12)

To use the system swing dynamics for each plant the following per unit system was defined.
The base value for each plant is given as it’s static gain1 that is

G(p.u.)
p (s) = Gp(s)/Gp(0) (13)

The base value for GJsys(s) is given as the sum of the static gains of all the power plants in the
system, that is

G(p.u.)
Jsys

(s) = GJ(s)
Ng

∑
i

Gpi(0) (14)

1The static gain of the plant is closely related to its droop
4
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Figure 5: System assumed by the identification
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Figure 6: Comparison of GJ(s) and G1(s).

The transfer functions S(p.u.)(s) and G(p.u.)
1 (s) are then estimated as

S(p.u.)(s) =
1

1+G(p.u.)
Jsys

(s)G(p.u.)
p (s)

(15)

and
G(p.u.)

1 (s) = S(p.u.)(s)G(p.u.)
Jsys

(16)

2.3 Our proposal for checking the requirements

We propose that the requirements can be checked without actually doing any tests. That is one
can just let the plant operate normally and use PMU or control system measurements to identify
the models, which can be used for checking the requirements. Moreover, if one uses the system
identification methods we use, one can do the open loop test proposed in the new requirements
with only one dataset.
To do the identification we will use prediction error identification using discrete time. In this ap-
proach one assumes that the system one wants to identify has the structure depicted in Figure 5.
We will refer to the system we want to identify as the true system S and we will mathematically
describe it as:

S : y[n] = G(z,θ0)u[n]+ v[n] (17)

where z−1 is the time delay operator, v[n] = H(z,θ0)e[n], where e[n] is white noise and θ0 is the
parameter vector parametrizing the true system S . We will assume that our true system can be
described by a box-Jenkins model:

G(z,θ0) =
∑nb

i=1 biz−i

∑
n f
i=0 fiz−i

,H(z,θ0) =
∑nc

i=1 ciz−i

∑nd
i=0 diz−i (18)

The true parameter vector is thus

θ0 =
[
b1 . . .bnb 1 f1 . . . fn f c1 . . .cnc 1 d1 . . .dnd

]
(19)

The aim of the system identification procedure is, then to, given a dataset ZN = {u[n],y[n]|1 . . .N}
containing N samples, to find an estimate θ̂N of the true parameter vector θ0. For finding our
estimate θ̂N we will use prediction error identification [8]. The aim of prediction error identifi-
cation is to find the parameter vector θ̂N minimizing the prediction error. The prediction error
is defined as:

ε[n,θ ] = H−1(z,θ)(y[n]−G(z,θ)u[n]) (20)

We see that if we insert the true system into (20) the prediction error will be e[n], which makes
sense as even the true system cannot predict the white noise representing process noise and
other unmodelled dynamics. We can now find our estimate as the argument minimising (20), or
in other words

θ̂N = argmin
θ

1
N

N

∑
n=1

ε2(n,θ) (21)
5



To be more precise we should before moving onto the identification ensure that our dataset ZN

will lead to a consistent estimate of what we want to identify. In our case we should investigate
G1(s) using the dataset ZN

1 = {u1[n],y1[n]|1 . . .N} where u1[n] is the sampled version of ∆Pe(s)
and y1[n] is the sampled version of ∆ω(s). However, the consistency of this identification
experiment has already been covered in [7].
We will also for the sake of comparison show that Greq(s) can be identified using only one test
instead of ten tests as proposed in the draft requirements. To do this we will use the dataset
ZN

2 = {u2[n],y2[n]} where u2[n] is the sampled version of r(s), and y2[n] is the sampled version
of ∆Pe1(s). This dataset is assumed generated when the plant is operating in open loop as
depicted in Figure 3. It is therefore identification in open loop a topic thoroughly covered
in [8].
As already stated our aim is to estimate a model of G1(s) and S(s) using data from normal
operation. What remains is to find an estimate for S(s). If one investigates Figure 6 one see that
the slope of G1(s) and GJ(s) is almost the same for faster dynamics. This means that one can
estimate the slope of GJ(s) from G1(s). From Figure (10) one can see that the swing equation
consists of two parameters the inertia constant H and the speed damping Kd . Normally, one
can assume that 2H >> Kd . We will therefore assume that the slope of G1(s) is completely
determined by H. To find an estimate of H we choose to interpolate between to frequencies to
reduce the effect of errors.

H ≈ Ω2 −Ω1

2Ω1Ω2(|G1( jΩ1)|− |G1( jΩ2)|)
(22)

We can now find S(s) as follows
S(s)≈ 2HsG1(s) (23)

3 METHODOLOGY

Our methodology for checking the requirements rely heavily on the system identification tool-
box [9] available for MATLAB. We will in this section show how collected data can be used
together with the system identification toolbox to deduce models which can be used for check-
ing the requirements.
Essentially the methodology consists of the following steps:
Data collection In this step data is collected either from a PMU or from the control system of

a hydro power plant.
Preprocessing of data The collected data should be passed through a low pass filter, decimated

and the average removed.
Order selection One should make sure that the correct model order is chosen. This can be

seen as an iterative process, where one first tries a high order model. Then one should
do a residual test on the model. It is also good to look for pole zero cancellation, and
reduce the order of the transfer function numerator to remove any. If the model passes the
test one can try with a lower order and then continue reducing the order until the model
doesn’t pass the tests anymore. An example of this process is shown in Figure 7. Here
four attempts of identifying Gp(s) of a power plant in the Norwegian system is shown.
One can see that all the transfer functions except one pass the residual test. We therefore
discard the one not passing the residual test. For the other transfer functions we see that
all except one has pole zero cancellation. The pole zero cancellation can be seen as the
spikes on the bode diagram. We therefore keep the transfer function drawn in red, which
passes all the tests.
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Figure 7: System identification toolbox [9] workflow

4 RESULTS

To demonstrate our approach and compare it to the draft requirements we use data sets from
tests performed at two power plants in the Norwegian system. At the first power plant a test
according to the new requirements were performed. Moreover, measurements from a PMU
were obtained at the same plant and used for comparison. On the second plant we obtained
measurements from the control system while the plant was operating normally.

4.1 Comparison of our approach and the one in the draft requirements

The single line diagram of the part of the plant we investigated is depicted in Figure 8. Our
approach was tested on PMU data from the high voltage side of the transformer. The approach
from the new requirements were tested using datasets from tests done by Statkraft according to
the new draft requirements. In Figure. 9 an example of a sine sweep and a step test from the
Statkraft tests are presented together with the PMU measurements.
In Figure 10 we have plotted bode diagrams of estimates of the transfer functions Greq(s). Two
of the estimates where obtained using the system identification toolbox and have been plotted
with the 95% confidence interval. One estimate was obtained using measurements from one
sine sweep. During the sine sweeps the plant was providing FCR-N and during the step test it
was providing FCR-D. One can see from the figure that the variance is smaller using the step test
recording than the sine sweep. This is to be expected as the step provides better excitation than
one sine wave. We can use the sine sweep for the identification since it consists of many small
steps. The third estimate is obtained by following the procedure from the draft requirements.
We can see that this estimate follows the other estimates quite well. However, it only gives the
transfer function at discrete frequencies. Moreover, the estimate captures a smaller range of the
dynamics.
Now that we have tested two different ways of finding Greq(s). We will compare the sensitivity
function and disturbance rejection function obtained using our approach and the approach de-
scribed in the draft requirements. Our approach was performed with the measurements obtained

7



PMU

G3 G4 G5

Figure 8: Single line diagram of the
power plant

Table 2: Droop setting and G1(0)

Droop 60min 45min 30min 15min

10% 9.5% 9.5% 9.5% 9.5%
6% 6.2% 6.0% 5.9% 6.1%
5% 4.9% 4.9% 5.0% 5.1%
3% 3.1% 3.1% 3.1% 2.9%
2% 2.0% 1.8% 1.8% 1.7%
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Figure 9: Example of collected datasets
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Figure 10: Comparison of estimate of Greq(s) ob-
tained using box-Jenkins and fft

from the PMU. The approach described in the draft requirements were obtained using the step
test and one sine sweep. To make it easier to compare we did the draft requirement’s approach
using the system identification toolbox instead of the fast Fourier transform. The result of esti-
mating the disturbance rejection function is presented in Figure 11. The results are presented in
per unit, where the base value has been calculated from the steady state gain of the estimates.
It is of interest to observe that the estimate obtained using the step test has a better disturbance
rejection than the one obtained using the sine test, as the plant was providing FCR-D during the
step test. The slope of the estimate is different for our approach than the one described in the
draft requirements. This is to be expected as our approach estimates all of the dynamics using
local measurements. Whereas, the fast dynamics in the other approach is derived from an esti-
mate of the total system inertia. The estimate of the obtained sensitivity function is depicted in
Figure 12. In this case we see that the steady state gain of the estimate obtained using the PMU
differs quite a lot from the two other estimates. This is due to the fact that we have assumed
that there is no speed damping. However, since it is the peak of the transfer function that is
important for the stability margin this is not a problem.
The results using the different approaches are not directly comparable since they have been
obtained at different loading levels and more than a year apart. However, at least one can see
that the PMU measurement estimate and the step test estimate give similar results.
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Figure 11: Comparison of G1(s) obtained us-
ing all datasets depicted in Figure 9 and a box-
Jenkins model structure
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Figure 14: Estimate of G1(s) new and old tuning

4.2 Measurements from the control system of a power plant operating normally

When using PMU measurements for obtaining the estimate one have to keep in mind that there
may be some losses in the active power of the plant, which are not accounted for. In addition
the closer to the generator one measures the power system frequency the better we can assume
it to estimate the electrical angular speed of the machine’s rotor. It is therefore of interest to
see how our approach performs when one uses measurements obtained as close as possible to
the generator. This can be achieved if one has access to the control signals of a modern hydro
turbine governor.
Another advantage of having access to the control system of a hydro power plant is that it allows
us to test if the method is able to capture changes in the governor parameters. We therefore did
a test at one of Statkraft’s power plants where we connected a computer to the control system
of the governor. The tests consisted of letting the plant run for one hour, before we changed the
governor parameters. The plant was also set to operate with a constant load during the tests.
While the parameters where changed we did not record anything, which means that the datasets
may be a few minutes shorter than one hour. An example of a dataset is presented in Figure 13.
This dataset was obtained with a droop setting of 2%.
Based on the tests performed on the other power plant, new parameters for the PID part of
the governor was calculated. Although, these parameters were calculated for another plant we
compared these new parameters with the old parameters for this plant. A result of this is shown
in Figure 14, where one can see that the proposed approach can indeed detect the parameter
change. One can also see that the new parameters give a better disturbance rejection than the
old parameters.
We also tested several different droop settings. The result of this is given in Figure 15. All the
estimates in this figure is performed while the plant is operated using the new PID parameters.
However, for the droop setting of 10% and 6% a smaller proportional gain is used than for the
other cases. One can clearly see that the approach captures both the change in the droop and the
proportional gain. The approach’s sensitivity to different lengths of the dataset is demonstrated
in Figure 16, where one can see that the results are quite reasonable for all lengths except for
the 15 minutes dataset. The steady state gain for the transfer functions in Figure 15 is presented
together with the droop setting in table 2 for different lengths of the datasets. As expected the
values are quite close.

5 CONCLUSIONS

We have in this paper demonstrated that requirements on a hydro power plant’s stability margin
and disturbance rejection can be checked using both PMU measurements, and data from the
plant’s control system under normal operation. This will save power plant owners both time
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Figure 15: G1(s) with different droop settings
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Figure 16: G1(s) obtained using different signal
length

and money compared to approaches were it is proposed to perform multiple tests to excite the
plant. The results were demonstrated using measurements from tests performed at two different
power plants in the Norwegian power system and the results from both plants were promising.
One of the tests showing promising results were even obtained using PMUs. This means that
the TSOs can obtain an estimate of a plant’s performance using their own measurements. We
therefore believe that, if the TSOs will pursue the approach of setting requirements for FCR in
the frequency domain, a less intrusive approach for the tests could be used.
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Checking hydro power plants’ FCR performance
using system identification in closed loop
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Abstract—In the Nordic power system draft requirements for
the FCR providers have been developed. In these a set of open
loop tests are proposed to check the requirements. As a response
to this we have investigated whether or not the draft requirements
can be checked for hydro power plants, while they are operating
in closed loop, using only one test and system identification. We
show under which conditions this approach will lead to consistent
results. Although, these conditions may not hold in general, we
argue that the introduced bias in the estimation should be small.
Moreover, it is shown that parts of the requirements can be
checked without adding external excitation.

The presented theoretical insight is demonstrated using a
simple test network and results from a hydro power plant in
the Norwegian power system, which show good correspondence
with the presented theory.

I. INTRODUCTION

The Nordic transmissions system operators (TSOs) are
developing new requirements for the frequency containment
reserve (FCR) providers [1]. One part of the new requirements
is to perform a series of open loop tests for estimating the
transfer function of the FCR. This is an intrusive and time
consuming approach, and other approaches should therefore be
investigated. Some alternatives have already been investigated,
where the least intrusive approaches use measurements from
PMUs during normal operation and the most intrusive do open
loop tests at the plant.

Among the papers using measurements from normal opera-
tion we have [2]–[5]. In [2], [4] they use ARX and ARMAX
model structures to perform the identification whereas [3]
used time domain vector fitting. A disadvantage of these
approaches is that they can only be used for checking parts of
the requirements.

Another common method for doing the identification using
PMU measurements is to use disturbance1 recordings, an
approach used in the papers [6]–[9]. In [6], [9] an unscented
Kalman filter is used for the identification. Another paper
using measurements from disturbance recordings is [7] who
uses constrained optimization to perform the identification.
An example on how to tune simulation models by comparing
simulation results with disturbance recordings can be found
in [8].

1In this context disturbance refers to a larger power system event, i.e. load
or generation tripping and not normal load variations

Traditionally, before the wide spread installation of PMUs
in the power system, model validation was done by performing
field tests at the power plants. This approach is described
in [10]–[12]. In [10] they tune parameters in simulation models
based on load rejection tests and steady state measurements.
The paper [11] describes how a model of the turbine can be
obtained using a gradient based non linear search algorithm
fitting measured frequency responses from injection of sine
and square waves to the governor. A similar approach was used
in [12] where the servo and turbine dynamics were identified
from field test at a power plant. For the system identification
they used different techniques such as visual inspection grey
box identification and analysis of the plant’s response in the
frequency domain. In addition it was demonstrated how the
backlash, which can be found in some servos, can be identified.

None of the aforementioned papers show how to identify the
transfer functions needed to check the requirements directly.
Moreover, the PMU based methods may lack in accuracy since
the PMU measures at some distance from the plant and the
external excitation cannot be controlled. To overcome these
issues we propose to use, for the identification, measurements
from the plant’s control system, while the plant is operating
in closed loop. In addition we will investigate if parts of
the requirements can be checked without adding external
excitation, and the consistency of the results.

The outline of the paper is as follows. In Section II a model
of a power plant is presented, together with the signals that
will have to be measured to perform the identification. All the
different systems, which we are interested in identifying and
the signals needed for each system are explained in Section III.
In Section IV two technical theorems are presented, and used
in Section V for analysing the identifiability of the different
systems. Section VI discusses the results from the analysis
and provides some simulation examples to illustrate the main
points of the analysis. The results from a real power plant is
presented in Section VII. Finally, the conclusions and further
work are outline in VIII.

II. MODEL OF THE POWER PLANT

To be able to analyse whether or not the requirements for
a power plant can be checked using system identification, we
need a model of the power plant. For this purpose we will
use the model depicted in Fig. 1. Other models and structures
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Fig. 1: Block diagram of a hydro power plant in a power system

are possible, however, the same analysis performed in this
paper could easily be done for others structures as well. It is
important to notice that we in our analysis assume the plant to
be operating within a confined region, such that its behavior
can be described by linear models.

In the figure, we use classical notation. The Laplace trans-
form of a continuous-time signal x(t) is denoted by x(s) and
the shift operator for a discrete time signal x[n] is denoted by
z (n is the sample number).

In Fig. 1, the (first-order) continuous-time transfer function
GJ(s) represents the swing dynamics of the power plant. This
transfer function is of crucial importance as it determines the
initial change in the electrical angular speed of the machine’s
rotor ∆ω(t) due to changes in the electric power ∆Pe(t).
Further change in the speed of the machine is contained by the
controller Gc. This controller is here assumed to be a digital
PID controller and is therefore represented by a discrete-
time transfer function Gc(z). Since the controller is digital,
the continuous-time speed ∆ω(t) needs to be discretized via
a sampling mechanism preceded by an anti-aliasing filter
Faa(s). The corresponding discrete-time signal is denoted
y[n]. The signal r[n] is an excitation signal that can be added
for identification purposes, this signal is thus equal to zero
in normal operation. The discrete-time output c[n] of the
controller is transformed into a continuous-time signal via a
zero-order hold (ZOH) mechanism. The resulting continuous-
time signal ∆uc(t) is applied to the servo Gs(s) which
changes the water flow to the turbine by changing the opening
of the guide vanes ∆g(t). The parameter ρ in the model is
referred to as the droop and determines the steady state gain
of the governor.

In Fig. 1, we also assume that we have a discrete-time
measurement u[n] of the (continuous-time) electric power
∆Pe(t). As shown in Fig.1, this measurement is done in the
same way as the one of ∆ω(t).

In our modelling we assume the feedback to the controller
to be the rotor’s electrical angular speed. Other choices are
possible and one common choice is to use the power system
electrical frequency as the feedback signal. Since the machines
are synchronous machines the power system frequency will be
very close to the rotor’s electrical angular frequency. However,
it may vary for faster dynamics and we will therefore restrict
our analysis to having the rotor’s electrical speed as the
feedback signal. The speed is measured by measuring how

fast the rotor is rotating and the relation between the rotor’s
mechanical speed and electrical speed is given by:

∆ω(t) ≜ p

2
∆ωm(t) (1)

where ∆ωm(t) is the mechanical speed of the rotor and p is
the number of poles in the machine.

For the identification it is very important how the systems
we want to identify are excited. Since the plant is assumed to
use the rotor’s electrical angular speed as the feedback signal,
the main external excitation will be changes in the electric
power at the bus bar. For the active power at the bus bar of
a synchronous machine we have the following approximate
expression [13]

Pe(t) =
3Vt(t)Ea(t) sin δEv(t)

Xs
(2)

where Vt(t) is the terminal voltage of the machine, Ea(t) is
the internal voltage, δEV (t) is the angle between the internal
voltage and the terminal voltage and Xs is the synchronous
reactance. If we linearise (2) assuming the voltages to be
constant we get the following equation

∆Pe(s) = β(
∆ω(s)

s
−∆δV (s)) (3)

where β is a linearization constant, ∆ω(s)/s = δ(s) is the
angle of the internal voltage as a function of the machine’s
electrical speed and ∆δV (s) is the angle of the terminal
voltage. The angle of the terminal voltage will be a function
of both random load changes and the angle of the machine’s
internal voltage. We will therefore split these two contributions
to get the expression for the electric power used in Fig. 1

∆Pe(s) = vl(s) +
T (s)

s
∆ω(s) (4)

where vl(s) is a signal incorporating the effects of all random
events in the power systems. It will be modeled as a stochastic
process generated by a white noise el filtered by a stable
transfer function Hl. The transfer function T (s) is the transfer
function from the rotor angle of the machine to the electrical
power at the bus bar. This transfer function includes both the
influence the angle has directly on the power and its influence
on the terminal voltage angle through the network. Although,
we have done our analysis assuming constant voltages, time
dependent voltages would not change the conclusion of the



3

analysis. The reason for this is that there should still exist a
transfer function from the load and rotor angle to the electric
power of the generator.

III. DESCRIPTION OF SYSTEMS TO BE IDENTIFIED

In this section we will present the transfer functions used
to check the draft requirements and the datasets that can be
used for obtaining these functions.

In [14] the theory and idea behind the draft requirements
are presented. In short they put requirements on the plants’
sensitivity function and disturbance rejection function. If we
denote by Gc(s) the continuous-time equivalent of the digital
controller Gc(z), the sensitivity function is defined as

S(s) =
1

1 +Gp(s)GJ(s)
(5)

with
Gp(s) =

Gc(s)Gs(s)Gt(s)

1 + ρGc(s)Gs(s)
(6)

and the plant’s disturbance rejection function is defined as

G1(s) = GJ(s)S(s) (7)

In the requirements it is proposed to estimate the function S(s)
and G1(s) by estimating Gp(s) while the plant is operated in
open loop, that is the input signal ε[n] to the controller is
generated by a signal generator. The estimate of Gp(s) is then
to be used together with an estimate of GJ(s) derived from
the sum of the inertia of all the machines in the power system.
We will instead let the plant continue to operate in closed loop
and identify both, G1(s), and S(s) directly. We will also show
how Gp(s) and GJ(s) can be identified separately while the
plant is operating in closed loop.

Since the identification of the transfer functions is per-
formed using a computer, the measured signals will have to
be sampled. We will therefore use the discrete version of the
signals and transfer functions from now on.

A. Description of the signals relevant for S(z) and G1(z)

By inspecting Fig. 1, we observe that the discrete-time
signals r[n], u[n] and ε[n] = r[n]−y[n] are related by discrete-
time versions S(z) and G1(z) of the continuous-time transfer
functions S(s) and G1(s):

ε[n] = G1(z)u[n] + S(z)r[n] (8)

From this we conclude that if we have collected the dataset
ZN
ur = {u[n], r[n], ε[n]|n = 1 . . . N} we can identify S(z)

and G1(z) if the systems are identifiable using this dataset
(the identifiability will be the purpose of the next sections).
The subscript ur in Zur denotes the input signals to the multi
input single output (MISO) system described by (8).

Notice that if we set r[n] = 0, we get the following relation

ε[n] = G1(z)u[n] (9)

In this configuration, it will no longer be possible to identify
S(z). However, it could still be possible to identify G1(z)
using the dataset ZN

u = {u[n], ε[n]|n = 1 . . . N}

B. Description of the signals relevant for identifying Gp(z),
GJ(z)

The FCR is delivered by the process described by the
transfer function Gp(z) and the TSOs will, therefore, in many
cases be interested in obtaining this transfer function first
before estimating S(z) and G1(z). Indeed this is what is
proposed in [1]. Moreover, it is of interest to know the swing
dynamics GJ(z) of the plant. In fact [15] reviews methods for
estimating system inertia both in the literature and in use by
the TSOs. We will therefore, demonstrate how these transfer
functions can also be identified.

For the purpose of identifying Gp(z) and GJ(z), one can
observe in Fig.1 that the signals c[n], u[n] and y[n] are related
as follows:

y[n] = GJp(z)c[n]−GJ(z)u[n] (10)

where GJ(z) is a discretized version of GJ(s) and GJp

is a discretized version of the product Gs(s)Gt(s)GJ(s)
(combined with the ZOH and the antia-aliasing filter). We
therefore conclude that we could estimate GJ(z) and GJp(z)
using the dataset ZN

cu = {c[n], u[n], y[n]|n = 1 . . . N} if the
systems are identifiable using this dataset. To find Gp(z) we
also need to know the transfer function of the servo Gs(z)
and of the controller Gc(z). We will assume the controller to
be known and we see that the signals c[n] and a[n] are related
by:

a[n] = Gs(z)c[n] (11)

We therefore conclude that we could estimate Gs(z) using
the dataset ZN

c = {c[n], a[n]|n = 1 . . . N} if the system is
identifiable using this dataset. An estimate of Gp(z) can then
be deduced from the models of GJ(z), GJp(z), and Gs(z)
using the following relation:

Gp(z) =
GJp(z)Gc(z)

GJ(z)(1 + ρGc(z)Gs(z))
(12)

Remark 1. For the sequel, it is important to note that the
transfer function GJp(z) will generally contain a delay (due
to the presence of the ZOH) while the other transfer functions
GJ(z), S(z) and G1(z) will generally not contain any delay.

IV. SYSTEM IDENTIFICATION THEORY

To prove the identifiability of the systems presented in the
previous section we will present two technical theorems. One
relevant for (MISO) systems and one relevant for single input
single output (SISO) systems. In the next section we will then
discuss the identifiability of the systems using these theorems.

A. MISO theorem

We suppose the dataset ZN
miso = {u1[n], u2[n], y[n]|n =

1 . . . N} generated by:

Smiso : y[n] = G(z, θ0)u[n] + v[n] (13)

where G(z, θ0) =
[
G1(z, θ0) G2(z, θ0)

]
and u =[

u1[n] u2[n]
]T

. The term v[n] models process noise and is
assumed generated by v[n] = H(z, θ0)e[n], where H(z, θ0)
is assumed monic and e[n] is white noise with variance σ2

e .
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As we can see in (13) the true system Smiso is parametrized
by the parameter vector θ0. In the sequel, we will suppose
that this parameter vector θ0 is unknown, but that the model
structure Mmiso = {G1(z, θ), G2(z, θ), H(z, θ)} is known.
Consequently, the identification boils down to the determina-
tion of a consistent estimate of θ0.

The input signals uT [n] =
[
u1[n] u2[n]

]
are assumed to

be generated with two external excitation signals w1[n] and
w2[n] and may also be influenced (via some feedback) by the
noise e[n] generating v[n] in (13):

u[n] = K(z)w[n] + Γ(z)e[n] (14)

where w[n] =
[
w1[n] w2[n]

]T
and where K(z) and Γ(z)

are a matrix of transfer functions and a vector of trans-
fer functions, respectively. In this paper, we only suppose
knowledge of u[n]. Consequently, w[n], K(z) and Γ(z)
are not necessarily known quantities. Using prediction error
identification [16] and the dataset ZN

miso an estimate θ̂N of θ0
can be deduced as follows:

θ̂N = argmin
θ

1

N

N∑

n=1

ε2miso[n, θ] (15)

with the prediction error defined as:

εmiso[n, θ] = H−1(z, θ)(y[n]−G(z, θ)u[n]) (16)

In order to validate our identification setting it is important
to verify whether or not (15)-(16) will lead to a consistent
estimate of θ0 when u[n] is generated as in (14). To do this
we need to verify that the true parameter vector θ0 is the
unique solution to the asymptotic prediction criterion:

θ∗ = argmin
θ

Ēε2miso[n, θ] (17)

with

Ēε2miso[n, θ] = lim
N→∞

1

N

N∑

n=1

Eε2miso[n, θ] (18)

The operator E denotes the expectation operator.
Before we investigate whether or not the estimate (15) is

consistent we will make some assumptions.

Assumption A1. The external excitations w1[n] and w2[n]
are assumed to be uncorrelated white noises with variance σ2

1

and σ2
2 respectively. Moreover, they are assumed uncorrelated

to the white noise e[n].

Remark 2. Other w[n] than white noise could also work,
such as multisine and filtered white noise.

Assumption A2. The determinant det(K(ejΩ)) is nonzero
for all Ω.

In addition we have the following condition

Condition C1. If we denote Γ(z) =
[
Γ1(z) Γ2(z)

]T
, there

must be a delay in G1(z, θ0)Γ1(z) and in G2(z, θ0)Γ2(z)
whenever these transfer functions are nonzero.

The identifiability of the system Smiso is now stated in the
following theorem.

Theorem 1. Consider the dataset ZN
miso =

{u1[n], u2[n], y[n]|n = 1 . . . N} where ZN
miso is generated

by (13)-(14). Moreover, consider Assumptions A1-A2 and
Condition C1 Then the prediction error criterion (15)
with (16) yields a consistent estimate of θ0.

Proof: We start by inserting (13) into (16) to obtain.

εmiso[n, θ] = e[n] +
∆G(z, θ)u[n] + ∆H(z, θ)e[n]

H(z, θ)
(19)

with ∆G(z, θ) = G(z, θ0) − G(z, θ) and ∆H(z, θ) =
H(z, θ0)−H(z, θ). We now insert (14) into (19).

εmiso[n, θ] = e[n] + ν(z, θ)e[n] + χ(z, θ)K(z)w[n] (20)

with
χ(z, θ) =

∆G(z, θ)

H(z, θ)
(21)

, and

ν(z, θ) = χ(z, θ)

[
Γ1(z)
Γ2(z)

]
+

∆H(z, θ)

H(z, θ)
(22)

Due to the monicity of H(z, θ0) and the combination of
Assumption A1 and Condition C1,

Ēε2miso[n, θ] = σ2
e

+
1

2π

∫ π

−π

ν(ejΩ, θ)σ2
eν(e

−jΩ, θ)dΩ

+
1

2π

∫ π

−π

χ(ejΩ, θ)φKw(Ω)χT (e−jΩ, θ)dΩ

(23)

with
φKw(Ω) = K(ejΩ)φw(Ω)KT (e−jΩ) (24)

Where φw(Ω) = diag(σ2
1 , σ

2
2). Let us first observe that (24) is

a strictly positive definite matrix at each Ω by Assumption A2.
To prove the consistency, we will show that θ0 is the unique
minimizer of (23). That is, it is the unique parameter vector
θ∗ yielding Ēε2miso[n, θ

∗] = σ2
e . Since (24) is strictly positive

definite, we observe that this only holds if χ(θ∗) = ν(θ∗) = 0
for all Ω. From (21) and (22), this implies that ∆G(θ∗) =
∆H(θ∗) = 0 for all Ω; which in turn implies θ∗ = θ0.

B. SISO theorem

We now consider the dataset ZN
siso = {u[n], y[n]|n =

1 . . . N} generated by:

Ssiso : y[n] = G(z, θ0)u[n] + v[n] (25)

where the term v[n] models process noise and is assumed
generated by v[n] = H(z, θ0)e[n], where H(z, θ0) is assumed
monic and e[n] is white noise with variance σ2

e and the input
signal u[n] is given by:

u[n] =

q∑

i=1

Ki(z)wi[n] + Γ(z)e[n] (26)

where q is the number of external excitation signals wi[n](i =
1 . . . q). We observe that u[n] may also be influenced by e[n]
via some feedback. As in the previous section, we do not
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suppose wi[n], Ki(z) (i = 1 . . . q) and Γ(z) to be known. We
will nevertheless assume the following:

Assumption A3. The signals wi[n] (i = 1 . . . q) and e[n] are
all uncorrelated white noise with variances σ2

i (i = 1 . . . q).

For this system the prediction error is given by:

εsiso[n, θ] = H−1(z, θ)(y[n]−G(z, θ)u[n]) (27)

Similarly as for the MISO-system we will verify whether or
not (27) in (15) will lead to a consistent estimate of θ0, given
the following technical condition.

Condition C2. If this transfer function is nonzero, there is a
delay in G(z, θ0)Γ(z).

Theorem 2. Consider the dataset ZN
siso = {u[n], y[n]|n =

1 . . . N} where ZN
siso is generated by (25) and (26) with q ≥ 1.

Moreover, consider Assumption A3 and Condition C2. Then
the prediction error criterion (15) with (27) yields a consistent
estimate of θ0.

Proof: We start by inserting (25) into (27) to obtain.

εsiso[n, θ] = e[n]

+
∆G(z, θ)u[n] + ∆H(z, θ)e[n]

H(z, θ)
(28)

with ∆G(z, θ) = G(z, θ0) − G(z, θ), and ∆H(z, θ) =
H(z, θ0)−H(z, θ)

Due to the monicity of H(z, θ0) combined with Assump-
tion A3 and Condition C2,

Ēε2siso[n, θ] = σ2
e +

1

2π

∫ π

−π

ζ(ejΩ, θ)σ2
eζ(e

−jΩ, θ)dΩ

+
1

2π

q∑

i=1

∫ π

−π

χi(e
jΩ, θ)σ2

i χi(e
−jΩ, θ)dΩ (29)

with

ζ(z, θ) =
∆G(z, θ)Γ(z) + ∆H(z, θ)

H(z, θ)
(30)

and

χi(z, θ) =
∆G(z, θ)

H(z, θ)
Ki(z) (31)

To prove the consistency, we will show that θ0 is the unique
minimizer of (29), that is it is the unique parameter vector
θ∗ yielding Ēε2siso[n, θ

∗] = σ2
e . We observe that this only

holds if ζ(z, θ∗) = χi(z, θ
∗) = 0(i = 1 . . . q). Since q ≥ 1 it

follows from (30) and (31) that the latter statement implies that
∆G(z, θ∗) = ∆H(z, θ∗) = 0. This in turn implies θ∗ = θ0.

Remark 3. For SISO identification, a single external excita-
tion (i.e. q = 1) will be sufficient to ensure the consistency.
The advantage of having multiple external excitation (q > 1)
is the reduction of the variance of the estimate θ̂.

V. VALIDATION OF THE SYSTEM IDENTIFICATION
EXPERIMENTS

A. Identifiability of S(z) and G1(z) using the dataset ZN
ur

We will now proceed to investigate whether or not the
sensitivity function S(z) and the disturbance rejection func-
tion G1(z) can be identified using the dataset ZN

ur =
{u[n], r[n], ε[n]|n = 1 . . . N}. We assume the system can
be parametrized by a parameter vector θ0 in a known model
structure.

Sur : ε[n] = G1(z, θ0)u[n] + S(z, θ0)r[n] + v[n] (32)

where v[n] = H(z, θ0)e[n], e[n] is white noise with variance
σ2
e and H(z, θ0) is assumed monic. The term v[n] represents

process noise. It is not included in Fig. 1, however, in general
it is very unlikely that ε[n] is perfectly described by (8).

We see that this situation corresponds to the one of Sec-
tion IV-A Indeed, by denoting uT [n] = [u[n] r[n]], wT [n] =
[el[n] r[n]] and by using Fig. 1, we can write the following
for some transfer functions K11(z), K12(z) and Γ1(z):

[
u[n]
r[n]

]
=

[
K11(z) K12(z)

0 1

] [
el[n]
r[n]

]
+

[
Γ1(z)
0

]
e[n]

= K(z)w[n] + Γ(z) (33)

We observe that, if we apply an excitation signal r[n],
we have two external excitation signals generating u[n] =[
u[n] r[n]

]T
(i.e. el[n] and r[n]). Consequently, using The-

orem 1, the estimate of θ0 obtained with prediction error
identification using the dataset ZN

ur will be consistent if
Assumptions A1, A2 and Condition C1 are fulfilled. Let us
discuss this matter in the following remarks:

Remark 4. That Assumption A1 does not hold would imply
that at least two of the following signals, the aggregated
stochastic load behavior el[n], the added perturbation r[n] and
the process noise e[n] are correlated. This is highly unlikely.

Remark 5. As shown in (33), it is clear that Assumption A2
will always be respected in practice.

Remark 6. In this case, Condition C1 boils down to the
presence of a delay in G1(z, θ0)Γ1(z). This delay condition
does not cause any problem when the feedback mechanism
is realized via a digital controller and a ZOH. However,
in our case, the feedback mechanism which is at stake in
Theorem 1 is the one pertaining to the link between ∆ω(t) and
∆Pe(t). In general, there will be no delay in G1(z, θ0)Γ1(z).
Consequently, we will not be able to guarantee the consistency,
and the estimate (15) will therefore be biased. However, the
bias will remain limited if the contribution of the process noise
v[n] in u[n] is negligible. Indeed, in this case, ν(z, θ) in (22)
reduces to ∆H(z, θ)/H(z, θ) and (23) holds even if there
is no delay in G1(z, θ0)Γ1(z). That the contribution of the
process noise v[n] in u[n] is negligible should normally be
met in practice as one can expect the contribution of random
fluctuations in the rotor angle to influence the power at the
bus bar less than the contribution of all other random changes
in the power system.
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B. Identifiability of GJp(z) and GJ(z) using the dataset ZN
cu

We will now investigate whether or not we can identify
consistent models of GJp(z) and GJ(z) using the dataset
ZN
cu = {c[n], u[n], y[n]|n = 1 . . . N}, as for the previous

system we assume that the system can be parametrized by
a parameter vector θ0 in a known model structure:

Scu : y[n] = G(z, θ0)u[n] + v1[n] (34)

where G(z, θ0) =
[
GJp(z, θ0) −GJ(z, θ0)

]
. The term v1[n]

models process noise and is assumed generated by v1[n] =
H1(z, θ0)e[n], where H1(z, θ0) is assumed monic. Using
Fig. 1, the input signal uT [n] =

[
c[n] u[n]

]
can thus be

rewritten as:
[
c[n]
u[n]

]
=

[
Kcl(z) Kcr(z)
Kul(z) Kur(z)

] [
el[n]
r[n]

]
+

[
Γce(z)
Γue(z)

]
e[n]

u[n] = K(z)w[n] + Γ(z)e[n] (35)

If an external signal r[n] is applied to the system, we are
thus here also in a situation corresponding to Section IV-A
and, using Theorem 1, the estimate of θ0 obtained with
the data set ZN

cu will be consistent if Assumption A1, A2
and Condition C1 are fulfilled. Assumption A1 and A2 are
generically fulfilled in this case too. However, we have a
similar problem with Condition C1, which requires a delay
in both GJp(z, θ0)Γce(z) and GJ(z)Γue(z), as discussed in
the following remark

Remark 7. The delay condition will generally hold for
GJp(z, θ0)Γce(z) due to the presence of the ZOH (see Re-
mark 1). However, for the same reason as in Remark 6,
this will not be the case for GJ(z, θ0)Γue(z). The undesired
bias will however be limited under the same condition as in
Remark 6.

C. Identifiability of G1(z) without external excitation

We will now investigate whether or not G1(z) can be
identified without adding external excitation, that is r[n] = 0.
This possibility was mentioned in Section III-A (see (9)). Note
that we analyzed this particular case in a previous paper[5],
but it will also be included here for completeness with extra
attention to the delay condition. As for the previous system we
assume that G1(z) can be parametrized by a parameter vector
θ0 in a known model structure. The relevant dataset for this
analysis is ZN

u = {u[n], ε[n]|n = 1 . . . N}, which we suppose
is generated by:

Su : ε[n] = G1(z, θ0)u[n] + v[n] (36)

and using (33) with r[n] = 0. We are thus now in the situation
described in Section IV-B with q = 1. Consequently, using
Theorem 2, the estimate of θ0 obtained with the dataset ZN

u

when r[n] = 0 will be consistent if el[n] is independent of e[n]
(Assumption A3) and if Condition C2 holds. This latter con-
dition here entails the presence of a delay in G1(z, θ0)Γ1(z).
As already mentioned in Remark 6, this will not be the case in
practice, but the bias will be limited under the same condition
as the one mentioned in Remark 6.

Remark 8. If we are only interested by G1(z, θ0), it is thus
not necessary to add the external excitation r[n]. However,
as pointed out in Remark 3 adding this external excitation
r[n] and following the procedure in Section V-A will generally
yield an estimate with lower variance. The addition of an
external excitation r[n] will also make it more likely that the
contribution of v[n] in u[n] is negligible, reducing in this way
the bias due to the absence of delay in G1(z, θ0)Γ1(z) (see
Remark 6)

D. Identifiability of Gs(z) using the dataset ZN
c

We will now investigate whether or not we can identify
Gs(z). For this purpose, we assume that the system can be
parametrized by a parameter vector θ0. The relevant dataset
in this case ZN

c = {c[n], a[n]|n = 1 . . . N} is supposed
generated by:

Sc : a[n] = Gs(z, θ0)c[n] + v2[n] (37)

v2[n] models process noise and is assumed generated by
v2[n] = H2(z, θ0)e2[n], where H2(z, θ0) is assumed monic.
It is arguable whether there will be significant process noise
in the servo, however, it is included for completeness and
it will be supposed that this signal v2 is uncorrelated with
el[n] and v[n]. The signal v2[n] will generally be negligible
in practice with respect to el[n] and v[n]. That is the reason
why it was not considered as an extra external excitation
in the previous subsection. The signal c[n] in (37) will be
made up of a contribution of the random load changes el[n],
the process noise e[n] and possibly of a contribution of the
external excitation r[n].

This situation corresponds to the case discussed in Sec-
tion IV-B. Using Theorem 2, this identification will therefore
yield a consistent estimate since all conditions/assumptions
are here respected. In particular, note that, here, Condition C2
will hold since the to be identified transfer function Gs(z, θ0)
will generally contains a delay (due the presence of the ZOH
between c[n] and a[n]).

Note also that, due to the presence of el[n], we will
necessarily have q ≥ 1 and the external excitation r[n] is
thus not required for the consistency.

VI. SIMULATION RESULTS AND DISCUSSION

This far we have shown under which conditions the transfer
functions S(z), G1(z), Gp(z) and GJ(z) can be identified. We
will now proceed with a numerical example. For this purpose,
the simple test system depicted in Fig. 2 was implemented
in Simulink. The power plants at bus 1 and 2 are modeled
using their synchronous reactance, the swing equation, the first
turbine model from [18] and a PID regulator. A DC power flow
was used for modelling the power flow. The stochastic load
at bus 5 was modelled as white noise through an integrator.
Its power was chosen such that the power system frequency
stayed within its allows band of 0.1Hz. Process noise was
added to the angular speed ∆ω[n] of the power plant at bus
1. For a more detailed derivation of the test system please
refer to [17]. When r[n] = 0 the only external excitations are
e[n] and el[n], that means no process noise is added to the
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Fig. 2: Small test system used for the simulations

power plant at bus 2. In this section, the excitation signal
r[n] will always be applied and will be given by a white
noise of standard deviation 0.1

50·3 . This standard deviation was
chosen to keep the per unit value of r[n] within 0.1[Hz] with
a 99.7% probability, where 0.1/50[p.u.] is the allowed band
of the power system frequency in normal operation2.

To strengthen the conclusions from the simulations a Monte
Carlo Simulation (MCS) approach was used. The approach
consisted of running the test system for a simulation time of
1200s to generate the different datasets. The transfer functions
S(z, θ̂N ), G1(z, θ̂N ), Gp(z, θ̂N ) and GJ(z, θ̂N ) were then
identified using these datasets and the functions provided
by the system identification MATLAB toolbox [19]. For the
SISO systems a box-Jenkins model structure was used and
for the MISO systems a high order ARX model structure was
preferred. This simulations and identification were repeated a
1000 times, and stochasticity was added by regenerating the
process noise e[n], and the stochastic load el[n] after each
simulation. Since r[n] is a signal generated for the purpose of
the identification it is only generated once.

As mentioned in Remarks 6, 7 and 8, the absence of a
delay in certain transfer functions leads to a bias that will be
smaller for smaller values of the SNR (by SNR, we here mean
the ratio of the contribution of el[n] r[n] to u[n] and of the
contribution of e[n] to u[n]). To check this, we ran multiple
MCS for different values of the SNR. Different SNR values
can be obtained by changing the variance of e[n] in the process
noise.

Let us first consider the procedure of Section III-B and let us
apply this procedure 1000 times and for different values of the
SNR to derive models for Gp(z) and GJ(z). These models of
Gp(z) and GJ(z) can subsequently be used to derive models
for G1(z) and S(z) using (5) and (7). In Fig. 3, we represent
the means of the frequency responses of the models Gp(z)
and GJ(z) obtained in this way and we observe that the bias
remains limited even for small values of the SNR. The same
can also be said for the means of the models for G1(z) and
S(z) (see Fig.4 and 5).

The procedure of Section III-A based on the data set ZN
ur

has also been tested using a MCS for different values of the
SNR. This procedure yields the mean values represented in
red in Fig. 3 and 4. We observe a small bias for high SNR,
but a larger bias than in the case of the procedure in Section
III.B for lower values of the SNR. The procedure in Section
III.A seems thus more sensitive (at least in in this example)
to the bias introduced by the absence of delay. Note also that,
since S(z) is identified directly in this procedure, the low gain
in low frequencies is more difficult to identify (see Fig. 4).

2In practice the power system will sometimes leave this band
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Fig. 4: The mean value of |S(ejΩ, θ̂N )| calculated analytical
and from the MCS. The solid, dashed and dotted lines repre-
sent an SNR of 50dB, 26dB, and 6dB respectively

In the next section, the procedure discussed in Section V.C
(i.e. a procedure with r[n] = 0) will be used on real-life data.

VII. RESULTS FROM A REAL POWER PLANT

A test was performed on a power plant in the Norwegian
power system. For the test the dataset ZN

u was collected with
a small adjustment with respect to Fig. 1: the plant plant was
operating with the power system frequency as the feedback
signal. It would be possible to operate with the angular speed
of the rotor as the feedback signal. However, to change to
this operation the plant would have to be shut down. Since
the difference between these two signals is negligible for slow
dynamics, we decided to not change the feedback signal.

Results obtained from five different datasets are depicted
in Fig. 6. The droop constant ρ was chosen differently in
each of these datasets. Moreover, the proportional constant of
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represent an SNR of 50dB, 26dB, and 6dB respectively
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Fig. 6: Identification of G1(z, θ̂N ) with different droop

TABLE I: Droop setting and G1(0)

Droop Data set lenght
60min 45min 30min 15min

10% 9.5% 9.5% 9.5% 9.5%
6% 6.2% 6.0% 5.9% 6.1%
5% 4.9% 4.9% 5.0% 5.1%
3% 3.1% 3.1% 3.1% 2.9%
2% 2.0% 1.8% 1.8% 1.7%

the PID regulator was changed from 2.5 to 5 for the datasets
where the droop was below 6%. The datasets were recorded
between the changing of the parameters, so they are about an
hour long. In the figure one can see that the static gain of the
disturbance rejection is changed when the droop is changed.
Similarly, one can clearly see a change in the peak of the
transfer function when the proportional constant of the PID
regulator is changed. The legend of Fig. 6 shows the value of
the droop the plant owner used for the dataset.

To check how good the obtained estimate is the droop
setting was compared with the one calculated from the steady
state gain of the estimated transfer function. The results are
presented in TABLE I. As can be seen from the table there is
a good correspondence even when only a part of the full data
set (of 60 min) is used for the identification.

VIII. CONCLUSIONS AND FURTHER WORK

We have shown that both the stability requirements and the
performance requirements for FCR providers can be checked
in closed loop operation if extra excitation is added. Although,
consistency cannot in general be guaranteed, we expect the
bias due to this to be negligible. Moreover, the performance
requirements (G1(z)) can be checked without adding extra
excitation. However, extra excitation will reduce the bias
introduced by the lack of consistency.

The best results were obtained by first estimating the
transfer function for the FCR and the swing dynamics instead
of estimating the transfer functions for checking the stability
and performance requirements directly. This is promising as
these are transfer function the TSOs normally are interested
in addition to the ones used for checking the requirements.

In comparison to what is proposed in the new draft require-
ments our proposal is much less intrusive as only one test is
needed and the plant can continue to operate in closed loop.
We therefore recommend that the proposed approach should
be considered for checking the new requirements in case they
are enforced.

The analytical insight was confirmed using a simple test
system and tests from a real power plant. However, the power
plants were Pelton turbines, where one expects no backlash.
In case one wants to attempt the approach for high pressure
Francis turbines or Kaplan turbines the approach will have to
be modified to account for backlash.

There are also room for improvements in the current pro-
posed approach. In particular it should be investigated whether
or not the bias introduced by the lack of the delay can be
mitigated and how large bias one can expect from an actual
power plant. Moreover, if one wants to add extra excitation one
should look into how to best design the excitation signal.
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a b s t r a c t

This article presents an open data repository, the methodology to
generate it and the associated data processing software developed to
consolidate an hourly snapshot historical data set for the year 2015 to
an equivalent Nordic power grid model (aka Nordic 44), the con-
solidationwas achieved bymatching themodel's physical responsew.r.t
historical power flow records in the bidding regions of the Nordic grid
that are available from the Nordic electricity market agent, Nord Pool.

The model is made available in the form of CIM v14, Modelica and
PSS/E (Siemens PTI) files. The Nordic 44 model in Modelica and PSS/E
were first presented in the paper titled “iTesla Power Systems Library
(iPSL): A Modelica library for phasor time-domain simulations” (Van-
fretti et al., 2016) [1] for a single snapshot. In the digital repository being
made available with the submission of this paper (SmarTSLab_Nordic44
Repository at Github, 2016) [2], a total of 8760 snapshots (for the year
2015) that can be used to initialize and execute dynamic simulations
using tools compatible with CIM v14, the Modelica language and the
proprietary PSS/E tool are provided. The Python scripts to generate the
snapshots (processed data) are also available with all the data in the
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GitHub repository (SmarTSLab_Nordic44 Repository at Github, 2016) [2].
This Nordic 44 equivalent model was also used in iTesla project

(iTesla) [3] to carry out simulations within a dynamic security assess-
ment toolset (iTesla, 2016) [4], and has been further enhanced during
the ITEA3 OpenCPS project (iTEA3) [5]. The raw, processed data and
output models utilized within the iTesla platform (iTesla, 2016) [4] are
also available in the repository. The CIM and Modelica snapshots of the
“Nordic 44”model for the year 2015 are available in a Zenodo repository.
& 2017 The Authors. Published by Elsevier Inc. This is an open access

article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).

Specifications Table

Subject area Electric Power Systems
More specific
subject area

Power system dynamics and simulation

Type of data Excel files, Tables, Figures
How data was
acquired

Historical Data Records: Nord Pool;
Source Model Parameter Data: Literature [6,7]

Data format Raw, Processed
Experimental
factors

Power flows were obtained for the Nordic 44 model in PSS/E for every one hour for
the year 2015 and were consolidated by matching the model's physical response
with data records available from Nord Pool.

Experimental
features

CIM v14 files and Modelica records were generated from the consolidated/mat-
ched PSS/E snapshots of the Nordic 44 model.

Data source
location

Electric market data for the Nordic grid
Nord Pool webpage (http://www.nordpoolspot.com) (for historical power flow
data), model structure data from [6,7] and modifications documented in this
article.

Data accessibility The processed data is archived in a Zenodo repository at:
- https://doi.org/10.5281/zenodo.162907 (2015 data)
The data processing software is made available in a GitHub repository:
Nordic44-Nordpool http://dx.doi.org/github.com/SmarTS-Lab/Nordic44-
Nordpool

Value of the data

� The raw Nord Pool data of the power flow records matched with the model's response (processed
data) yield thousands of representations of the Nordic 44 model that can be useful to understand
the power flow patterns and the electricity market's operation in the Nordic synchronous electric
power system during 2015.

� The Nordic 44 model can be used as a test system for power system studies, including static and
dynamic analysis under realistic operation conditions for 2015. For example, it can be used to train
and test Machine Learning techniques (e.g. Decision Trees) and other computational techniques that
are essential in the work flows used for dynamic security assessment of electrical power systems.

� The processed data and models can be used to test and validate the functionalities of power system
security assessment software both offline and online dynamic assessment tools, e.g. iTesla [3,4],
DSAT [8], SIGAURD [9].
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� The data provided using the CIM v14 standard can be used to test the functional layer of appli-
cations in Smart Grid Architectures and most importantly, to quantitatively assess the interoper-
ability of power system simulation tools that adopt CIM.

� The data and models provided in Modelica can be used with any Modelica compliant software tool
to perform power system dynamic simulations and studies. When using OpenModelica [10], this
provides researchers with a fully open source software environment for dynamic simulation.

1. Data

1.1. Matching historical market data

Raw data from Nord Pool was consolidated with a physical model representation of the Nordic grid
by matching the measurement records to the model's power flow results (processed data). This has
resulted in thousands of representations of the “Nordic 44” model for the year 2015 that are made
available in the GitHub repository with the submission of this article.

These snapshots are provided in the form of CIM v14, Modelica and PSS/E (Siemens PTI) files. The
Python scripts (i.e. software toolset) used to generate these snapshots (CIM v14, Modelica and PSS/E)
are also made available in the repository.

1.2. Historical market data

The pre-processed (raw) data was downloaded from Nord Pool webpage. For each hour, the
records contain the active power production and consumption data in the bidding regions of the
Nordic grid and the active power exchange between them. These records were matched to an elec-
trical grid model steady-state response, as explained next.

Fig. 1. SmarTS Lab Nordic 44 Equivalent Model Mapped to the bidding zones of the Nordic grid used in Nord Pool for 2015.
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1.3. Model parameter and structure data

To match and consolidate the historical market data to a physical description of the power network, the
Nordic 44 model was developed. Note that the aim here was to set a “base case”, from which multiple
snapshots of actual measurements records could be mapped to the quantitative response from computa-
tions on a physical model of the grid that included both steady-state and dynamic analysis features.

The development of this source model/“data” consisted of (a) obtaining editable files in the PSS/E form
to, (b) extend the model to represent better the Norwegian portions of the Nordic grid and to adapt it to
modeling limitations in both the iTesla platform and the iPSL library (i.e. lack of HVDC link models).

Step (a) used source files which was stripped from user defined models and other equipment, and
other additional modifications carried out by Emil Hillberg of STRI on behalf of Statnett SF. The
resulting model of this step is archived in Models.zip in respective Zenodo repositories.
Note that the starting model is an extension itself of the Nordic 23 bus model developed at SINTEF
Energy Research in several steps [6]. The Nordic 23 bus model was developed from a 15 bus Nordic
power system model developed at NTNU and the details of this model are explained in [7].
Step (b) included the assignment of bus bar names, grouping of busses according to the actual
bidding region, and numerous other changes as described in the documentation available in./…/
SmarTSLab_Nordic44/00_Documentation/N44_changes.docx.

The model developed in Step (b) is used throughout the historical data matching and consolidation
process to create snapshots of the actual operational conditions of the Nordic Grid for 2015. This base case
can be found in the repository in the GitHub repository at./nordic44/models/ and archived in Models.zip in
respective Zenodo repositories.

2. Experimental design, materials and methods

2.1. Pre-processed data

The pre-processed (raw) data was downloaded from Nord Pool webpage as MS-Excel files (Con-
sumption_xx.xlsx, Exchange_xx.xlsx, and Production_xx.xlsx) were saved in a folder with

Fig. 2. Matching and consolidation of historical data with the Nordic 44 grid model.
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corresponding date (e.g. N44_20150401 refers to the folder containing the hourly snapshots of the 1st

April 2015). The MS-Excel files (Production_xx.xlsx and Consumption_xx.xlsx) contain the active
power production and consumption data in the bidding regions of the Nordic grid for every hour as
shown in Fig. 1. The MS-Excel file (Exchange_xx.xlsx) contains the active power exchange data
between the bidding regions of the Nordic grid for every hour. Now, the toolset was updated to
automatically download the data from the Nord Pool ftp server, inspired by the work in [11]. The raw
data is stored in a Python dictionary allowing for easy data manipulation in Python and integration
with PSS/e through psspy. It is still possible to save the data to excel and to load in excel files to the
dictionary ensuring both forward and backward compatibility.

2.2. Data processing method

For each hour, an equivalent Nordic power system model (Nordic 44) was created, matched and
consolidated with the load generation balance in the bidding regions and the active power exchange
between the bidding regions. The buses in the Nordic 44 model were named according to the closest
city or town corresponding to both the geographical location and the detailed grid structure available
to Statnett SF. The work flow used to create the PSS/E snapshots is shown below in Fig. 2.

The major steps of the data processing workflow include:

(1) The raw data for the year 2015 was downloaded from Nord Pool (http://www.nordpoolspot.com)
to MS-Excel files through manual queries to the Nord Pool database. This procedure was
automated by implementing a Python class for connecting to the Nord Pool ftp server and
handling the Nord Pool data. An example on how to use the Python code to generate the cases is

Fig. 3. Screenshot of the MS-Excel file PSSE_in_out.xlsx.
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provided in the GitHub repository (./examples/multiple_data_sets_from_nordpool.py /data_set_-
from_nordpool.py)

(2) The raw data from Nord Pool contains only active power flow measurements (generation, con-
sumption and exchange) within the bidding regions and between the bidding regions, for
every hour.

(3) Another Python script simulates/computes the power flow with the constraint of minimizing the
error between the power through the lines between the bidding regions. The method imple-
mented in the Python script performs several checks (e.g. convergence, limits etc.), and after

Fig. 4. Screenshot of the Zenodo repository showing the Nordic 44 model and PSS/E snapshots.

Fig. 5. Generation of CIM v14 snapshots.
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completing these tasks, it computes the error between the Nord Pool measurement records and
those obtained from the Python script computations on the Nordic 44 model. A summary of
results is written in an MS-Excel file for each snapshot and named PSSE_in_out.xlsx.

(4) The obtained PSS/E snapshots (processed data) contain the power flow solutions that give the
best match to the historical data from Nord Pool. These are necessary to initialize simulations,
especially those needed for DSA.

At the end of this work flow, MS-Excel files (PSSE_in_out.xlsx) are generated by the Python script
for every snapshot with raw data from Nord Pool and the results from PSS/E. These MS-Excel files
(PSSE_in_out.xlsx) include limit checking messages (branch overloading, bus voltage out of limits and
generator overloading). A screenshot of the created Excel file is shown in Fig. 3.

The PSS/E snapshots for each hour before solving the power flow (hx_before_PF.raw, unmatched
processed data) and after solving the power flow (hx_after_PF.raw, matched processed data) were
also made available in the repository. The Nordic 44 model and the PSS/E snapshots can be accessed
from the repository as shown in Fig. 4.

2.3. Processed data and post-processing

CIM v14 and Modelica snapshots were generated from the matched PSS/E solved power flow
snapshots (processed data). The PSS/E snapshots and PSS/E dynamic model parameters data (.dyr)
files were used by the Python script to generate the CIM v14 snapshots as shown in Fig. 5. The Python
script uses the Application Programming Interface (API) of the Operational Database Management
System (PSS/ODMS) software [12] to generate the snapshots. These generated CIM snapshots can be
used for information exchange according to CIM and to perform analysis in CIM compliant tools
[13,14].

The generated CIM snapshots were placed in the folder corresponding to the day they refer to (e.g.
N44_20150401 refers to the 1st of April 2015). In each folder there are three files that define individual
CIM snapshots for each hour (N44_hx_EQ.xml, N44_hx_SV.xml and N44_hx_TP.xml).
N44_noOL_RDFIDMAP.xml is the file with IDs mapping of those cases with fixed overloading pro-
blems. N44_RDFIDMAP_2015-1.xml and N44_RDFIDMAP_2015-2.xml are the files with IDs mapping
of the remaining snapshots from 2015. The screenshot of the generated CIM snapshots in the GitHub
repository is shown in Fig. 6.

PSS/E snapshots and PSS/E dynamic model parameters data (.dyr) files were used by the Python
script “Raw2Record” (./…/SmarTS-Lab/Raw2Record) to generate the associated Modelica snapshots as

Fig. 6. Screenshot showing the CIM v14 snapshots.
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shown in Fig. 7. These generated Modelica snapshots together with the OpenIPSL library can be used
for simulation in the Modelica compliant tools. The generation of the record files using the python
script is illustrated with an example (./examples/multiple_data_sets_from_nordpool.py /data_set_-
from_nordpool.py) and is provided in the GitHub repository.

During the iTesla project, another methodology to generate Modelica model snapshots using the
iTesla platform [3] was attempted. Note that these snapshots were created using a different meth-
odology reported in [15]. The resulting snapshots available for this approach cover only from April 1,
2015 to July 31, 2015 and are archived in iTesla_Platform.zip in the Zenodo repository. This archive
contains both the snapshot models together with the appropriate version of the iPSL library.

The data records are stored in the /ModelicaSnapshots/ sub-folder of the Zenodo archive. They
require the Modelica model that was manually implemented for Nordic 44 reported in [1] with the
record structures corresponding to the PSS/E snapshots. The Python script (“torecord”) used to
generate Modelica snapshots from PSS/E snapshots as described in Fig. 7. The OpenIPSL library used
in generation of these snapshots can be found in./…/SmarTS-Lab/OpenIPSL (Fig. 8).

The CIM and Modelica snapshots (processed data) of the “Nordic 44” model for the year 2015 are
available the aforementioned Zenodo repository (see [2]).
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1 Introduction

Power systems are among the largest, most complex systems ever constructed.
Consequently, analysis of these systems often involve computer simulations,
since it would be too complicated to analyse them analytically. However, for
the purpose of education and understanding certain phenomena, small test net-
works specifically tailored for capturing the interesting phenomena, while still
being small enough to be analysed analytically, are in use. Similarly, even with
the computational power available today, small test networks are often used
for studying specific phenomena during computer simulations. One such test
network is the Nordic 44 (or N44) test network.

N44 is an aggregated dynamic power system simulation model designed for
analysis of dynamic phenomena in the Nordic power grid. This network was
initially developed at The Norwegian University of Science and Technology
(NTNU) and has gone through many iterations before reaching its present state.
In this short memo, the different stages of development of the network will be
described along with a brief overview of how the multiple variations of N44 have
been used and how they differ. Although, this is a task not necessary for the
continued use and development of the network, it can hopefully be of interest
for present and future users.

2 Historical background

As mentioned in the introduction, the test network went through many iter-
ations before reaching its current state. In this section, the different versions
known to the authors will be briefly presented and explained.

2.1 Nordic 15

The first iteration of the test network was developed during Bjørn Bakken’s PhD
study [1] at NTNU. It was used for studying a proposed concept for automatic
generation control (AGC) with the introduction of more HVDC connections to
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Figure 1: The 15 bus network from [1]

the Nordic power system. When the system was created only the HVDC con-
nection to Denmark was present. In the model, three additional connections are
added - one to the Netherlands and two to Germany. The network and proposed
control concept was published in a journal article [2]. The Nordic 15 model was
tuned using measurements from generator outages in the Norwegian power sys-
tem and the methodology used is described in [1]. It is not an aggregated model
of the whole Nordic system as it only includes buses in Norway and Sweden.

2.2 Nordic 18

The Nordic 15 bus system was later extended to an 18 bus system in [3]. The
model was developed in PSS/E and has two major load situations for which it
is tuned for both stationary and dynamic analysis. The model is used for long-
term simulations of secondary control and AGC, and has modelled the large
generation and load areas as well as tie-line interfaces of the Nordic system.
The model is shown in Fig. 2.

2.3 Nordic 23

The test network was further developed and buses were added to create a 23
bus network. The network was used for investigating stability problems arising
from the large-scale integration of variable renewable generation into the Nordic
power system [4].
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Figure 2: The 18 bus network from [3]

2.4 Relation to the Swedish (Nordic 32) test system

A perhaps better known test system than the Nordic 44 system is the Swedish
test system. Normally, the system is referred to as the Nordic 32 system, a name
very similar to the Nordic 23 bus system. It is, therefore, not surprising that
there has been some confusion whether or not the Nordic 44 system originated
from the Nordic 32 system. To avoid confusion we will refer to the Nordic 32
system as the Swedish test system.

This system was first described in [5] and referred to as the Swedish system.
It was also adopted by the IEEE Power System Dynamic Performance Com-
mittee as a test system for voltage security [6]. By this committee, the network
is referred to as the Nordic test system, a name that should be used with care,
since the network originally was intended to represent Sweden and also to avoid
confusion.

To further add to the confusion on the origins of the Nordic 44 system, the
Swedish test system was merged with the Norwegian and Finnish part of the
Nordic 23 system [7].
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Figure 3: The 23 bus network from [4]

3 The Nordic 44 test network

In this section, it is briefly described how the Nordic 44 test network was devel-
oped from the Nordic 23 test network and some applications it has been used
for.

3.1 Intial development of the Nordic 44 test network

Development of the Nordic 44 test system started following the initial develop-
ment of a 66 bus network (Nordic 66) proposed by STRI. However, following
consultations between STRI and NTNU, development of the Nordic 66 test
system was discontinued. It was decided instead that an earlier version, the
Nordic 23, be used and extended to capture the system state at the time. Sub-
sequently, the Nordic 44 was created based on the Nordic 23. The initial model
was mapped to real EMS data from Statnett by STRI in collaboration with
NTNU. This work was done for Statnett in the iTesla project (EU FP7, 2012-
2016).

3.2 Branching of N44

The N44 model has been used for different purposes and the model has been
adjusted in a variety of ways to suit these purposes. The N44 model name,
however, has not been changed for any of the model adjustments and an overview
of the multitude of N44-variations is thus necessary. Primarily, there are two
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Figure 4: Overview of N44 development along with historical background pre-
N44

model branches that are commonly referred to. These are the KTH-branch, and
the NTNU-branch. For each of these branches, N44 has been used by several
authors to achieve different goals. An overview of this development, along with
historical background previously given, is shown in Fig. 4. The NTNU-branch
has at NTNU been used extensively for dynamic analysis, which was the original
intended purpose of the Nordic 44 model.

3.2.1 The KTH-branch

The KTH branch stems from continued development of N44 at KTH (Royal In-
stitute of Technology in Stockholm) for the iTesla project. Their work includes
mapping buses to market areas, giving buses geographical names, implementing
the network in the Modelica language as well as mapping Nord Pool market
data to the model. In KTH’s first publication using the Nordic 44 test network,
it was used to demonstrate the iTesla power system library [8]. The next pub-
lication documents the work on mapping Nord Pool market data to the test
network together with data sets for 2015 and 2016. Links to the data sets and
the code used for creating them are free and links can be found in the pub-
lication [9]. The KTH branch was utilized for reliability studies in [10] using
MATPOWER/MATLAB, where the modelling of corrective actions in reliabil-
ity analysis was studied. For this study, the version developed at KTH was used
since it was deemed to have the most correct power flow between the Nord Pool
market areas. A modified version of the KTH-branch Nordic 44 model was also
used by [11] to study possible adverse interactions among independently tuned
power system stabilizers.
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3.2.2 The NTNU branch

NTNU’s version of the Nordic 44 was based on a version given by STRI and
not the version developed at KTH. It is available in PSS/E as well as DIgSI-
LENT Powerfactory. The initial mapping of the buses to the market areas was
improved by [12], who used the model for analyzing inertia and frequency con-
tainment reserves in the Norwegian power system. The model was also tuned
for frequency response against a recent (2013) scheduled generator outage in
Sweden. Although, the frequency response was tuned to have a response sim-
ilar to the actual system this model is not stable. It is not evident from the
system response during short simulations, but if the system is simulated for a
longer time one will observe large oscillations in power and frequency. A closer
investigation of the tuning of the governor revealed the governors to be tuned
incorrectly.

Building on the work in [12], a further mapping of the buses to the market
areas was performed in [13], where the model was used to create a small-signal
online dynamic security assessment tool. To acquire operating states for this
tool, a Python script for automatically downloading historical power exchange
data from Nord Pool was developed. Small-signal stability was achieved using
the stability analysis and control system design software PacDyn. The problem
with the governors causing instability was also fixed in this version. Also build-
ing on the work in [12], simultaneous HVDC contingencies were simulated in
[14] with the intention of observing frequency deviations and voltage dips fol-
lowing large loss of power import as well as investigating the ability of System
Integrity Protection Schemes (such as HVDC Emergency Power) and corrective
actions (such as generators’ primary response) to hinder critical consequences.

3.3 Ongoing and future use of Nordic 44

Ongoing works involving the Nordic 44 model include stability assessment of
future scenarios of the Nordic/European interconnected power system, being
undertaken as part of the CloudGrid project. So far, several future load flow
scenarios involving variations of generation from wind power plants and HVDC
connections are under consideration.
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A Appendix: NTNU master thesis versions

This appendix attempts to summarize some of the changes made to the Nordic
44 model and how it has been used by graduates at NTNU. For further details,
the reader is referred to the original works.

A.1 Thesis of S. Nordhagen

All changes in this subsection refer to [10]. No changes made to PSS/E-model.
Changes are made in MATLAB, by adjusting an mpc-struct in MATPOWER
format. In this work, a MATLAB script adds three new buses after a power
flow simulation. The three buses added are:

• 7030 FennoScan, a load bus for HVDC-cable from Finland to Norway.
Corresponds to internal exchange in the Nordic power grid, with bus 3020
FennoScan. The power consumption at this bus is set to the negative of
bus 3020 FennoScan, as, disregarding losses, the load consumed will be
the negative of consumption at 3020 FennoScan.

• 6702 Exchange NO-FIN, exchange from Norway to Finland. A load bus
in Norway which models power flow between Norway and Finland. The
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exchange is set to 0 MW (interestingly, when setting the power exchange
to zero, neither the load at this bus nor 7130 are directly set to zero. They
are set equal to the load at 6701 Ofoten, where the load is zero).

• 7130 Exchange NO-FIN, exchange from Finland to Norway. A load bus
in Finland which models power flow between Finland and Norway. The
power consumption is, like bus 6702, set to zero.

Corrective actions related to reactive compensation were also implemented
in the OPAL prototype contingency analysis module [15], [16] in the thesis of
[10], but these corrective actions are not discussed here.

A.2 Thesis of S. M. Hamre

Changes refer to the work of [12]. The generator and load count is reduced from
80 to 61, and 48 to 43 respectively. Some of the key model changes are:

• Moving power production from SE3 to SE1 and SE2 in order to obtain
the right amount of hydropower with regards to FCR and inertia. This is
because SE3 has thermal power plants, while SE2 and SE1 has hydropower
plants, with different dynamic responses. This change will likely lead to
increased deviation of power exchanges from NordPool data (cf. p. 50).
To move power, MBase and PMax generator parameters changed in many
cases when moving capacity around. In these cases, the ratio between
the two parameters was maintained (cf. Ch. 7 for more details). Inertia
constant H is not changed, as it is related to the base MVA rating.

• The ZIP load model was changed from an initial 60/40/0 (I/Y/P, given
in percentages) to 10/10/80. This was necessary to tune the frequency
response from dynamic simulations to the measured frequency response in
the real system for a generator outage that occurred in 2013. To achieve
the right frequency nadir, HYGOV parameters were adjusted for each ZIP
load case and are displayed in Table 20, pp. 51-52.

• Line impedances were reduced by 40% in order to circumvent line over-
loads, as lower impedances will lead to higher line ratings. (How a lower
impedance leads to higher line ratings in the model is not understood; the
line rating tabular values are certainly the same, but physically the heat
generation would be different.) Reduction of impedance also improved the
damping of the system, ref. p. 51.

• Branches that connect to HVDC buses all have their line ratings set to 0.

• PSS model STAB2A replaced by STAB1 in PSS/E.

Details of reducing the generator and load count as well as moving generation
capacity around is omitted as it is performed through a trial-and-error approach.
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A.3 Thesis of K. Bjørsvik

Changes refer to the work of [13]. The generator and load count is reduced from
61 to 18, and 43 to 25 respectively. Some of the key changes made to the model
are:

• Aggregating every generator at the same bus into an equivalent generator.
Data describing one original generator was saved into a spreadsheet to be
able to recalculate the aggregated generator data depending on how many
generators that should be turned on.

• Aggregating every load at the same bus into an equivalent load.

See chapter 4.5 for details about how the aggregated generators and loads are
changed in Python in dynamic simulations according to different cases from
Nord Pool market data, and how losses are taken into account by 718 MW
reduction of loads.

A.4 Thesis of E. H. Solvang

Changes refer to the work of [14]. Used for dynamic simulation in PSS/E of
simultaneous outages of HVDC interconnectors connecting the Nordic (Nor-
way, Sweden and Finland) synchronous area to Continental Europe. Many case
studies were performed and different adjustments were made to the generation
and load. The goal of the adjustment was to retain the tuning for response
in grid frequency achieved in [12] while adjusting HVDC power import. The
simultaneous outages are studied in the context of high-impact low-probability
(HILP) events and the disturbance should therefore be very large. The import
of HVDC interconnectors is set to the maximum power transmission capacity
of the modelled links. Adjusting the import alters the power flow of the system.
Attempts are thus made to reduce the generation in proximity to the HVDC
link so that the interregional power flow remains similar to before adjusting
HVDC import. HVDC links exporting power are not considered. The thesis
highlights a need for tuning of the dynamic voltage response of the N44 model.
Contributions to the model are found in Python code using the PSSPY-API in
PSS/E. Contributions include

• Added PV-buses representing the HVDC interconnectors North Sea Link
and NordLink

• Added Under-Frequency Load Shedding by use of the Protection Relay
Model DLSHBL

B Appendix: The GridBalance model

The GridBalance model is dynamic power system simulation model with an
aggregated representation of the grid expected in the Nordic power system in
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Figure 5: The GridBalance model, from [17].
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2030. A presentation of the model is given in [17]. A graphical depiction of the
grid model from [17] is reproduced in Fig. 5.

The model for the Nordic power system has 33 nodes, each comprising one or
more AC buses. That grid equivalent was developed based in part on the 23-bus
model used in [18], which in turn was based on [1], and implemented in DIgSI-
LENT PowerFactory. Since the N44 model was also developed based on [1], the
GridBalance model is in this sense related to the N44 model. In contrast to the
N44 model, the GridBalance model also includes buses representing Denmark:
one bus for Eastern Denmark (Zeeland, belonging to the Nordic synchronous
area) and one bus for Western Denmark (Jutland, belonging to the Continental
European system). In addition there is a bus in Northern Germany and an
equivalent external grid model (from the PowerFactory library) connected to
this bus to represent the Continental European power system.

Compared to the present-day (as of 2017) Nordic power system, the fol-
lowing HVDC links were added to the model: 4 HVDC interconnections un-
der construction (KriegersFlak, NordLink, NSN-Link) or under development
(NorthConnect) as well as 3 hypothetical HVDC links. As one of the objectives
of the development of the GridBalance model is to study the impact of the in-
creasing number of HVDC links in the Nordic power grid, HVDC converters are
modelled with greater detail than for the N44 model. Furthermore, as stated in
[17], the idea behind the work with the GridBalance model was to develop the
model for use in different national and international research projects, as well
as for educational purposes (PhD) without any restrictions due to intellectual
property rights.
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Abstract—The frequency divider is a simple yet reliable for-
mula for estimating bus frequencies in dynamic power system
simulation. In the original paper a thorough mathematical
derivation of the formula is given. We will in this letter show that
one will arrive at the same formula by applying a standard dc
power flow description of the network. The assumptions behind
the dc power flow are well known to all power system engineers
and most students and should therefore be a good starting point
for deriving the formula.

I. INTRODUCTION

Simple and reliable formulas explaining the workings of
the power system are useful not only for simulation purposes,
but also for the sake of analytical analyses of fundamental
power system problems and teaching purposes. In this regard
formulas such as the frequency divider [1] (FD) formula are
powerful tools. The FD formula provides an easy yet reliable
way to calculate bus frequencies as a function of generator
speeds and the reactances in the system. It is an approach
relevant for large scale dynamic power system simulations
where the generator speeds and rotor angles are state variables.
The advantage of the FD formula is that it is more precise
than the often used centre of inertia (COI) equation, and
more numerical stable than the use of a washout and filter
as demonstrated in [1].

In [1] a thorough derivation of the FD formula is presented.
However, as will be shown in this letter it is possible to arrive
at the same formula if one starts with a standard dc power
flow. The assumptions and rationale behind the dc power flow
is assumed to be known, which makes it a good starting
point for the derivation of the formula. It should be noted
that, although, [1] starts out with a current injection model
they make a number of assumptions. In fact through their
assumptions they implicitly assume a dc power flow to end
up with the final formula.

II. DERIVATION OF THE FREQUENCY DIVIDER FORMULA

The idea behind the derivation is that the fundamental
frequency of the voltage at a certain bus can be calculated
as the time derivative of the voltage angle at the same bus.
We therefore only need to find an expression for the voltage
bus angles as a function of the generator rotor angles.

The power flowing on the lines in a power system is related
to the power injections at the buses through the power flow

equations. The power flow equation for active power neglect-
ing the terms related to ohmic losses and shunt elements is.

Pk = Uk

∑

m∈Ωk

Umx−1
km sin θkm (1)

where:
Pk: is the power injection at node k,
θkm: is the voltage angle difference between node k and m,
xkm: is the reactance between node k and m,
Ωk: is the buses adjacent to bus k.
Uk: is the voltage at bus k.
Um: is the voltage at bus m.
In real power systems the voltages are normally close to
1(p.u.) and the angles are small. Using these observations
the DC power flow approximation is written as follows:

Pk ≈
∑

m∈Ωk

x−1
kmθkm (2)

To arrive at the same equation as in [1] we rewrite (3) in terms
of the change in power due to change in angles.

∆Pk ≈
∑

m∈Ωk

x−1
km∆θkm (3)

Written on matrix form this becomes:

∆P = B∆θ (4)

where:
∆P: is the vector of change in power injections,
B: is the nodal susceptance matrix,
∆θ: is the vector of change in voltage bus angles.
It is important to note that the transient reactances of the
generators are included in the nodal susceptance matrix B.
To arrive at the FD formula we write (4) as follows.

[
∆Pe

∆Pl

]
=

[
B11 B12

B21 B22

] [
∆θe
∆θl

]
(5)

where:
∆Pe: is the change in power injection at the generator buses
∆Pl: is the change in power injection at the loads
∆θe: is the change in rotor angle at the generator buses
∆θl: is the change in voltage angle at the non generator buses
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Fig. 1: Single line diagram of the system

In [1] a current injection formulation is used and the current
injected at the load buses is assumed negligible. Similarly, we
assume the change in power injection at the load buses ∆Pl

to be negligible The angle of the non generator buses can now
be calculated as:

∆θl = −B−1
22 (B21∆θe) (6)

We now take the time derivative of both sides of (6) to go
from angles to angular velocity.

∆ωl = −B−1
22 (B21∆ωe) (7)

Furthermore, we have

∆ωl = ωl − 1 (8)

∆ωe = ωe − 1 (9)

where 1 is a column vector containing only ones. Finally to
arrive at the FD formula we insert (8) and (9) into (7) and
rearrange.

ωl = 1+D(ωe − 1) (10)

where
D = −B−1

22 B21 (11)

The formula (10) is the same as the one presented in [1]

III. ILLUSTRATIVE EXAMPLE

In this letter only a short example demonstrating the use
of the FD formula is provided. In [1] several examples are
presented comparing the FD formula to other approaches for
estimation of bus frequencies, as well as examples investigat-
ing some of the assumptions made.

In the example we will use the small test system depicted
in Fig. 1. The reactances, x1 and x2 are line reactances, and
x′
d1 and x′

d2 are the transient reactances of the generators at
bus 1 and bus 2 respectively. The system is tuned using the
values from [2] to have a frequency response similar to the
Nordic system.

The nodal susceptance matrix B for the system depicted in
Fig. 1 using sucseptances(b = 1/x) is.

B =




b′d1 0 −b′d1 0 0
0 b′d2 0 −b′d2 0

−b′d1 0 b′d1 + b1 0 −b1
0 −b′d2 0 b′d2 + b2 −b2
0 0 −b1 −b2 b1 + b2


 (12)

The expression for the change in angular velocity at the bus 5
as a function of the generator speeds with |B22| denoting the
determinant of B22 is.

∆ω3 =
(b1bd2 + b1b2 + b2bd2)bd1

|B22|
∆ω1 +

b1b2bd2
|B22|

∆ω2 (13)
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Fig. 2: Comparison of COI and FD

Similarly the expression for the angular velocity at bus 5 will
be

∆ω5 =
b1b

′
d1(b

′
d2 + b2)

|B22|
∆ω1 +

b2b
′
d2(b

′
d1 + b1)

|B22|
∆ω2 (14)

The COI speed for the system is

∆ωCOI =
1

H1 +H2
(H1∆ω1 +H2∆ω2) (15)

where H1 and H2 are the inertia constants of the plants at bus
1 and 2 respectively.

In Fig. 2 ∆ω1, ∆ω2, ∆ω3, ∆ω5, and ∆ωCOI are plotted
after applying a one per unit load step. From the figure one
can see how the FD formula unlike the COI formula captures
the effect of bus 3 being closer to generator 1 than bus 5.
Furthermore, the COI formula underestimates the amplitude
of the oscillations at both buses compared to the FD formula.

IV. CONCLUSIONS

We have shown that it is easy to derive the FD formula
starting from a dc power flow assumption. This approach for
deriving the FD formula should be quick and easy to grasp
for both students and power system engineers.
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