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Abstract7

The ability to accurately predict vortex shedding around wind turbine blades is paramount,
particularly at high Reynolds number. Turbulence models employed in the numerical studies
strongly influence flow separation and the aerodynamic loading, thus affecting the overall accu-
racy of numerical simulations. In this manuscript, three turbulence models (Spalart-Allmaras,
k − ε and k − ω Shear Stress Transport model) are investigated in two and three dimensional
configurations using standard Reynolds Average Navier-Strokes equations. The focus is on the
NACA0015 airfoil, and the simulations are conducted at a Reynolds number of 1.96 × 106 to
match the experimental data in the literature. The effect of flow separation and vortex shedding
pattern is investigated at different angles of attack (0° ≤ α ≤ 17°,) along with the prediction
ability of the turbulence models. Spectral analysis is performed over the time history of aerody-
namic coefficients to identify the dominant frequencies along with their even and odd harmonics.
A reduced-order model based on the van der Pol equation is proposed for the aerodynamic lift
calculation. The method of multiple scales (a perturbation approach) is adapted to compute
the coefficients of the proposed model consisting of quadratic and cubic non-linearities at the
various angle of attacks (α). The model is also tested in a predictive setting, and the results are
compared against the full order model solution.
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1. Introduction9

To determine a rapid and reliable estimation of the aerodynamic loading on the wind turbine10

structure, highly efficient tools are required [1–3]. Traditional designs have extensively relied11

on the analytical methods to study the parametric dependence of the geometrical parameters12

on loads of the structure [4, 5]. In this regard, initial estimations were based on Blade Element13

Momentum (BEM) theory [6] because of their computational efficiency. Researchers have also14

developed numerous tools based on simpler analytical methods (XFOIL [7] etc.) More sophis-15

ticated designs have utilized Computational Fluid Dynamics (CFD) methods [8–12]. Although16

the approach gives a better insight into the flow characteristics associated with the flow around17

wind turbine components, due to their exceptionally high computational cost it hasn’t been18

utilized by designers to perform the parametric studies [3, 8], recently, researchers have started19

developing computationally efficient models employing Reduced Order Modeling (ROM) based20

on Proper Orthogonal Decomposition (POD) [13–16], Greedy Methods [17], a combination of21

Advanced Deep Neural Network [18–20] and turbulence modeling [21] coupled with traditional22

Navier Stokes Solvers [22] which are seen as major steps towards developing numerical mod-23

els/approaches for parametric design.24

Among various methods for the development of ROM, Phenomenological [23] based ROM25

employ Ordinary-Differential Equation (ODE) to model the parameters in a physical system.26

Self excited oscillators are an important examples in this category [24–26]. Such ROMs require27
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Figure 1: NACA0015: The left picture (a) shows a sketch of the standard symmetric airfoil designed by NACA,
illustrating the base parameter required for its classification; such as chord length (c), thickness (t) and distance
of the centroid from the leading edge (x). The picture on the right side (b) explain the different terminologies
frequently employed in the design of airfoils.

accurate input data sets either from CFD simulations or experiments. These were previously28

developed in the study [27], where the time history of the aerodynamic coefficients was mod-29

eled using the self-excited oscillators. The nonlinear application of such ROM was identified in30

the study [28], where forced van der Pol oscillator was employed to model lift around circular31

cylinders at low Reynolds number (Re). The steady-state and transient modeling for lift and32

drag using van der Pol-Duffing models was found in the study [29], where the model has been33

manifested for accurate prediction ability of non-linear phenomenon on bluff bodies. The mod-34

eling of vortex-induced vibrations on the cylindrical riser for offshore applications is performed35

in [30] and the van der Pol based ROM models are developed for the prediction of lift and drag.36

In the context of airfoil design, the CFD methods were previously employed in the study [31],37

to identify the turbulent flow structures around the blades. More recent work on such compu-38

tations based on Isogeometric Finite Element methods [32] with SA and Variational MultiScale39

(VMS) turbulence models can be found in [33, 34]. Likewise several experiments [35–37] were40

conducted to quantify the performance of airfoils under different flow conditions. All the exper-41

iments were conducted in the wind tunnels, and the aerodynamic coefficients (Cl, Cd, Cp) were42

monitored. The main idea of the tests was to identify the stall on airfoils and determine the43

region in which sudden drop in the lift is experienced with an increase in the angle of attack,44

causing the flow to separate. Thus the studies focused on the unsteady boundary layer separa-45

tion at higher Re over the airfoil surface and demonstrated the vortex shedding spectrum in the46

wake both in 2D and 3D spatial dimensions.47

To standardize the numerical modeling for airfoils, the present manuscript is aimed towards48

examining the extent of turbulence models at higher Re of 106. The tests are conducted on the49

NACA0015 airfoil (owing to its availability of extensive experimental data), and simplified ROM50

models are proposed. The numerical setup is benchmarked against the published data available51

in the studies [37–39] in 2D/3D spatial dimensions for k− ε, k−ω Shear Stress Transport(SST),52

Spalart-Allmaras (SA) models. The resolution of the flow field inside the transient boundary53

layer is analyzed, and the strength of the turbulence model is tested on the ability to capture the54

separation point (αcritical). Spectral analysis is performed on the time history of aerodynamic55

coefficients to identify dominant frequency components. Perturbations methods such as the56

method of multiple scales are adapted, and coefficients of the proposed ROM model (based on57

van der Pol equation) are computed. In the end, the models are tested in a predictive setting,58

and their ability as a stand-alone forecasting tool is highlighted.59
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2. Theory60

2.1. Symmetric 4-digit NACA airfoils61

Standard 4-digit NACA airfoil is employed for the study [12]. The four numbers have a62

standard terminology, as defined by the National Advisory Committee for Aeronautics (NACA)63

for airfoils. The first, second and third-fourth numerals illustrate the maximum camber, the64

distance of maximum camber from the leading edge, and the most significant thickness, re-65

spectively. All the quantities are represented as a percentage of the chord length. Figure 1(b)66

exhibits relevant design parameters of the NACA airfoil.67

The first two zero numerals represent the symmetric airfoils as illustrated in Figure 1(a).68

The schematics of the symmetric airfoils can be generated using the following formula69

yt = 5tc

[
0.2969

√
x

c
− 0.1260

(x
c

)
− 0.3516

(x
c
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here yt, t, c, and x exhibits the width of airfoil thickness measured from the center, largest70

thickness, chord length and the distance between the leading to trailing edge respectively How-71

ever, the Equation 1 does not provide a close curve at the trailing edge of the airfoil. Hence the72

equation is modified to get a closed geometry given by73

yt = 5tc
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c
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]
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The Equation 2 has been used to develop the CAD model of the NACA0015 airfoil profile in74

the simulations of the present manuscript.75

2.2. Turbulence modeling76

To model the flow over NACA airfoil characterized by eddies with large spatiotemporal varia-77

tions, RANS methodology is employed. Averaging the Navier-Stokes equations have introduced78

additional non-linear stress terms (ρv
′
iv
′
i) [40] which are related to the mean flow by the use of79

Boussinesq approximation. It has produced a constant term νt(eddy viscosity) [10] to describe80

the small-scale turbulent stress. Each turbulence modeled have solved additional equations to81

model the eddy viscosity. The detail of each model is outlined in the following subsection with82

the governing equations.83

2.3. Governing equations84

The fluid flow can be mathematically described by time-average mass (Equation 3) and85

momentum conservation equations (Equation 4).86

∇ · (ρu) = 0 (3)

87

Du

Dt
= −∇

(
p

ρ

)
+

1

ρ
∇ ·R + f (4)

here, u is a velocity vector, p is the pressure and ρ is the air density. Rij = νt

(
∂ui
∂xj

+
∂uj
∂xi

)
− 2

3kδij88

is the turbulent stress term that arise due to the time averaging procedure [41] and f represents89

the source terms.90
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Figure 2: NACA0015: Schematic of the domain setup illustrating the domain patches for smooth generation of
computational mesh around the airfoil.

2.3.1. Spalart-Allmaras (SA) turbulence model91

The SA model solve one additional transport equation to compute the eddy turbulent vis-92

cosity. It was initially designed for external flow problems related to aviation and aerospace93

industry [42]. Due to similar Reynolds number regime (106) in mega watt size wind turbines94

applications, it is expected to produce good results. The governing equations of eddy viscos-95

ity is described in Equation 5. For detailed explanation of the model and the constants terms96

employed in the design as originally established by Spalart, the reader is referred to [42], see97

also [33] and references therein for recent advances98

∂ν̃

∂t
+ u · ∇ν̃ = Q(ν̃) +

cb2
cb3
∇ν̃ · ∇ν̃ +

1

cb3
∇.[(ν + ν̃)∇ν̃] (5)

where, ν is the fluid viscosity, ν̃ is the viscosity like variable used to model turbulence. Q(ν̃),99

cb1, cb2, cb3 are model constants.100

2.3.2. k− ε turbulence model101

The turbulent eddy viscosity is modeled by equations of turbulent kinetic energy (k) and102

turbulent dissipation (ε). These two equations associate the mean flow quantities to internal103

turbulent stresses (Equations 6-7). In the literature, this model has been found to perform well104

away from the wall in the free shear regions. Because of its in-discrepancy to model the viscous105

sublayer accurately, wall functions are used to avoid the concentration of mesh near the surface106

(to allow first cell node to be placed in the log-law region). The Equation 6 for turbulence107

kinetic energy (k) and Equation 7 for turbulent dissipation is employed. For further explanation108

of the model, the reader is encouraged to read [43]109

∂k

∂t
+ u · ∇k = ∇

[
ν + νt
σk
∇k
]
− ε+ τij∇u (6)

110

∂ε

∂t
+ u · ∇ε = ∇

[
ν + νt
σε
∇ε
]

+ Cε1
ε

k
τiju− Cε2

ε2

k
(7)

where, ν is the fluid viscosity, νt is the turbulent viscosity. τij is the tensor representing the111

turbulence stress (u
′
iu
′
j), Cε1 and Cε2 are model constants. y+ = u?y

ν , the non-dimensional wall112
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Figure 3: NACA0015: Description of boundary conditions and structured computational grid utilized to perform
the high fidelity simulations together with the overall dimensions of the computational domain, as a function of
the airfoil’s chord length (c = 1). The column on right-hand side represents different mesh gradings employed to
identify the grid independence. (G1 = 52450, G2 = 75840, G3=120650)

distance (where u? is the friction velocity at the nearest wall, y is the distance to the nearest113

wall and ν is the local kinematic viscosity of the fluid), has been maintained in the log-law114

region between 30 ≤ y+ ≤ 100 such that the wall functions calculate the correct values of the115

field variables for the neighboring cells adjacent to the wall. To avoid generation of stagnation116

points, limiters introduced by Kato and Launder [44] are used, who consider that the stagnation117

points are irrotational, with minimal vorticity (Ω), thus the limiter terms becomes Gk = µtSQ,118

where (Ω) is the magnitude of vorticity Ω =
√

2ΩijΩij .119

2.3.3. k− ω SST turbulence model120

To model eddy viscosity, it solves k−ω in the inner part of the boundary layer and transition121

to k − ε in the free stream region. The SST formulation regulates the transition between the122

models. Menter [45] introduced a blending function which controls the switching between ω and123

ε equations.124

Turbulent kinetic energy and rate of dissipation of eddies are given by Equation 8 and 9.125

For a detailed explanation of the model and constant terms, the reader is referred to [45]126

∂k

∂t
+ u · ∇k = ∇

[
ν + νt
σk
∇k
]
− ωk + τiju (8)

127

∂ω

∂t
+ u · ∇ω = ∇

[
ν + νt
σω
∇ω
]

+
Γ

νt
τiju− ω2β + 2(1− F1)

σω2

ω
∇ω∇k (9)

τij is the tensor representing the turbulence stress (u
′
iu
′
j), F1 is the blending function, Γ , σω128

and σω2 are the model constants. y+ has been maintained in the buffer region for the simulation129

between 5 ≤ y+ ≤ 30 such that the wall functions sets the correct ω and k at the wall for each130

first cell. The excessive generation of the turbulence energy in the vicinity of stagnation points is131
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Figure 4: NACA0015: The left picture (a) exhibits the time history of the lift coefficient for the three turbulence
models at α = 13° showing convergence history. The right picture (b) reports the comparison of Cp values for the
three different turbulence models with the experimental data of Pizali et al. [37] at Re=1.96x106.

controlled by using the limiters as introduced by mentor Gk = min(Gk, Climρω), where the Clim132

has a default value. The use of limiters avoids stagnation points to appear in the aerodynamic133

simulation without altering the shear layer performance.134

2.4. Aerodynamic coefficients135

The performance parameters are studied over a range of α at a particular Re. The Re is
defined as [46]

Re =
u∞c

ν

here, u∞ is the incoming velocity and ν = µ/ρ is the kinematic viscosity. The aerodynamic
coefficients of drag (Cd), lift (Cl) and pressure (Cp) are governed by following equations [47]

Cd =
Fx

1
2ρu

2
∞cl

, Cl =
Fy

1
2ρu

2
∞cl

, Cp =
p− p∞
1
2ρu

2
∞
.

136

3. Simulation setup137

In this section, a full description of the simulation set up is provided regarding the choice of138

domain size, mesh resolution, selection of initial/boundary conditions, time step size, and solver139

settings.140

3.1. Domain size and meshing strategy141

A multiblock approach has been adapted to allow more control over the generation of com-142

putational mesh (see Figure 2). It has provided flexibility near the sharp corners, and also143

to conformed well to the underlying geometry. Equation 2 is employed to construct a smooth144

NACA 0015 profile. The computational domain is subjected to a body-fitted C-type mesh.145

Quality orthogonal cells are clustered due to the presence of sharp gradients arising from the146

rapid changes in the flow physics on the surface and the wake region of the airfoil. It also147

enabled a smooth transition from the airfoil surface towards the outer flow field with quality148

hexahedral elements. Three sets of mesh grading are generated (G1,G2,G3) to perform the149

mesh independence study. G2 grading factor has adequately captured the dynamics of flow and150
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provided accurate values of aerodynamic coefficient value with the least computational time (see151

Figure 3). The extent of the computational domain is selected by a domain sensitivity study,152

details of which can be found in the previously published article by the authors [33]. Based on153

the study, a domain size of 20c in the downstream direction, 8c in the upwind direction and a154

circular arc of radius 8c connecting the upper and lower surface are employed. The 2D mesh155

is extruded with the same underlying mesh topology to obtain the 3D computational domain.156

Mesh information of both the spatial dimensions can be found in Table 1.157

3.2. Time step158

Selection of u∞, grid(∆x) and time step size(∆t) is done such that the overall numerical159

stability of the solution remains intact. To keep track of stability, the Courant number (C =160

u∞∆t
∆x ) is monitored and designed to remain less than one. OpenFOAM-4.0 (OF-4.0) has a161

unique feature of self-adjusting the time step size based on the Courant number constraints,162

which has been used to bound the solution. An initial accurate time step estimation is still163

required for maintaining the overall accuracy of the solution. Therefore, a time independence164

study has provided an accurate estimate of the initial time step. A time step size of 0.0001165

seconds is observed to produce time-independent results for lift and drag coefficients. Thus it is166

selected as the initial time step size for the simulations in the manuscript.167

3.3. Initial and boundary conditions168

The simulation has been first validated against the experimental test of Pizali et al. [37];169

therefore, the numerical framework and boundary conditions are selected to match consistently170

with the experimental setup of the authors. The flow constants are based on a reference fluid171

density ρ = 1.225 kg/m3, dynamic viscosity of µ = 1.82 × 10−5 kg/m.s, constant flow velocity172

of u∞ = 20 m/s and the Re = 1.96 × 106. The flow field is assumed fully turbulent, and the173

transition from laminar to turbulent regime inside the boundary layer is not explicitly modeled174

on the upper and lower surface of the airfoil. Velocity Inlet boundary condition is employed175

at the inlet with the fixed value of velocity u∞(20, 0, 0). Outflow condition is imposed on the176

opposite side of the domain and assigned a constant value of zero pressure drop. Upper and177

lower walls are subjected to slip boundary conditions. The computational domain is extended to178

a unit length in the third dimension as OF-4.0 required a unit dimension in the normal direction179

for computing the solution. The two new boundaries in 2D; Front and Back are subjected to180

symmetry boundary conditions. No-slip condition is employed for the airfoil upper and lower181

surface with zero pressure gradients. Specialized wall functions in OpenFOAM have been used,182

i.e., epsilonWallFunction, omegaWallFunction, kqRWallFunction [48] are utilized to relax the183

concentration of mesh resolution near the airfoil surface. To provide an accurate estimate of the184

initial flow field, an analytical solver is run first, which has improved convergence and reduced185

the overall simulation time. The schematic of different boundary conditions imposed on the186

computational setup is shown in Figure 3.187

Mesh Statistics

Dimensions Cell type Cells Faces Nodes

2D Hexahedral 75,840 304,113 153,186
3D Hexahedral 2,275,200 6,924,030 2,374,383

Table 1: NACA0015: Details of the computational mesh used for the 2D and 3D numerical study. A structured
mesh is generated for both spatial dimensions with quality hexahedral elements. The mesh topology between the
two dimension is kept the same to eliminate the possible discrepancies in results due to uneven cell distributions
in the two spatial dimensions.
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3.4. Solver setting188

The present solver within the OF-4.0 [49, 50] framework is utilized. To impose the continuity189

constraints, an elliptic equation of pressure is employed by imposing the divergence constraints190

on the momentum equation. This procedure forms a pressure modified equation which is solved191

in a segregated manner with the turbulence equations. A PIMPLE (combination of PISO-192

SIMPLE) algorithm is employed, which has allowed taking bigger steps in the temporal direction.193

The equations are discretized in a finite volume technique and integrated over Control Volumes194

(CV) using the Green-Gauss divergence theorem. Thus, volume integrals are transformed into195

surface integrals of the CV. Second order linear discretization is employed for all the equations196

(except k and turbulence equations which used upwind convection). The gradient term is divided197

by a sum coming from orthogonal and non-orthogonal parts. Full non-orthogonal correction is198

realized for all equations as solver stability is not trivial owing to the utilization of particular199

computational mesh. To solve the systems of governing equations, Geometric Agglomerated200

Algebraic Multigrid (GAMG) solver is employed. The solution time is reduced by applying201

DIC Gauss-seidel as a smoother, which damp the oscillations in the solution and enhances202

convergence [51]. The convection terms are discretized with bounded Gauss upwind since it is203

known to be less dissipative and highly stable [51]. For the solution of diffusion term in the NS204

equation, Gauss linear corrected is employed. The first order implicit scheme is used for the205

solution of time marching term. The magnitudes of density and pressure are by extrapolating206

the data from the centers of the neighboring points.207

3.5. Simulation length208

Convergence is achieved for the flow field variables using the time step size obtained from209

the independence study (∆0.0001) seconds. Accurate estimation of the aerodynamic coefficients210

is obtained in connection with the experimental results. Simulations results for low α required211

approximately three thousand time iteration to reach convergence (see Figure 4(a)). However,212

simulations at higher α required approximately ten thousand time levels to meet the conver-213

gence criteria (Residuals ≤ 10−6). Cumulative lift and drag values are monitored in parallel to214

determine if the steady-state values are achieved.215

3.6. Definition of test cases216

First the numerical setup is validated at α = 0°. Then multiple test cases are run for two-217

dimensional analysis. Simulations are performed over range of α i.e. α = 0°, 2°, 4°, 5°, 7°, 9°,218

11°, 13°, 15°, 17°, using all the three turbulence models. To conduct 3D simulations, 2D cases219

are extruded in the third direction with a fixed mesh topology. Sixty cases are numerically220

investigated in this entire study, and the performance parameters (Cl, Cd, Cp) are carefully221

monitored.222

4. Results and discussion223

The results are presented for each turbulence models over the range of α. By monitoring224

the flow behavior over the airfoil surface, three flow regimes are recognized. The first regime225

is identified as the attached-flow regime (0° ≤ α ≤ 11°), inside which the streamlines remain226

attached to the airfoil’s upper and lower surfaces. A mild separation starts to appear inside227

secondary-flow regime (11° < α ≤ 13°), and the flow streamlines begin to separate from the228

airfoils trailing edge. The detachment in the flow is not enough at this stage to cause oscilla-229

tions to appear in the lift and drag values. In the stall-flow regime (13°< α ≤ 17°) the airfoil230

experiences a dramatic loss in the lift coefficient and vortex shedding starts to appear in the231

form of leading and trailing edge vortices. These intermittent rotational vortices get combined232

in the wake and generate a von Karman vortex street [52, 53]). A sudden rise is the magnitudes233

of drag coefficients are also observed at this point. Because of vortex shedding, the magnitudes234

of the aerodynamic coefficient keep oscillating about a mean value.235
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Figure 5: NACA0015: Temporal history of aerodynamic coefficients at 0° ≤ α ≤ 17° for 2D
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4.1. Time history and convergence236

Rapid convergence rates are observed for the simulations conducted in the attached-flow237

regime. First few hundred time steps manifested initial instabilities in the coefficient values;238

however, all the solutions for the attached-flow achieved convergence within 1000 times step239

iterations. Among the models, faster convergence rates are observed for SA model, which is240

mainly due to the solution of only one additional transport equation for the prediction of small-241

scale turbulence. No oscillations in the aerodynamic coefficients are reported for α ≤ 11° for any242

turbulence model, which is a manifestation of attached flow around over the airfoil. Oscillations243

started to appear for k− ε and k−ω SST inside mild separation regime. Even at this point, SA244

model predicted constant values of coefficients with no sign of vortex shedding. In terms of the245

convergence rates, k−ω SST have shown superior performance as compared to k− ε, which have246

taken approximately 20, 000 iterations to reach the desired residuals ≤ 10−6. Vortex shedding247

of various size and strength is observed from the time history of aerodynamic coefficients for248

k − ω SST and k − ε turbulence models. k − ω SST models dominated the vortex frequency249

and strength as compared to the k − ε. Figure 5 provides a quantitative comparison, further250

explanation using spectral analysis will be outlined in section 4.5.251

4.2. Drag, lift and pressure coefficients252

In general, k − ω SST and k − ε have shown a good comparison with the experimental253

data, unlike the SA model which failed altogether to capture the stagnation point and the flow254

separation. For the k−ω SST and k−ε, smaller differences in the magnitudes of surface pressure255

distributions have produced substantial variations in the lift and drag values prediction by each256

model. The monitored values of the aerodynamic coefficients are presented in the subsequent257

section.258

4.2.1. Lift (Cl)259

The lift coefficients for the k−ω SST, k− ε and SA turbulence models are in good agreement260

with experiments at most incidence angles. In particular, k− ω SST model has shown the good261

estimates at all incidence angles. The SA model has performed well at lower α, but shows262

unsatisfactory behavior at α in the stall regime. The k − ε model have shown discrepancies to263

predict transition between flow regimes. However, k− ε are better than k− ω SST for α = 15°264

and 17°.265

4.2.2. Drag (Cd)266

For the prediction of drag coefficient, only k−ω SST model have shown a good match against267

the experimental data. Whereas, the k − ε model has only shown reasonable estimate of drag268

coefficients inside the attached flow regime. For the mildly separated and stall regions, it has269

produced higher values. SA model, on the other hand, over-predicts the values throughout the270

band of numerical simulations under all regimes.271

4.2.3. Pressure coefficient (Cp)272

Comparison of the pressure coefficient at α=17° is shown in Figure 4. It can be observed273

that all models match consistently well with the Cp predicted by the experiments. SA model274

reports higher values of Cp at bottom surface of the airfoil, whereas on the top surface it exhibits275

lower value unlike the other models. A similar trend of Cp is observed on the top and bottom276

surface of the airfoil for k− ε and k− ω SST model. The magnitude of Cp at the lower surface277

is less for k − ε in comparison to the k − ω SST. In general, k − ω SST model compares well278

against the experimental data consistently. This manifests the ability of k − ω SST model to279

predict accurate pressure distribution around the airfoil surface, which is also paramount for the280

accurate prediction of lift and drag magnitudes. Similar results were also identified by Tachos281

et al. [54]282
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Figure 6: NACA0015: The left picture (a) shows the comparison of cumulative drag prediction by each turbulence
model over the range of α. A continuous rise in the prediction from the turbulence models is observed. The
picture on the right side (b) shows the comparison of lift, where k− ω SST shows excellent comparison with the
experimental values of Piziali et al. [37] over the range of α and Re=1.96x106.

4.3. Prediction of stall and flow structure characterization283

The SA model is not able to capture the flow detachment point (αcritical) for the airfoil (see284

Figure 6(a)). Even though it predicts the magnitude of lift coefficient in the vicinity of the285

experimental data, the overall trend for the lift profile is observed to increase with the rise of286

incidence angles. This is believed to happen since SA model adds only a single additional variable287

for an undamped kinematic eddy viscosity and is effective model at low-Reynolds number regime288

in its original form. It does not accurately compute fields that exhibit shear flow, separated289

flow, or decaying turbulence [55] at higher Reynolds number. For the present investigations,290

wall functions [48] are employed to improve its prediction capability towards the flow around291

NACA0015 airfoil. The k − ε and k − ω SST models accurately represent the flow separation292

point (αcritical=13°) which is found to be in agreement with the behavior of the aerodynamic293

coefficients observed in the experiments. An increase in the angle of attack from 15° to 17°294

implies a sudden loss of lift and a dramatic rise in drag (see Figure 6(a)-6(b)). The obtained295

results from each model is summarized in Table 2 corresponding to the experimental data. To296

study the qualitative behavior, snapshots of velocity magnitude are plotted at α = 13°, 15°, 17°297

to highlight qualitative differences between the turbulence models. Each model has captured298

certain amount of separation along with vortex shedding of variable size and strength. The299

examination of contours in Figure 8 highlights the position of flow reversal point. The SA300

model produced the least amount of reverse flow at higher α. No oscillations are reported in301

the time history of aerodynamic coefficients for both Cl and Cd as observed in section 4.2.302

α=13° α=17°

Turbulence Model/Experiments Cl Cd Cl Cd

Experiment (Pizali et.al [37]) 1.15 0.0331 0.807 0.091

k-ω SST model 1.125 0.034 0.911 0.110

k-ε model 1.025 0.094 0.832 0.165

SA model 0.990 0.129 1.052 0.219

Table 2: NACA0015: Quantitative comparison of lift and drag coefficients between the experimental data of Pizali
et al. [37] and three turbulence models at α = 13° and α = 17°; Re = 1.96 x 106.
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(a) (b)

(c) (d)

Figure 7: NACA0015: Contours of velocity field superimposed with streamlines representing the vortex roll up
and detachment phenomenon from the airfoils upper surface. These vortices leaving the surface cause unstable
pressure distribution and results into highly unstable flow in the wake. The snapshots are taken a four different
time steps for k− ω SST turbulence model at α=17 °; Re=1.96x106

Whereas the k − ω SST model gives the largest reverse flow behind the wake of airfoil. This303

unsteadiness in the flow is explicitly visible in Figure 6(a). A similar flow pattern is identified304

for k − ω SST and k − ε at α=15°. The flow characteristics of stall regime have shown sharp305

intermittent trailing and leading edge flow separation. This causes highly non-linear behavior,306

which is characterized by the shedding of circular eddies developed into a von Karman vortex307

street. To better understand the evolution of vortex shedding, snapshots of streamline over the308

airfoil are plotted in Figure 7. Development of flow reversal point portrays the evolution of309

stall vortex and phenomenon of flow separation. Initially, the flow starts to separate from the310

trailing-edge region, then move towards the leading edge until the flow reversal point is reached.311

Stall vortex thus first develops, peak in size before moving away from the surface. The point of312

flow reversal also moves away from the leading edge with the shedding of the vortex.313

4.4. 2D versus 3D simulations314

Baseline mesh of 2D is extended a unit dimension in the third direction (z) with underly-315

ing mesh parameters untouched. The boundary condition are switched from two-dimensions316

( ∂∂z = 0) to three-dimensions ( ∂∂z 6= 0) on the upper and lower surface of the domain, such317

that a three-dimensional solution can be calculated. The present numerical setup is motivated318

from the studies conducted in [56] which has adopted similar configuration to study the three-319

dimensional characteristics for asymmetrical S826 airfoil. A significant increase in the simulation320

time is experienced for 3D simulation in comparison to the 2D (approximately five times more).321

Vorticity along the spanwise direction is plotted in Figure 9(a) which depicts a consistent flow322

pattern throughout the blade length in the z-direction. No transverse flow distribution is ob-323

served, which is considered a prime reason for similar flow pattern in the third spatial dimension.324
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(a) α=13°, S-A model (b) α=15°, S-A model (c) α=17°, S-A model

(d) α=13°, k− ε model (e) α=15°, k− ε model (f) α=17°, k− ε model

(g) α=13°, k− ω model SST (h) α=15°, k− ω SST model (i) α=17°, k− ω SST model

Figure 8: NACA0015: Contours of velocity magnitude illustrating the comparison of three turbulence models at
α in stall regime and Re=1.96x106. It is evident that the SA-model gives consistently smaller flow separation
than the other two models. k− ω SST and k− ε results in comparable magnitudes of the vortex shedding.
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Figure 9: NACA0015: The left picture (a) exhibits the formation of coherent structure formation in spatial two
dimensions. Von Karman vortex street is clearly visible in the wake of the airfoil. Similar behaviour was previous
identified by Nayfeh et al. [27]. The picture on the right side (b) illustrates the coherent structure formations on
two planes located at two distances (0.3 and 0.8) in the z-direction. The velocity contours superimposed with
streamlines suggests lack of 3D effects due to similar flow profile. The contours are plotted for k − ω SST at
α=17°; Re=1.96x106.

The contours of flow spectrum superimposed with the streamlines positioned at 0.3z and 0.8z325

are illustrated in Figure 10. Vortex stretching is visible in the wake structure behind the air-326

foil in both dimensions. The extent of flow separation distinctly indicates the stall regime of327

the airfoil. Over the entire span of α, three-dimensional results consistently matched well with328

the two-dimensional predictions. It is concluded that stand alone two-dimensional simulations329

can determine the aerodynamic characteristics of airfoil with sufficient accuracy. Due to the330

limitation of space, only partial results at α=15° are presented in the present article.331

4.5. Frequency spectrum of vortex shedding332

Figure 5 depicts the oscillations in the aerodynamic coefficient for angle of attach greater than333

the stall angle (α = 13°). Regular von-Karman vortex street is recognized with the instability in334

the values of flow variables inside the boundary layer for the two turbulence models. The vortex335

separation mechanism (roll up and detachment) from the surface affects the pressure distribution336

to cause intermittent fluctuation in the values of aerodynamic coefficients. The magnitude of337

these oscillations is similar for the two models. Spectral analysis was performed on the time series338

of the aerodynamic list coefficient to extract the dominant frequencies. Time history of the CFD339

Figure 10: NACA0015: Vortex shedding in the wake region behind the airfoil. The alternating vortices induce
unsymmetrical forces on the airfoil resulting in oscillatory behavior of the aerodynamic coefficients. The contours
are plotted for k− ω SST at α=17°; Re=1.96x106.
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Figure 11: NACA0015: Time evolution of drag and lift coefficients at α=15° (top) and α=17° (bottom) for two
turbulence models. Higher vortex shedding is obtained for k− ω SST as compared to k− ε at a particular α.
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Figure 12: NACA0015: Power spectra for the aerodynamic coefficients for lift at α=17° displaying the fundamental
(fs) and the even (2fs) and odd (3fs) harmonics together with its related amplitudes (A0,A1,A2).

simulations constituted of approximately 10 seconds of the simulation length which corresponds340

to the periodic behavior over 20 complete cycles of vortex shedding. Figure 12 represents the341

power spectra of the lift fluctuations at α = 17° for k−ω SST and k−ε turbulence models. These342

fluctuations are comparable to the one obtained from the flows around circular cylinders [57]. A343

strong quadratic and cubic couplings is observed in the frequency harmonics (unlike to cylinder344

where only fundamental and odd coupling are observed [27]). The magnitude of the fundamental345

frequency at α = 17° is 0.9 and 1.5 for k − ε and k − ω SST models respectively. The second346

harmonic is exhibited at the quadratic frequency of 1.8 and 3.0 (fs + fs = 2fs), whereas cubic347

coupling of the frequency is seen at 3fs. Both models have shown distinct magnitudes and peaks348

for the fundamental frequency and its quadratic and cubic couplings. The coupling of the rest349

of frequencies diminishes at higher α due to larger separation and less interaction with airfoil350

surface.351
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Model parameters

k− ε k− ω SST

Parameter α = 15° α = 17° α = 15° α = 17°
x0 0.48 0.62 0.55 0.8
x1 0.11 0.188 0.17 0.25
x2 0.02 0.07 0.03 0.06
fs(Hz) 0.7 0.9 1.2 1.5
ν(rad/s) 0.81 0.23 0.9 0.52

Γ (rad/s) 2.52 0.93 3.6 2.09

σ(rad/s) 1.63 0.96 2.81 2.22

Table 3: NACA0015: Model parameters required to solve the second order ODE for the proposed ROM equation
to predict the aerodynamic coefficient Cl

4.6. The simplified, reduced order model352

Based on the high fidelity solution and spectral decomposition of the time history of coef-353

ficients a ROM is developed to model lift. The proposed ROM is based on the van der Pol354

model [47]. The developed equation for the ROM is given by Equation 10355

C̈l +$2Cl = υĊl − ΓClĊl − %C2
l Ċl (10)

where, the parameters: (υ, %,$, Γ ) are all positive real numbers. Presence of term ClĊl in356

the Equation 10 implies phase difference of around π
2 among the fundamental frequency and357

its first even harmonic. In Equation 10, the angular frequency $ is related to the actual358

shedding frequency $s = 2πfs. Here, υ accounts for the linear damping, % and Γ represents the359

magnitudes of the nonlinear damping coefficients. The oscillator equation is solved employing360

the multiple scales method [24, 58]. The coefficients of the oscillator which are related to the361

damping are considered weak such that, υ = O(κ), % = O(κ) and Γ = O(κ). The κ represents362

an artificial parameter using which we perform the expansion [59]. The proposed model thus363

becomes:364

C̈l +$2Cl = κ(υĊl − ΓClĊl − %C2
l Ċl) (11)

Seeking the relevant time-scales as δo = t, δ1 = κt and δ2 = κ2t and applying third-order365

expansion for Equation 11, we arrive at the following:366

Cl(t) = Cl0(δ0, δ1, δ2) + κCl1(δ0, δ1, δ2) + κ2Cl2(δ0, δ1, δ2) (12)

The terms consisting of similar order of κ are equated to develop the following equation:367

O(1) =
∂2Cl0
∂δ2

o

+$2Cl0 = 0 (13)

368

O(κ) =
∂2Cl1
∂δ2

o

+$2Cl1 = −2
∂2Cl0
∂δo∂δ1

+ υ
∂Cl0
∂δo

− %C2
l0∂Cl0∂δo − ΓCl0

∂Cl0
∂δo

(14)

369

O(κ2) =
∂2Cl2
∂δ2

o

+$2Cl2 = −2
∂2Cl1
∂δo∂δ1

− ∂2Cl0
∂δ2

1

+ υ
∂Cl1
∂δo

− %C2
l0

∂Cl1
∂δo

+ υ
∂Cl0
∂δ1

−%C2
l0

∂Cl0
∂δ1

− 2%Cl0Cl1
∂Cl0
∂δo

− ΓCl0
∂Cl1
∂δo

− ΓCl0
∂Cl0
∂δ1

− ΓCl1
∂Cl0
∂δ0

− 2
∂2Cl0
∂δo∂δ2

(15)

Solution of Equation 13 is obtained as Cl0 = A0 cos($δo+β0). Thus the solution is incorporated370

in Equation 14 and expanded. After eliminating mixed secular terms, the solution becomes:371

Ȧ0 =
4υA0 − %A3

0

8
(16)
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Figure 13: NACA0015: Comparison of the FOM (solid black line) and ROM (green circles) response in the time
domain. The plot shows the comparison of aerodynamic lift coefficient. The ROM parameters are obtained by
solving the second order ODE with the derived modal coefficients. The FOM solution is obtained by solving HF
simulations considering all degrees of freedom

Applying the solutions for Cl0 and Cl1 in 15 and expanding all the terms, we get:372

β̇0 =
11%2A4

0 − 32υ2 + 48υ%A2
0 + 32Γ 2A2

0

256$
(17)

Equation 16-17 are called modulation equations. The following second-order approximate solu-373

tion is thus obtained:374

Cl = 2

√
υ

%
cos($δo + β0)− ΓA2

0

6$
cos(2$δ0 + 2β0 +

π

2
)− %A3

0

32$
cos(3$δ0 + 3β0 +

π

2
) (18)

The Equation 18 is simplified, and the amplitudes of; cos($δo + β0), cos(2$δ0 + 2β0 + π
2 ), and375

cos(3$δ0 + 3β0 + π
2 ) are denoted as A0, A1 and A2, respectively. The amplitudes of these terms376

are obtained from the spectral decomposition of power spectra performed on transient Full Order377

Model (FOM) simulation data corresponding to each α and turbulence model. Calculating the378

steady-state solution from Equation 16 and performing integration over the terms in Equation 18,379

the model coefficients of A0, A1 and A2 are computed as :380

A0 = 2

√
υ

%
; A1 =

ΓA2
0

6$
; A2 =

%A3
0

32$
(19)

Solving the equations simultaneously with the damping model parameters becomes381

υ =
8$A2

A0
; % =

32$A2

A3
0

; Γ =
6$A1

A2
0

(20)

The phase modulation term is given by382

$s = $ + β̇o

= $

(
1− 4A2

2

A2
0

+
9

2

A2
1

A2
0

)
(21)

The model parameters ($, υ, %, Γ ) are calculated using the magnitudes of first, second, and383

third harmonics computed from the spectral analysis (see Figure 12). After determining all the384

required parameters, Equation 10 is developed into an ODE and integrated using Runge-Kutta385
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Figure 14: NACA0015: Comparison of the FOM (solid black line) and ROM (dashed line) response in the spectral
domain. The ROM spectral distribution is obtained by applying the Fast Fourier Transform to aerodynamic lift
obtained in the time domain by solving the second-order ODE with the derived modal coefficients. The FOM
spectral distribution is achieved by applying fast Fourier transform to aerodynamic lift obtained by solving HF
simulations considering all degrees of freedom.

numerical routine. The obtained result of Cl from ROM is compared with FOM in Figure 13.386

The geometry parameter α is developed such that it can vary without altering the original387

ROM equation. The model parameters obtained for the k-ω SST and k − ε model at α =388

15°,17° are summarized in the Table 3. Vortex shedding frequency increases with α and we389

obtain significantly higher magnitudes for k − ω SST model as compared to k − ε. The ROM390

compares well with FOM regarding the overall trend of the time history of Cl. It can be seen391

that ROM slightly underestimates the extremal values; however, the overall quantification of392

error shows a deviation of less than 4%. In addition to the time domain, the main strength393

of the proposed ROM is its ability to capture well spectral domains. The strong first three394

harmonics are represented with reasonable accuracy for the k-ω SST and k − ε model at α =395

15°,17° as shown in Figure 14. This manifests that aerodynamic characteristics can be accurately396

represented using proposed ROM in terms of aerodynamic lift coefficient with significantly less397

computational constraints. For instance, present FOM simulation takes approximately twenty398

minutes of simulation time to provide temporal lift coefficient running in parallel on four cores399

Intel Xeon E5-2680 v2. While ROM, corresponding to the reduced degree of freedom, predicted400

similar estimated values in less than two seconds, running in serial on a desktop computer with401

Intel i7-9700TE CPU.402

4.7. ROM model in predictive settings403

The proposed ROM model has shown remarkable improvements in terms of computational404

time and determining correct estimates of the aerodynamic loading of the lift coefficients, com-405

pared against the FOM. Herein the ROM capability is tested further in a predictive setting to406

access its validity for a wide range of operating conditions. Cl is computed at α = 16° using407

both high-fidelity simulation models and ROM approach. The model parameters are calculated408

through cubic interpolation from the data obtained for α = 15°,17° listed in Table 3. We ob-409

tained positive values of our damping parameters, which are reflective of the limit cycle. At the410

same time, magnitudes obtained at two different geometric parameters showed similar trends411

for the linear, quadratic, and cubic damping coefficients, which further highlights the accuracy412

of present ROM. We also notice a decreasing trend for damping parameter values at higher413

geometric incidence α, which is considered because of the drop in the Cl in the stall regime.414

The time histories for the Cl obtained by using FOM and ROM are displayed in Figure 15. It415
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Figure 15: NACA0015: Comparison of the lift coefficient obtained with the FOM (HF simulations) and proposed
ROM in a predictive setting (a) time-domain (b) spectral-domain at α = 16°. The ROM spectral distribution is
obtained by applying the Fast Fourier Transform to aerodynamic lift obtained in the time domain by solving the
second-order ODE with the derived modal coefficients through cublic interpolation scheme. The FOM spectral
distribution is achieved by applying fast Fourier transform to aerodynamic lift obtained by solving HF simulations
considering all degrees of freedom.

can be observed that present ROM not only satisfies prediction in the time domain but also416

in the spectral domain. In order to effectively test quantification of error, percentage errors417

are compared from FOM and the ROM solution in terms of the fundamental frequency in the418

spectra. The reported error is found to be around 5%, which we consider acceptable given the419

significantly reduced computation time. Overall the proposed model performed extremely well420

in a predictive setting and able to capture very well the overall trend of the lifting behavior421

computed by the FOM.422

5. Conclusions423

Traditionally, oscillator models were proposed for determining the vortex induce vibrations424

around cylindrical structures. The current work presented the van der Pol based oscillator model425

for a study involving turbulent flow around the NACA0015 airfoil. The flow was simulated in426

two and three dimensions using three different RANS turbulence models (Spalart-Allmaras, k−ε427

and k − ω SST model). The numerical results were analyzed in both the time and frequency428

domains. The existence of both even and odd harmonics in the spectral analysis is reported for429

the airfoil (unlike the harmonics appearing in the cylindrical structures, which normally show430

odd couplings). Herein, a simplified ROM based on the van der Pol equation was proposed for431

the airfoil operation in the stall regime (with an additional term introduced to cater for the432

quadratic couplings), and its results were compared against the high fidelity simulations. Major433

findings of the work are enumerated below:434

• Inside the attached (0° ≤ α ≤ 11°) and mildly separated (11° < α ≤ 13°) regimes, all the435

three turbulence models illustrated a reasonable comparison, especially for the prediction436

of the aerodynamic lift. In the stall regime (13°< α ≤ 17°), k−ω SST and k− ε to certain437

extent, successfully captured the vortex shedding phenomena. SA model altogether failed438

to demonstrate the adverse pressure gradients around the airfoil. Insignificant differences439

between the 2D and 3D simulation results showed that the flow was not dominated by440

three-dimensional flow structures significant enough to affect the aerodynamic character-441

istics of the blade. Thus it can be concluded that in the absence of any tapering of the442

blade geometry along its length, 2D simulations suffices. When comparing the results443
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across different turbulence models, k − ω SST turbulence model demonstrated superior444

performance.445

• Strong quadratic and cubic non-linearities were identified in the temporal history of the446

lift coefficient. A ROM based on the van der Pol oscillator was proposed to model the447

aerodynamic lift coefficient at a higher angle of attacks. The model coefficients were448

computed using the results from high fidelity simulations. The addition of a quadratic449

nonlinearity to the ROM equation further improved its accuracy.450

• The results obtained from the ROM compared well with the CFD result in the time451

domain. The model was then integrated to test the aerodynamic lift coefficient in a452

predictive setting, which correlated well with the high fidelity simulation results. The453

peaks were only observed to be 5% apart.454

A turbine blade can be divided into an inner segment and an outer segment. While the former is455

designed with the structural integrity of the turbines in mind, the later is designed to maximize456

torque generation. It has been found in the past studies that flow around the outer sections of457

a blade remains attached to the surface. In such a situation, the ROM model proposed in this458

work can be useful. However, when it comes to the segment closer to the hub where massive459

flow separation takes place, the current ROM model will fail. For such a situation, we are in460

the process of developing a ROM model based on Proper Orthogonal Decomposition.461
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