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1 Introduction

The goal of this paper is to prove more precise estimates on the boundary
behavior of the Bergman metric than known so-far. We consider the Bergman
metric on a bounded strictly pseudoconvex domain Ω with C4 boundary. (Our
result becomes weaker, if we even allow C3 boundaries) However, below this
degree of differentiability we cannot say anything with our methods.
We thank N. Nikolov for pointing out to us the similarities between his paper
in J.Math.Anal.Appl. 421 (2015) 180-185 and our announcement.
The major tool is the consideration of the squeezing function. It is defined as
follows: for a given injective holomorphic map f : Ω → Bn satisfying f(z) = 0
we set

SΩ,f := sup{r > 0 : rBn ⊂ f(Ω)}

and we put
SΩ(z) := sup

f
{SΩ,f (z)}

where f ranges over all injective holomorphic maps f : Ω → Bn with f(z) = 0
if Ω is a bounded domain in Cn. In [6] the following Theorem has been proved:

Theorem 1.1 Let Ω = {δ < 0} ⊂ Cn be a strictly pseudoconvex domain with
a defining function δ of class Ck for k ≥ 3. The squeezing function, see Deng–
Guan–Zhang [1], SΩ(z) for Ω satisfies the estimate

SΩ(z) ≥ 1− C
√
|δ(z)|

for a fixed constant C. If we even have k ≥ 4, then there exists a constant C > 0
such that the squeezing function SΩ(z) for Ω satisfies

SΩ(z) ≥ 1− C|δ(z)|

for all z.
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In [6] this was used to give boundary estimates for the Caratheodory metric.
This was based on earlier work by Ma [9], see also Fu [8] and Diederich–Fornæss–
Wold [5]. We will in this paper use this result to provide similar estimates for
the Bergman metric. See also Diederich [2], Diederich [3], Diederich–Fornæss-
Herbort [4], Fu[7].
Our main theorem is the following:

Theorem 1.2 Let Ω ⊂ Cn be a strictly pseudoconvex domain of class C3, let
p ∈ bΩ, and let δ be a defining function for Ω near p, such that ‖∇δ(z)‖ = 1
for all z ∈ bΩ. Then if dΩ(z, ζ) is the Bergman metric, there exists a constant
C > 0 such that

(n+ 1)(1− C
√
|δ(z)|)

[
Lπ(z)(ξT )

|δ(z)|
+
‖ξN‖
4δ(z)2

]1/2

≤ dΩ(z, ξ)

≤ (n+ 1)(1 + C
√
|δ(z)|)

[
Lπ(z)(ξT )

|δ(z)|
+
‖ξN‖
4δ(z)2

]1/2

for all z near p, and all ξ = ξN + ξT , where π is the orthogonal projection to
bΩ, ξN is the complex normal component of ξ at π(z) and ξT is the complex
tangential component, and L is the Levi form of δ.

The theorem gives an estimate for the Bergman metric which is valid on any
strongly pseudoconvex domain with C3 boundary. In the case of C4 boundary,
it is possible to improve the estimates if one first changes coordinates appropri-
ately. We can then prove, using the coordinates explained in Section 4.

Theorem 1.3 (Sharp estimates for the Bergman metric) Put B := BΩ((r, 0), ξ),
where 0 ∈ bΩ and r > 0 is a small positive radius on the inner normal to bΩ at
0. Then we have, if the boundary is C4,

B ≤ (n+ 1)(1 + Cd)

√
|ξN |2
4d2

+
L(ξT )

d

In the opposite sense we have the estimates

B ≥
{

(n+ 1)(1− Cd)
√
|ξN |2
4d2

+ L(ξT )
d if the boundary regularity is C4 (1)

We observe that these estimates are then also valid for the Kobayashi, Sibony,
Azukawa and Caratheodory metric.

2 Basics from the Bergman Theory

First of all we remind the reader of the following monotonicity result for the
Bergman kernel function:

Lemma 2.1 Let 0 ∈ B(0; r1) ⊂ Ω ⊂ B(0; r2). Then we have for the Bergman
kernel function:

KB(0,r1)(0) ≥ KΩ(0) ≥ KB(0,r2)(0)
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It is typical for the Bergman theory, that certain Maxima of linear evaluation
functionals play an important role. We define

Definition 2.2 For a bounded domain Ω, point 0 ∈ Ω and holomorphic tangent
vectors ξ at 0 to Ω we define

MΩ(0, ξ) := max
‖f‖L2=1

∥∥f ′(ξ)∥∥ (0)

It is easily seen, that the minimum functional as defined in the last definition
also satisfies a monotonicity property similar to the Bergman kernel itself as
expressed in the following Lemma:

Lemma 2.3 Let Ω be a domain with B(0, r2) ⊇ Ω ⊇ B(0, r1) 3, then one has

MB(0,r1)(0, ξ) ≥MΩ(0, ξ) ≥MB(0,r2)(0, ξ)

We still need to mention the explicit forms of the Bergman kernel of the ball of
radius R and also the respective Maximum as defined in Definition 3.2. Both
can easily be calculated. We get:
For the ball of radius r we have the following explicit formula for the Bergman
kernel evaluated at 0:

Lemma 2.4 KB(0,r) = n!
πnr2n

Lemma 2.5 Let now dΩ(p, ξ) be the Bergman metric of a domain Ω at the point
p applied to the vector ξ. Furthermore, let M(p, ξ) be the linear functional M
defined in Def. 3.2 at the point p and the vector ξ. Then we have the following
well-known formula:

dΩ(p, ξ) =
M(p, ξ√
(K(p))

where K means the Bergman kernel function at the point p

Furthermore, it is easy to see that we have the following explicit formula for the
M from Def. 3.2 evaluated at 0 and a vector ξ:

Lemma 2.6 MB(0,r)(0, ξ) = (n+ 1)
√

n!
πn

1
rn+2 ‖ξ‖2

Finally, we get the following explicit estimate

Lemma 2.7

MB(0, r1)√
KB(0,r2)

≥ dΩ(0, ξ) =
MΩ√
KΩ
≥ MB(0, r2)√

K(0, r1)
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3 Proof of Theorem 1.2

Theorem 3.1 Let Ω be a bounded domain in Cn. Let dKΩ denote the Kobayashi
metric. We then have

(n+ 1)dKΩ (p, ξ)SΩ(p)
n+2
2 ≤ dΩ(p, ξ) ≤ (n+ 1)dKΩ (p, ξ)

1

SΩ(p)
n+2
2

To prove the Theorem, we observe that both the Bergman metric and Kobayashi
metric are invariant under biholomorphic maps. Hence it suffices to consider
the case when Ω is contained on the unit ball, and contains the ball of radius
SΩ(z) and we estimate the metrics at the origin. But then we can use Lemmas
2.4, 2.6 and 2.7.
Now Theorem 1.2 follows from the result by Ma for the Kobayashi metric.
We remark that the estimate in Theorem 1.1 for the squeezing function iin the
case C3 is all we need. However, in the C4 case we get a sharper comparison with
the Kobayashi metric similar to the ones for the Caratheodory metric, Azukawa
metric and Sibony metric in [6].

4 Exposing points and the squeezing function

We need a more precise geometric setup. Let k = 3 or 4 and let Ω be a bounded
strongly pseudoconvex domain of class Ck. In Lemma 5.1 of [6] the following
result is proved:

Lemma 4.1 Let p ∈ bΩ. There exists an injective holomorphic map Φ : Φ̄ →
Cn, such that Ω̃ = Φ(Ω) satisfying the following:

(i) Ω̃ ⊂ Bn,

(ii) ϕ(p) = (1, 0, · · ·, 0) =: a and ϕ−1(bBn) = {p},

(iii) near a we have that, Ω̃ = {% < µ2}, 0 < µ < 1 where

%(z) = |z1 − (1− µ)|2 + ‖z′‖2 +O(|z1 − 1|2) +O(‖z − a‖k).

Proof. The details of the proof can be found in [6].We do not repeat them here.

A major step in the construction of the squeezing function consists in osculating
the given strictly pseudoconvex domain by the ball in the following way:

Lemma 4.2 There exists a constant C > 0 such that for w ∈ bΦr(Ω) we have

|w1|2 +
1

µ

∥∥w′∥∥2 ≤ 1 + C(1− r)
k−2
2

Furthermore, Lemma 5.4 in [6] tells us:
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Lemma 4.3 We set η̃ =

{
η, k = 4
η

1−Cη , k = 3

(i) If k = 4 then Bµ
η,η̃ ⊂ Ω for all η small enough

(ii) If k = 3, and the constant C > 0 is fixed large enough, then Bµ
η,η̃ ⊂ Ω for

all η small enough.

In Lemma 5.6 of [6] it was furthermore proved using the previous Lemmas:

Lemma 4.4 Let ψ(z) = (z1,
1√
µz′ . Suppose that 0 < η, r > 1, 1 − 2η < r and

η̃ > 0. Then ψ(ϕr(B
µ
η,η̃)) contains the ball of radius√

1− 2(1− r)1

η̃
− 4 · |1− η

η̃
|

5 Proof of Theorem 1.3

We choose a point of the form (r, 0) near the boundary of Ω. We decompose
the tangent vector ξ to Ω at (r, 0) in the form

ξ = ξT + ξN

where T stands for the tangential directions and N is the normal direction. We
consider the mapping

ϕr(z1, z
′) := (

z1 − r
1− z1r

,

√
1− r2

1− z1r
z′)

After composing this map with a stretching factor 1√
µ , in the ξ′ variable, we

obtain the following map:

ψ(ϕr) = (
z1 − r
1− z1r

,
1
√
µ

√
1− r2

1− z1r
z′)

It is the final form of our adaptation to the use of the squeezing map.

Calculating this map at the point (r, ξ) we get

λ =
( 1

1− r2
ξ1,

1
√
µ

1

1− r2
ξ′
)

From this we get the following splitting into normal and tangential component:

‖λ‖ =

√
1

(1− r2)

2

‖ξ1|2 +
1

µ

1

1− r2
‖ξ′‖2

The point r has boundary distance d = 1 − r. Therefore we have 1 − r2 =
(1 + r)(1− r). Putting this into our expression for λ, we get:

‖λ‖ =

√
|ξN |2
d2

(
1

1 + r2
+

1

µ

1

d

1

1 + r
‖ξT ‖2)
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Our next goal is, to write a defining function % for the boundary of Ω in terms
of a normalized defining function. We do this in the following way: Ω can be
written as

Ω = {%− µ2 < 0}

More precisely, % has the form

% = |z1 − 1|2 + 2Re(µ(z1 − 1)) + ‖z′‖2 + ....

This can be written as:
% = ‖z‖2 + zµx1 + ...

with |∇%| = 2µ. From this we easily get:

L%/(2µ)(ξT ) =
1

2µ
‖ξT ‖2

We now express λ introducing the Levi form into it and obtain:

‖λ‖ = (

√
|ξN |2
d2

1

(2− d)2
+

2

d

1

2− d
L%/(2µ(ξT )

In other form

‖λ‖ =

√
1

4
(

1

1− d/2
)2
|ξN |2
d2

+
1

d

1

1− d/2
L(ξT )

This finally gives

‖λ‖ = (1± d)

√
|ξN |2
4d2

+
L(ξT )

d

In order to make further progress in estimating the behavior of the Bergman
metric, we next use extensively the inequalities stated in Lemma 2.7. They can
now be stated explicitly for r1 < r2:

Lemma 5.1 (Basic estimate) We have the following basic estimate:

MB(0, r1)√
KB(0, r2)

=
(n+ 1)

√
n!
πn

1
rn+2
1√

n!
πn

1
r2n2

=
(n+ 1)

√
1

rn+2
1

1
rn2

= (n+1)

√
r2n

2

rn+2
1

≤ (n+1)

√
(1 + Cd)2n

(1− Cd)n+2
≤ (n+1)(1+d̃)

√
|ξN |2
4d2

+
L(ξT )

d
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Putting these estimates together and choosing the coordinates on the extremal
domain such that

p = 0

is an extremal point such that the negative x1-axis hits the boundary at 0
normally from the inside, then our estimates of the Bergman metric become:

MB(0, r2)√
KB(0, r1)

= (n+ 1)

√
r1

2n

rn+2
2

≥ (n+ 1)

√
(1− Cd)2n

(1 + Cd)n+2

≥ (n+ 1)(1− Cd)

for C4-boundaries; if the boundary is only C3, we only get the estimate

≥ (n+ 1)(1− C
√
d)

Alltogether we have proved our main estimate for the Bergman metric:

Theorem 5.2 (Sharp estimates for the Bergman metric) Put B := BΩ((r, 0), ξ),
where 0 ∈ bΩ and r > 0 is a small positive radius on the inner normal to bΩ at
0. Then we have if the boundary is C4,

B ≤ (n+ 1)(1 + Cd)

√
|ξN |2
4d2

+
L(ξT )

d

In the opposite sense we have the estimates

B ≥
{

(n+ 1)(1− Cd)
√
|ξN |2
4d2

+ L(ξT )
d (if the boundary regularity is C4) (2)
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