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Abstract

The Gunnerus library is the oldest scientific library in Norway. The library’s collection
includes specialist literature from Norway and Europe. The library also contains a smaller
library called ”Knudtzonsalen”, which is a collection made by Broder Lysholm Knudtzon.
The Knudtzon Hall itself is of great historical value, but the content is old and fragile and
is therefore mostly unavailable to the public. The purpose of this project was to create im-
mersive experiences around the manuscripts found in the Knudtzon Hall using virtual- and
augmented reality. These immersive experiences should engage and educate a primarily
younger audience. Our solution for this was to create two immersive applications, one in
AR and one in VR were both present manuscripts from the library digitally, in an immer-
sive manner. This way, the originals in the library are kept safe, and the general public can
still access the content. In addition to this, we wanted to examine the strengths and weak-
nesses of AR and VR and compare the two, in the context of immersive manuscripts. Our
findings, combined with theory, show that AR and VR can be helpful tools when creating
such immersive experiences. There are, however, key differences between AR and VR
that make them suitable for different aspects of such a task. Through our testing, we have
proposed requirements for creating immersive manuscripts, and the differences between
using AR and VR for this.

Keywords: Virtual Reality, Augmented Reality, Mixed Reality, Immersive manuscripts,
Educational, Engagement, Virtual Heritage, Immersion, Presence, Immersive headsets,
HoloLens.
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Chapter 1
Introduction

This project is about the use virtual- and augmented reality in creating immersive experi-
ences for manuscripts, how this can be used for education, and comparing the two tech-
nologies to each other. In this chapter we will present the context, motivation and research
questions of the project.

1.1 Context
This project was part of a master’s program in Informatics at the Norwegian University of
Science and Technology (NTNU) in Trondheim. It was a collaboration between the De-
partment of Computer Science (IDI), the Department of Education and Lifelong Learning
(Innovative Immersive Technologies for Learning, IMTEL) and the Gunnerus Library at
Kalvskinnet, NTNU. In addition, we have worked with Experts in Teams (EiT) students
and the high school ”Lucas VGS” to perform user tests.

The project’s duration was September 2018 - May 2019. During the course of the
project, we have developed, researched, and tested immersive manuscripts through the use
of virtual- and augmented reality technology. The findings will be presented in this paper.

1.2 Motivation
Virtual- and augmented reality technologies have existed for many years but has recently
become more accessible through products such as the Oculus Rift [29], HTC Vive [43],
and smartphones. Augmented reality applications such as Pokemon Go[12] have also
demonstrated to the general public that there is great potential for such technologies. While
virtual reality (VR) and the head-mounted displays are slowly becoming a household ap-
pliance, many are still not familiar with augmented reality (AR), where the virtual and real
world is blended with the use of a see-through display. The market for VR and AR tech-
nologies has been proliferating, and technologies that used to look like it was taken from
a science fiction movie are now starting to be available to a reasonable price. The power

1



Chapter 1. Introduction

these technologies have to immerse users in a different reality can not only change how
we look at entertainment, but can also change how we educate, and the way we experience
everyday objects.

The concept of VR can be related back to the 1960s, and the first commercially avail-
able products were available already in the late 1980s[27]. Since then, VR has been used
in various professional settings such as the first flight simulator developed in 1966 and the
VR entertainment system ”virtuality” in 1991[4]. Traditionally, VR and AR have been
far too expensive to buy for the single consumer, but with the recent advancements in
technology in addition to the increased investment from global companies like Facebook
and Microsoft, these technologies are starting to become something that most people can
afford[27].

In addition to lower prices, the technology behind VR and AR has gradually evolved to
allow more immersive experiences such as improved graphics and more realistic sensors
allowing users to feel a stronger presence in the environment. Immersion is one of the most
important factors where VR and AR has an advantage compared to traditional desktop
applications[15], so it might be a good idea to explore the uses of such technology. By
being able to immerse users in a different reality, either it being an augmented version
of reality or a completely virtual reality, a range of new possibilities for providing both
entertainment and education can be explored.

Although entertainment might be an essential driver for these technologies, recent
projects like the NAV fiskeoppdrett[30] application or Equinor’s use of the HoloLens for
maintaining oil rigs[9] have proved that it can be successful for other purposes as well.
Not only can it be used to train personnel for potentially dangerous situations from a safe
virtual environment, but it may also improve efficiency in the workplace by giving em-
ployees direct access to information not present in the real world. Real life scenarios can
be reproduced in virtual reality or improved upon with augmented reality, which can be
used to grant the user a more efficient way to learn, completely risk-free.

Another use-case of VR/AR is the preservation of history, which is an ongoing chal-
lenge where technology plays a central role. However, just as it is essential to preserve
history, it is also important to show and educate about it. Modern technology has its own
way of drawing people’s attention and has already been used for educating about history
in exciting ways. Several museums have already started using augmented reality apps for
smartphones which makes exhibitions come to life [24] when pointing smartphones to-
wards them, and virtual reality applications have been made for exploring historical sites
often inaccessible to people in the real world[44]. These sites can either be explored from
anywhere in the world through the use of VR glasses. Because of this, it might be benefi-
cial to research how modern technology can be used to create a better way of experiencing
various historical artifacts.

This project is done in cooperation with the Gunnerus Library at Kalvskinnet Campus.
The library contains many important historical artifacts such as old manuscripts, some
of which are unavailable to the general public. It is in their interest to attract people to
the library in order to spread knowledge and educate about what the library has to offer,
but over the last years, the number of people visiting the library has decreased. In order
to change this, the library wishes to use virtual and augmented reality to attract more
visitors, especially young ones. Their goal is to make manuscripts contained in the library

2



1.3 Problem Description

both more exciting and educational by using VR and AR to create a more immersive way
of experiencing these manuscripts.

In relation to VR and AR, the term Mixed Reality (MR) is also central. According to
Microsoft, Mixed reality is the result of blending the physical world with the digital world.
This will be described more in-depth in section 2.2. To keep it simple, when describing
VR or AR together, they will be referred to as Mixed Reality applications as they both fall
under this category according to this definition.

1.3 Problem Description
Both virtual and augmented reality applications have already been used extensively for
virtual heritage [16][24][44]. For this project, the focus is shifted to develop and evaluate
educational mixed reality visualizations for manuscripts and archaeological collections at
the Gunnerus library. The primary goal of these visualizations is to achieve a more exciting
and immersive experience for the library’s visitors, with a primary focus on the younger
visitors. The library has several older objects and manuscripts that are too old and rare
to be displayed to the public in their original form, which may also be visualized in the
mixed reality applications.

During the project, we will also examine and compare the differences between using
augmented reality and virtual reality for this type of educational applications.

1.4 Research Questions
The research questions focus on finding out how mixed reality can improve how users ex-
perience historical manuscripts, and compare the advantages and disadvantages of virtual
reality and augmented reality for this purpose. The research questions are as follows:

RQ1: How can mixed reality be used to create an immersive experience of historical
manuscripts?

RQ2: How can this experience be used to educate about history?

RQ3: What are the differences between VR and AR for these applications?

3



Chapter 1. Introduction
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Chapter 2
Background

2.1 The Gunnerus Library
The Gunnerus library is the oldest scientific library in Norway[25], founded in 1768. To-
day it is a part of NTNU’s university library, with a focus on specialist literature from
Norway, the Nordic countries and Europe. The library’s collection includes fiction and
specialist literature dating back to the 1500s from Norway, and also includes literature in
archaeology, biology, genealogy, and local history.

Because of the amount of valuable historical material the library contains, an essential
goal for the library is to make this material available to the general public and allow people
to learn about its historical value. Most of the library is therefore open to visitors, and
the library regularly reaches out to institutions such as schools in order to help people,
especially students, to learn more about the library and its content. The library has also
carried out several projects where the goal has been to make it more exciting for visitors
to learn about what they have to offer [1].

Inside the Gunnerus library is a smaller library called ”Knudtzonsalen”, which is a
collection made by Broder Lysholm Knudtzon of approximately 2000 different volumes,
as well as several original art pieces that are only available here. The room itself is of great
historical value, but because the content kept in this room is both very fragile and valuable,
the room is mostly unavailable to the public, and a special appointment must be made to
visit the room.

2.2 Concepts
This section explains some of the essential concepts for this thesis.

Virtual Reality

In an article by Milgram et al. [26] virtual reality (VR) has been described as a headset
that completely removes any view the user has of the real world and substitutes it with a
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virtual world instead. The virtual world may or may not follow the properties of the real
world, such as realistic physics and gravity. The goal of this virtual world is to immerse
the user as much as possible into it and give the user a certain experience depending on
what the given VR experience is designed to do. Some examples are games, storytelling,
and simulation.

Augmented Reality

Augmented reality (AR) is when digital imaging is overlayed on top of the real world
view [26]. This is often achieved using a see-through display, one example of this being
Microsoft’s HoloLens where transparent ”holograms” can be seen on a transparent display
allowing you to see both the holograms and the real world at the same time. Another
example of AR can be a closed off headset that completely blocks the vision of the real
world like how a VR headset does it, but has a camera in the front which displays the real
world in real time through the display inside the headset.

Reality-virtuality Continuum

Milgram et al. [26] describes real- and virtual environments in the context of the contin-
uum as ”Rather than regarding the two concepts simply as antitheses, however, it is more
convenient to view them as lying at opposite ends of a continuum, which we refer to as the
Reality-virtuality continuum”. As such, the reality-virtuality continuum can be regarded
as a spectrum used to describe how the concepts mentioned earlier relate to real and virtual
environments. In Figure 2.1 shown below, we can see that the real environment and virtual
environment are on opposite ends of the spectrum, while AR can be found somewhere in
the middle of the two. VR would be to the far right of this spectrum, as it is based around
a completely virtual environment. Augmented virtuality is the opposite of AR, such that
the virtual environment contains real-world objects placed into it.

Figure 2.1: Reality-virtuality continuum

Mixed Reality

The mixed reality concept has changed quite a bit since the original introduction of the
term in the paper by Milgram et al. [26] which published in 1995, where it was described
as ”Within this framework it is straightforward to define a generic Mixed Reality (MR)
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environment as in which real world and virtual world objects are presented together within
a single display, that is, anywhere between the extrema of the RV continuum”[26]. Since
then Microsoft has picked up the concept of Mixed Reality, and use it to describe both
their VR headsets (or immersive headsets, as Microsoft names then) and AR headsets.

Microsoft describes mixed reality in their article ”What is mixed reality?” as ”Mixed
reality is the result of blending the physical world with the digital world”[20], it is also
described as ”Augmented reality, Virtual reality and everything in between” on the sales
pages for the MR headsets [22]. Similar to the original definition, Microsoft looks at
mixed reality as a spectrum since it concerns the blending of two different concepts. This
spectrum can be seen in figure 2.2.

Figure 2.2: Mixed reality spectrum [20]

Here it is clear to see that AR and VR are on opposite sides of the spectrum, and are the
closest thing to physical- and virtual reality inside the MR spectrum, respectively. Contrary
to Milgram et al. Microsoft includes their immersive headsets (VR) in the MR spectrum,
even though there is not necessarily included any part of the real world in them. In Fig-
ure 2.3, it is shown which part of the MR spectrum holographic devices and immersive
devices can be a part of.

Figure 2.3: Mixed reality device types [20]

Immersion and presence

Achieving a high level of immersion through a VR application is essential, as it is nec-
essary to complete the goal of most VR applications: replace real senses by computer
generated ones. It is possible to achieve this in VR because our visual sense will mostly
scan certain key points in our vision and then let the brain fill in the rest between these key
points. In the case of VR, it is mostly the visual sense that is replaced. M. Slater describes
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an immersive VR system as ”...one that delivers the ability to perceive through natural
sensorimotor contingencies. This is entirely determined by the technology. Whether you
can turn around 360 degrees, all the while seeing a very low-latency continuous update
of your visual field in correspondence with your gaze direction,...”[33]. This is also sup-
ported by Usoh et al. [34] in an article published in 2000, stating the different techno-
logical properties of a virtual environment that is important for a high level of immersion.
So immersion is the objective technological properties of a virtual environment. Exam-
ples of such properties can be screen refresh rate, field of view, tracking capabilities, and
representation of movement. It is also important to note that these properties will vary a
lot based on what kind of system and technology is used, for example, a head-mounted
display or a TV-screen require different properties to be seen as immersive. According to
Slater, different immersive systems can be compared to each other in degree of immer-
siveness based on whether one of the systems can emulate the other system’s immersive
properties, and thus provide the same level of immersiveness as the other system but not
the other way around.

Presence is the illusion of actually being in the virtual environment the user experi-
ences, and is easier to achieve if the environment has a high grade of immersion. Even
though the user knows she is not actually in the virtual environment, if it feels natural
enough, the easiest solution for the brain’s perceptual system is to infer the virtual environ-
ment as a real one [33]. Where immersion is a very technical and objective measurement
of a system, presence is more subjective to the user. Presence is somewhat similar to how
a reader can be absorbed into the storytelling of a book. Although text and images may be
used to immerse the reader in the world described in a book, the world she imagines is a
subjective experience. Often presence builds on top of a system’s immersion level, as it is
hard to feel like one is actually in a virtual world if the technology used to perceive that
world is sub-par even if the virtual world itself is excellent.

Virtual Heritage

Stone and Ojika define virtual heritage as ”. . . the use of computer-based interactive tech-
nologies to record, preserve, or recreate artifacts, sites and actors of historic, artistic,
religious, and cultural significance and to deliver the results openly to a global audience
in such a way as to provide formative educational experiences through electronic manip-
ulations of time and space”[37]. By this definition, virtual heritage is not only the process
of preserving ancient artifacts but also to make these artifacts available to the general pub-
lic. Although it is crucial to ensure that critical historical artifacts are preserved while it
is still possible, this effort has little value if the result is hidden from the general public.
The part of virtual heritage concerning the delivery of such artifacts to a global audience
might, therefore, be just as important as the preservation of them. The purpose of this
thesis is not to research cultural heritage, but it is important to research virtual heritage as
creating immersive manuscripts is a way of presenting cultural heritage to people. It may
also be beneficial to research how this can be done in a way that interests and engages the
user, as the effect of making historical artifacts available to the public has little value if
people are not interested in it. Thus it might be a good idea to combine virtual heritage
with immersive techniques to create something which is both educational and engaging.
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Historical Manuscripts

The Gunnerus library has an extensive collection of books from various ages, and a lot of
these books are what can be called manuscripts. A manuscript can be defined as any docu-
ment that is written by hand - or, once practical typewriters became available, typewritten
- as opposed to being mechanically printed or reproduced in some indirect or automated
way [18]. Nowadays, it can have different meanings, but it is this definition which is
relevant for the thesis. A historical manuscript is in the case of this thesis a manuscript
which has historical value, such as a manuscript depicting instructions for an alchemy
experiment, or the journey of a particular person.

2.2.1 Immersive manuscripts
An immersive manuscript can be explained as a manuscript that can give the user a high
level of immersion in the manuscript’s content through methods such as stimulating the
user’s senses like vision, sound, and touch. Such a manuscript can immerse the user in
a different reality, and this effect could be used for both educational and entertainment
purposes. If done correctly, this could make the user feel a stronger presence in the reality
of the manuscript, and would, for instance, be beneficial when trying to tell a story and
helping the user feel what it would be like to be present in the world of that story.

There are examples of existing applications for immersive manuscripts [1], but the
level of immersion is often limited by the hardware chosen for the application. As Slater
describes, the level of immersion that is delivered varies entirely by the technology[34].
These applications are often made to be available to as many as possible, and because
holographic devices like the HoloLens are still too expensive for consumers, the target
device is in most cases smartphones.

2.2.2 Education in MR
Predecessors of VR has been used in different capacities for training since the middle of
the 1950s [3], although the term ”virtual reality” was not coined until later. The most com-
monly known utilization is the training of pilots. Using VR in this case can be essential
in saving lives and expensive equipment that could otherwise be lost in training. This is
an example of where VR can be a great tool to combine with education. According to M.
Slater’s paper ”Implicit learning through embodiment in immersive virtual reality” [32],
there are at least five situations where VR might contribute to learning: (i) Transforming
the abstract to concrete; (ii) Doing rather than only observing; (iii) The infeasible or im-
possible becomes practical; (iv) explore manipulations of reality; (v) go beyond reality to
positive advantage. Some of these applications of education through VR is more obvious
than others. The first situation (i) is for cases where abstract concepts can be exemplified
through different scenarios. One example of this is Roussou’s Virtual Playground that was
used to teach young kids mathematics using a virtual playground and an interactive robot
in VR [31]. The second situation (ii), doing rather than observing is central for education
that requires practical training, e.g., surgeries, operating machinery, etc. Training for such
activities can be costly and can often provide moral dilemmas that are not present when
the training is done in VR. The third situation (iii), making the infeasible or impossible
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a possibility. Examples of this can be virtual field trips to places far away, that can be
experienced virtually. The fourth situation (iv), is to manipulate reality in such a way that
the user can experience changes to it. How would the world be with lower gravity is such
an example. This type of education is being used to teach about environmental changes
such as rising water levels [7]. The last situation Slater describes (v), is situations that go
beyond reality, such as recreating old historical sites. Common for all of these situations is
the first-hand experience provided by VR, either through allowing the user to experience
something or to try their hand at performing a task which can be beneficial for the learning
output.

2.3 Technologies

This section briefly explains some of the main technologies and frameworks that were used
during the development of the applications.

2.3.1 Unity

Unity is primarily a game engine for 2D, 3D, mobile, HTML5, and VR games. It provides
several helpful out of the box features for developing games, such as physics, rendering,
lighting and shadows, materials, shaders, etc. Unity also provides a standalone editor
to build scenes and games efficiently. A massive API for further development is also
provided, making coding your own custom features much easier than building a game
engine from the ground up yourself. A pipeline to deploy to virtually any platform is also
inherently provided in Unity, which eases the process of deploying an application across
multiple platforms. [41]

2.3.2 Microsoft Immersive headset

Immersive headsets are more similar to traditional VR headsets than holographic headsets.
They operate on the right side (towards virtual environments) of the mixed reality spec-
trum and are provided by several different retailers that have developed their own product
within the mixed reality category. They use an opaque display with no see-through but can
utilize several sensors, for example, cameras and motion sensors to react to the physical
environment if necessary.
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Figure 2.4: Example of an immersive headset produced by HP

2.3.3 Microsoft HoloLens
The HoloLens, unlike the immersive headsets, use a transparent display and is a holo-
graphic device. Therefore it operates on the left side of the mixed reality spectrum. They
are also produced by Microsoft themselves, and not by external retailers.

Figure 2.5: Microsoft HoloLens

2.3.4 Mixed reality toolkit
The mixed reality toolkit, developed by Microsoft specifically for their immersive and
holographic devices, is in their words ”The Mixed Reality Toolkit is a collection of scripts
and components intended to accelerate development of applications targeting Microsoft
HoloLens and Windows Mixed Reality headsets.”[19]. The mixed reality toolkit is built
upon Microsoft’s Universal Windows Platform (UWP), which allows us to reuse some of
the functionality between our immersive application and our holographic application[21].

2.3.5 Vuforia
Vuforia provides software solutions to various aspects of the AR development process.
Most known is the ”Vuforia Engine” that provides easy to use image recognition and
tracking functionality to mobile and AR devices. Using Vuforia, it is possible to anchor
virtual objects to physical objects in the real world. Vuforia supports both Unity and
HoloLens out of the box.
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Chapter 3
Related Work

There exists many applications with various goals and purposes for the different MR head-
sets and devices on the market. Although there is very little research done on the field
of immersive manuscripts in MR, there are some examples of research and applications
which are relevant to this thesis. These will be discussed in depth in this chapter, and then
compared to evaluate which of their features that are relevant for our applications.

3.1 M.A.R.T.S
MR has gradually become something that most people have access to some extent due to
smartphones, and several museums have recently taken advantage of this by using MR to
enhance its exhibitions. The paper ”Mobile Augmented Reality in Museums” presents the
system ”Mobile Augmented Reality Touring System” (M.A.R.T.S), an AR application for
exploring augmented museum exhibitions with smartphones. While this is not an example
of MR used for manuscripts, it is still relevant as it shares many similarities to the goals
for creating an immersive manuscript both by the tools that are used to achieve this and the
goals. The paper compares two widely used systems for using mixed reality in museums
and discusses how they can be improved with the M.A.R.T.S system [24]. By using a
smartphone application, users can explore the different exhibitions at the museum and use
the camera on their smartphone to get additional information laid on top of the video feed
by centering the camera on the exhibitions. Augments such as text descriptions, voice
overlays, 3D-models, and animations are then laid on top of the exhibitions, creating a
blend between real life exhibitions and a virtual world. Other features such as virtual
guides, reconstructions of deteriorated museum objects and markers to point out essential
parts of exhibitions are also features of this system. This can give users an improved
experience of the exhibitions and can help increase the learning outcome by providing
additional information interestingly and understandably by using three dimensions.

This system does not allow for interacting with the augmented elements [24]. An im-
portant reason for this is that it is run on smartphones, and no extra hardware such as hand-
held controllers are used. VR and AR headsets usually have more sophisticated sensors,
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and more powerful hardware has screens which can cover a larger part of the user’s view
and ways for interacting with the environment such as handheld controllers. This makes it
easier to create more immersive applications compared to when using smartphones.

Figure 3.1: The M.A.R.T.S project

3.2 Crayola Color Alive AR-Book

An augmented book can be explained as a traditional book that is enhanced by displaying
holographic objects on top of the pages, and is an example of an immersive book. Most of
the augmented books that we have found at this moment are marketed towards children,
and one such example is the ”Crayola Color Alive” augmented book[8]. This application
allows users to color figures in an included book, and then have these figures come to life
as a 3D-model through the use of a smartphone application. This 3D-model then has the
same colors as the drawing it represents. Although the application does not teach about
history, it is a good example of how an immersive manuscript can be created. Features
such as how the 3D-models are displayed in the book, and the use of a real physical book
to merge the real world with the virtual world are highly relevant for how one can create
an immersive manuscript in AR.
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Figure 3.2: Crayola Color Alive

3.3 The Mubil Project

The Gunnerus library has previously created a ”digital book” as a part of the Mubil project
[1]. This book is enriched with 3D objects, additional explanatory content in pictures,
drawings, videos, audio, and text in both Norwegian and English. This is a desktop ap-
plication consisting of an interactable manuscript where users can flip through pages with
a mouse cursor, and interact with the pages to reveal additional information. The images
can be viewed in greater detail as 3D-models by clicking on the images, and sound clips
are played to provide additional information about the manuscript. The environment for
the application is modeled to represent the time era the book is from and contributes to
the immersive experience delivered by the application by attempting to give the user the
feeling of being there. The application is also possible to use with a projector and a Kinect
camera, allowing for a more immersive experience through projecting the application on
a large wall and allowing the user to interact with the application through hand gestures.
The results from testing the application provided mixed results, as most users were not
that engaged in the application [1].

Although the application does not use immersive headsets, the concept is still relevant
for creating an immersive manuscript in MR. As it is an augmented book, the way of
displaying augmented information on top of the book could be done similarly in MR.
These objects contribute to enhance the book and grants additional information to users
and give them more control by enabling them to interact with the book in ways not possible
in a regular book such as by using virtual buttons. A similar application created with MR
technology could enable users to experience the same quality of educational material as
in the Mubil application, but also create a more immersive experience for the user which
may improve the overall learning outcome and encourage interest.
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Figure 3.3: An augmented book from the Mubil project

3.4 Comparison
Table 3.1 is an overview of the key features in the three applications. It compares whether
the applications are created for VR or AR, if they have augmented text or augmented 3D-
models, if the user can interact with this augmented content, if the application is centered
around a manuscript, and if the applications’ content is historical content. The intended
applications for this thesis will focus on including all the points in this table.

The Mubil project has a large amount of functionality compared to the two other appli-
cations, but as it is a desktop application, it does not have as many immersive features as
the other applications. The possibilities for interaction are also limited to interacting with
a computer mouse, but the research is still useful as most of the features are quite relevant
to this thesis. The other two applications are relevant as they are examples of how mixed
reality can be used for creating immersive experiences, either it being historical content or
fiction.

M.A.R.T.S AR-book Mubil
VR
AR X X

3D-models X X X
Text X X

Interactions X
Manuscript X

Historical content X X

Table 3.1: Comparison of the three applications, and relevant features for each of them
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Research Design and Methodology

4.1 Development methodology

During the first phase of development, a simplified version of the waterfall model [36] was
used for developing the prototypes. This was done because two working prototypes had
to be created before testing could begin, so the waterfall process of creating requirements,
designing, implementing and then testing the applications at the end was the most suitable
model for this phase. At the start of the second phase, we decided to switch to an agile
development method [2], mostly because the applications were now testable so it was pos-
sible to iterate on these to gather regular feedback and make quick changes based on what
users meant was important. An important reason to why this was necessary was the high
uncertainty for the project, as neither of us were very experienced with MR development.
Because phase 2 was the longest phase with the most uncertainty, three separate user tests
were conducted throughout this phase to get feedback on features quickly after implemen-
tation in order to improve, change, or remove them without having to wait until the end of
the phase. Although we decided to use an agile development methodology, we had not set
specific sprints[2] due to uncertainties with the timeline of the project.

Throughout the phases, it also became clear that the VR application required more
work to achieve the same features compared to AR. This is partly because, in VR, you
also have to create the entire environment around the core application while in AR, you
can focus on the core application itself (e.g., the library). In Table 4.1, we have shown how
we divided our development time between VR and AR through the phases because of this.

Time spent on VR AR
Phase 1 50% 50%
Phase 2 60% 40%
Phase 3 80% 20%

Table 4.1: How the workload was divided between AR and VR throughout the phases.
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In phase 1, we only had one user test, which was performed at the Gunnerus library on
Experts in Teams (EiT) students. In total, 14 students tested the applications and responded
to the survey during this test. As mentioned, in phase 2, it was decided to change to an
agile development methodology, and instead of one user test, we had three in this phase.
Across the three tests, 11 users responded to the survey. In addition to these respondents,
we also received verbal feedback from an additional 8 users, as these users did not have
time to answer the survey. A total of 19 users tested the applications during phase 2.
In the third and final phase most of the requirements had been decided and there were
few uncertainties, so similar to phase 1, only one user tests was required. 10 students
responded to this survey, verbal feedback was gathered from 6 additional students, and
expert feedback was gathered from a user interface (UI) expert through an open interview.
Phase 3 ended up gathering feedback from a total of 17 users. After phase 3, a final user
test was conducted. This test was first done on 10 high school students at Lukus VGS, and
then on 5 librarians from the Gunnerus library. In total, 15 users responded to this survey.

For all the user tests combined, there were a total of 50 respondents to the survey, 14
cases where feedback was gathered orally, and one interview with a UI expert. In total, the
feedback was gathered from 65 users.

We did not require our testers to sign a consent form from Norsk Senter for Forskn-
ingsdata (NSD) since all of the users who took part in the user tests were 18 years or older
and no personally identifiable information was gathered. The testers also answered the
survey on the same computer, leaving no technical trace such as IP addresses from the
users. The data gathered is in accordance with NSD’s non-identifiable data[10][11].

4.2 User testing

4.2.1 How the tests were performed
Throughout the project, we had several sessions of user testing on a range of different au-
diences. As the users we tested on usually had limited knowledge about both the Gunnerus
library and VR/AR technology, we started all user testing with explaining this to our users.
After this, we explained what our two applications were and what our goal for the project
is, and how far we are in the development so that the users could know what to expect for
the test session. As we had two separate applications, we were able to test on two users
at once, and swapping them between the applications after half of the allotted time. The
testing itself usually required around 10 minutes per user for each of the applications, a
total of 20 minutes. After a user had experienced both applications, they were asked to
answer a relating to that phase. Unfortunately, for most of the initial tests, the tests had
significant time constraints. This made it hard to conduct the survey on all users. For these
tests, we supplemented the survey feedback with verbal feedback which was written down
during the user tests.

4.2.2 The Surveys
The surveys we used changed throughout the phases. Initially, the focus was on gaining
feedback for developing the applications rather than answering the research questions.
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This was partly because the applications were not at a stage where we thought they were
adequately immersive for the users to answer questions about our research questions, and
partly because we were a lot more focused on the development at this point. The survey
for phase 1 was written in English, but was changed to Norwegian for later phases as all
test subjects were Norwegian, and some had trouble understanding certain questions in
English.

The surveys were structured into three main parts. The first part was aimed towards
gathering data about the user, such as age, gender, occupation, and previous experience
with AR/VR, to better understand their backgrounds. The second part of the surveys con-
tained a multiple choice section for the users to rate several statements from important to
not important. They were asked what they thought was important for creating such appli-
cations and how well our applications were related to this. As the development progressed,
this part slowly changed into questions relating to the research questions and comparing
the two applications. In the final user test this was the sole purpose of the survey. The
last part of the survey contained more open-ended questions where the user could write in
their own words what they thought about the applications, what was good, what could be
better and if they saw any use cases for such applications. The users were asked questions
like how they thought the prototypes could become more educational, or how historical
manuscripts could be better visualized through the use of the technology. To write some
of the general questions posed to the users, we used igroup’s presence survey as a basis
[13].

4.2.3 Expert tests
In order to gain insight into what was necessary in order for the applications to be educa-
tional and to answer the second research question, the prototypes were tested on librarians
at the Gunnerus library to evaluate the quality and presentation of the content in the ap-
plications. In addition to the librarians, we also ran a test on a user interface expert and
conducted an open interview with him afterwards. This will all be discussed at the end of
chapter 7.
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Chapter 5
Phase 1: The First Prototype

5.1 Exploration and Planning

This phase contained a lot of planning and experimentation, as the requirements for the
applications had not wholly been decided yet. It was understood that an essential part
of this project was to create an immersive experience for historical manuscripts, but how
this was to be accomplished had not been detailed. Because of this, much time went into
finding out how such technologies could be used to do just this.

After much discussion with the people from the Gunnerus library, a plan was made
for the development of the two applications. The Gunnerus library wanted to use the
applications to draw more people to the library in order to increase its number of visitors
and educate them about what it as to offer. They wanted to do this by letting users explore
content from the library in a more exciting way, which is what the creation of immersive
manuscripts is trying to solve. The development directions were strongly based on making
these manuscripts more exciting and engaging, at the same time as being educational.

The main focus for the applications became to ”augment” manuscripts using holo-
grams and 3D-models in order to achieve this effect, similar to how some of the projects
mentioned in related work had done it. By opening up for interaction with these elements
and giving users freedom to explore them, it will hopefully be easier to get immersed in the
world of the manuscript, and also more interesting to learn about what these manuscripts
have to offer. Because of this, one of the first goals for the prototypes was to be able to
display interactable holograms on top of the manuscripts, and creating an atmosphere for
the manuscripts.

Both applications have the same primary focus, but because of the difference in tech-
nology, some parts of each application were emphasized more than others, and some de-
sign differences had to be present. This chapter will focus on how these prototypes were
implemented and tested on users and the decisions that were made during the development.
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5.1.1 Requirements

These were the main requirements for the applications which were planned in collabora-
tion with the Gunnerus library. Requirement F1, F2 and F6 focus on making the applica-
tions more exciting in order to draw more people to the library, while F3, F4 and F5 fo-
cuses on the educational aspects of the applications. Because of the uncertainty around the
project, some of these requirements were changed throughout development. The changes
will be outlined in each phase.

F1 The two applications must be immersive, with the goal of giving the user a feeling
of presence.

F2 Users should be able to interact with the environment.

F3 The augmented content must be a copy of the content displayed in the manuscript
page.

F4 The two applications must help the user get educated about the manuscript.

F5 The manuscript selected should tell a story to the user.

F6 The VR application must visualize a good representation of the Knudtzon Hall lo-
cated in the Gunnerus Library.

F7 The two applications must be developed in VR and AR, respectively.

5.1.2 Development decisions

Choice of development platform

The two separate applications that were to be developed should share the same resources
when possible, in order to decrease the development effort and create reusable material that
could be used in future work. Because of this, we decided to develop both applications
in similar environments, which is an essential reason as to why Unity was chosen as the
platform. Because Unity is well documented and has a large user base with many code
libraries and existing projects, it was a good choice for being able to create something
quickly. Unity also makes it easy to develop content that supports multiple platforms,
which means that all the assets, in addition to some of the functionality, could be used for
both the HoloLens and VR application.

In order to develop applications for the HoloLens, the Universal Windows Platform
(UWP) had to be used for development. This is a platform for developing applications
for various windows devices like the HoloLens or windows immersive headsets. This
meant that the platform also had to be used for the VR application in order to make both
applications as similar and reusable as possible.

On top of this, the Mixed Reality Toolkit (MRT) was used for both the applications.
This toolkit was used for most of the functionality for AR or VR, such as teleporting,
interacting with things, and VR/AR cameras.
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VR

Virtual reality places the user in a complete computer generated virtual world, but this
world has to be created by the developers. Because of this, it was necessary to create an
environment for the user in VR before the creation of immersive manuscripts could begin.
A decision was therefore made that the Knudtzon Hall located in the Gunnerus library
should be chosen as the world that the user is placed in in the VR application. The reason
that this was decided was that the room has much historical significance, and is a suitable
context for exploring and experimenting with historical manuscripts as the Hall is filled
with bookshelves containing old books and manuscripts. As this was a time-consuming
task, the main goal for the first prototype was to recreate this room for VR and to let the
user explore and interact with simple objects in the room. This meant that the focus on
creating immersive manuscripts had to be postponed for the VR application, but we felt
that this was necessary because of the importance of a proper environment in VR. Creating
the Knudtzon Hall also allowed us to provide a context for the manuscripts, and shows the
user where these manuscripts are located in reality. Once this had been done, functionality
like interacting with manuscripts and other objects in the room could be implemented.

AR

For the AR application, there was no need for developing a world in which the user could
be placed because one could simply use the real world. The environment and context for
the application was therefore decided by the user, not by the developer. The goal for the
AR application for this phase remained to create an immersive manuscript in AR.

5.2 VR Implementation

The strategy for implementing the 1st VR prototype consisted of first creating the envi-
ronment which the user could operate in, and then add functionality for interacting with
manuscripts in said environment. The environment was created in two stages, the first be-
ing the creation of the 3D-model for the environment, and the second being implementing
it in Unity.

5.2.1 Recreating the Knudtzon Hall

For the VR part of the project, the Knudtzon Hall was to be used as a ”hub” for the rest of
the application. From here, one should be able to interact with different books in various
ways and also walk around the library to get a feeling that you are actually there. To
enable this, we needed a 3D model of the Knudtzon Hall that could be visualized in VR.
An image of the real Knudtzon Hall can be seen in figure 5.1.
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Figure 5.1: The original Knudtzon Hall

Mapping

We used a technique called ”Range Based Modelling” [47] with the use of the HoloLens
built in scanning capabilities to create a 3D scan of the Knudtzon Hall. The models pro-
duced by such a scan are not detailed enough to be used for visual applications on their
own but can be great reference points for further modeling. Getting correct sizes and
dimensions for the room itself and objects in it can be a hard and tedious process, and
performing such a scan simplifies this. The scanned model was imported to be used as an
overlay or blueprint in the modeling software. The 3D scan can be seen in Figure 5.2

Figure 5.2: The room capture of the hall
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Choice of modelling software

There is a wide range of different 3D software available to use for this task. Due to some
previous experience in Maxon’s Cinema4D[17], this was chosen as the primary modeling
software for this project. Both group members had limited modeling experience, so for
the more complex models such as the busts, we looked online on sites like sketchfab for
models similar to what we needed for our project.

Modeling

The scanned 3D-model of the Knudtzon hall was used as a base for a model that was
created from scratch, where the proportions and details of the model were used to create
a realistic representation. Even though creating the model from scratch required a lot of
work, this resulted in a very accurate representation of the room as both the proportions
of the room and the placement of furniture and other objects were correct. The model that
was finished at the end of the first iteration can be seen in Figure 5.3

Figure 5.3: First iteration of the Knudtzon Hall

Texturing

Most of the textures used in the first prototype were created either directly in unity, or
first in Photoshop and then imported to unity. For some of the more complex textures like
those used on the walls, a photograph of the real wall was taken and edited into a game-
optimized tile-able texture in Photoshop. We also had a photographer take a panorama
image of the entire room so that we had access to a reference point for everything in the
library.

As the main focus of the applications is on manuscripts, the most critical textures were
the textures for the books. These textures had to be somewhat similar to the books in the
real room as they are essential to the application, and could not be replaced by something
found on the internet. The images from the photographer were therefore used for texturing
the books. This was not optimal, however, as the textures were taken from a 2D image
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and mapped onto a 3D object, resulting in the books in the bookshelf looking flat and
unnatural. This was a problem because the interactable books that were to be added to the
bookshelf did not visually fit into the bookshelf. The bookshelves were improved in the
second iteration of the project.

Figure 5.4: First iteration of the bookshelf

5.2.2 Implementing VR in Unity
For the VR implementation, we imported our 3D model of the Knudtzon Hall described
in section 5.2.1. We then added lighting and functionality to the scene as described in
the next sections. To ease the implementation of VR functionality such as movement and
interaction using the motion controllers we used Microsoft’s own Windows Mixed Reality
Toolkit, which is a collection of pre-made components and scripts for basic features for
Mixed Reality headsets.

Lighting

To provide light to our scene, we used Unity’s built-in lighting tools. We experimented
with several different techniques commonly used in games and real-time graphics appli-
cations to achieve a realistic result that was optimized enough to be used in VR. Using
Unity’s mixed lighting mode, we were able to combine baked and real-time lighting to
provide high-quality lighting at a low-performance cost, and still have real-time shadows
for moving objects. Unity’s mixed lights works by baking light into the textures of all
static objects that are affected by the light, and only casts real-time light onto objects that
will move during runtime. This allows for much fewer calculations while the application
is running, but requires a new light baking calculation every time something affected by
the light is modified.

Movement

The most common form of movement in VR applications is teleportation. Partly to pre-
vent motion sickness[14] and partly to preserve the amount of space required to use the
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application. The Windows Mixed Reality Toolkit provides a basic teleportation script for
unity, but it was not an ideal solution out of the box for our application due to how the
user perceived the teleportation. The screen would be blacked out for the user during the
entire teleportation causing a sense of disorientation, which was especially noticeable in
our application as it is in a confined space and the user can see the entire room at all times.
To remove this feeling of disorientation, we opted to rewrite the teleportation script such
that it gradually moves the player to the teleport position over a set time. When doing
this, we needed to be careful as to not cause any discomfort and motion sickness for the
player, which is commonly linked to moving the user outside of their control[14]. The
moving/teleporting is therefore performed very quickly so that it does not feel like natu-
ral movement to the user, but still slow enough that they can identify and keep track of
where they teleported from and where they ended up. Microsoft uses a similar type of
teleportation movement in their Mixed Reality Demo Scene ”Cliff house”.

Interactable Books

As there was not enough time to implement a fully working manuscript with functionality
for opening and browsing through in VR for the first prototype, a closed manuscript was
added to give the user the possibility to pick up and place manuscripts with the handheld
controllers. In order to save time, this manuscript was a simple book prefab imported from
the asset store. Scripts from the mixed reality toolkit were then implemented for the book
in order to make it possible for the user to interact with it such as being able to pick it
up with the controller, move it around, and for realism’s sake, throw it. The intention of
implementing this was to gather feedback on how it was to interact with the books, and
what the user’s thoughts were on the matter. An example of this book can be seen in figure
5.5.

Figure 5.5: The first interactable book

5.3 AR Implementation
A significant part of the first phase went into getting a simple program to run on the
HoloLens. Compared to most VR headsets, the HoloLens has less support and a smaller
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community, which makes it harder to get the documentation needed when developing.
This is mostly because the HoloLens is aimed at large businesses and is still at a prototype
stage.

5.3.1 Application Skeleton

The first goal for the AR prototype was to get a basic program with Vuforia at its core
up and running. As mentioned, Vuforia is software for tracking real-world images with
the HoloLens and can be used to make virtual holograms follow these images. By adding
images such as manuscript pages to the application, Vuforia can track these in the real
world and apply 3D-models to them, which follow the image as they are moved around in
the real world. This makes it look like the 3D-model is a part of the image.

After a lot of research and experimentation, we managed to get a simple image recog-
nition program to run on the HoloLens. Once this was in place, manuscript pages had to
be found so that the application had images to track, and objects to be displayed on top of
these manuscript pages had to be added. When this had been implemented, a physical rep-
resentation of a manuscript was made. An example of the first version of the application
used on a physical version of the manuscript can be seen in figure 5.6. It is worth noting
that it was not possible to take screenshots of the AR application due to the built in camera
being used by Vuforia, so all images had to be taken through a smartphone camera placed
inside the headset.

Figure 5.6: The first version, displaying holograms on top of each manuscript page
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5.3.2 The Manuscripts

For the prototype, four ”dummy” manuscript pages were selected as the tracking images in
order to make development faster and to test the concept with low effort. The manuscript
pages that are presented in Figure 5.7 were found online and used for the prototype as
placeholders until a suitable manuscript could be found for the application.

5.3.3 The Models

Similar to the manuscript pages, the models for the prototype were found online in order
to be able to develop and test the application quickly. This was partly done to save time,
but also because neither the Gunnerus library or we had access to suitable models for the
manuscripts. The selected models were not related to the manuscript for the prototype but
were meant for gathering user feedback for the prototype. The objects can be seen in use
in the application in Figure 5.7.

Figure 5.7: The four manuscript pages and the 3D-models as seen in the Unity editor

5.3.4 Tweaking Images

Most of the Vuforia settings for creating optimal tracking was set by default, but some
settings had to be tweaked. In order to get the tracking to work well, both the sizes of the
manuscript images in the application and the sizes of the manuscript images in real life
had to be precisely the same. The limited field of view (FOV) of the HoloLens also meant
that not all image sizes were suitable for the real-life images. The initial images were in
A4 size, but this did not work well as the FOV did not cover the entire book unless the
user stood very far away from it. After much experimenting, A5 was selected as a suitable
trade-off between being able to see the holograms and being able to see the details of the
manuscript pages.
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5.3.5 Issues

Hologram placement

The first idea was to place the holograms on the side of the manuscript pages in order to
let the user see both the manuscript page and the hologram at the same time. This was,
however, hard to do because of the hardware limitations of the HoloLens. The camera has
a limited width, so users had to look directly towards the manuscript to enable the tracking.
Because the tracking stopped when users looked away from the manuscript, and because
the limited FOV only enabled users to see things right in front of them, the holograms had
to be placed directly on top of the manuscript pages.

Hologram visibility

Because of the nature of holographic displays, the holograms which are rendered are also
harder to see compared to when viewed on a smartphone. This is partly because the
holograms are rendered by projecting light onto a transparent glass pane, but also because
the technology behind the HoloLens is relatively new. The HoloLens works by adding light
on top of the real world, where black appears as transparent while white is very visible.
The darker the color of an object, the more transparent it becomes. Because of this, some
aftereffects had to be added to some of the models to make them appear less transparent
when viewed on the HoloLens. An effect called ”emission” was added in order to make
the objects appear more bright. Emission in Unity means that the object emits light, which
makes them appear brighter. The emission value was tweaked for each model in order
to make them more visible without compromising the visual quality of the model. The
downside of this was that the higher the emission, the more bland and colorless the models
appeared, which meant that a trade-off had to be made between quality and visibility.

Other issues

Because few people and companies own HoloLens, there are not as many existing projects
and libraries that can be used for development. This means that the process of developing a
complete product is a lot more time consuming and dependent on trial and error compared
to VR. Another challenge is that it is harder to get accurate and stable models when using
the HoloLens compared to modern smartphones. The camera installed on the HoloLens
has some hardware limitations, which makes the tracking somewhat slow and less reliable
compared to the smartphone counterparts. The holograms that are rendered seem to lag a
bit behind and do not manage to follow the images as well as they do on phones. There
is unfortunately little that can be done to improve this, but it is worth noting that it is a
hardware issue and will most likely be solved in the future with the introduction of more
sophisticated technology.

There were also some challenges regarding the use of the Mixed Reality Toolkit as this
toolkit is under heavy development by Microsoft, so the code is somewhat unstable and is
not as well documented as would be desired.
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5.4 First Evaluation
The first evaluation was held at the Gunnerus Library, where a total of 14 users responded
to the survey. Most of them were students or employees working with the library.

The surveys featured ten questions consisting of multiple choice questions and short
text answers. The feedback was used to improve the implemented features, scrap unneces-
sary features, plan upcoming features, and answer the research questions. The full results
from the survey can be seen in Figure A.1.

5.4.1 User test data
Most users were positively surprised by the prototypes. They enjoyed experimenting with
them, and many were surprised with the HoloLens itself. Most of them meant that both
the VR and HoloLens prototype were immersive, and several users stated that they felt
like they ”were in the library” while they were using the VR application. Many users were
although a little confused about what they could do and what they were supposed to do in
the prototypes. Some users were able to experiment a lot, while others needed help most
of the way.

13 of 14 users meant to a ”large” or ”very large” extent that being able to interact with
things was an important element in creating an immersive experience of manuscripts, and
12 of 14 users had the same attitude towards having enough things to interact with. A
significant part of the users also meant that realistic graphics were important to achieve
immersiveness, where 11 of 14 meant this to a ”large” or ”very large” extent. Users did
not mean that the story that was told through these manuscripts was as important, where 7
of 14 to a ”large” or ”very large” extent meant that it was important that the story reflected
the manuscript and 7 of 14 responded the same for how important a continuous story was.
The rest of the results from this test can be seen in Figure 5.8.

As when it comes to the learning elements of the prototype, several people commented
that it was important the prototypes focused on showing historical artifacts to the user.
This both to improve the learning outcome, but also to improve immersiveness. It was
also mentioned that applications such as these could make students more excited about
the themes that are presented, and encourage them to read up on them afterward. Many
users were also surprised by what this technology could potentially achieve, and how this
technology could be used to make existing content more exciting.

The respondents to the survey also provided some verbal feedback during the test, and
some of the librarians mentioned that it might be a good idea to be able to see a transcrip-
tion of the text written in the manuscripts as it would make it possible for the users to read
the manuscripts without knowing the language. It was also mentioned several times that
the application should show content directly from the original manuscripts, instead of ran-
dom placeholder objects. Regarding the AR application, people liked that the application
was simple to use and that the limited amount of objects displayed on the pages made it
clear and understandable.

Of the respondents who had an opinion of which application they preferred, 4 of them
preferred both, 3 preferred the AR application, and 1 preferred the VR application. The
people who preferred both said that each application had its own advantages and fields
where they might have great potential, as they were quite different technologies.
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Figure 5.8: What people meant was important for immersiveness

5.4.2 Analysis

The results indicate that the prototypes can make manuscripts more immersive. Although
at an early stage, the prototypes helped users get more engaged in old manuscripts to some
extent, which means that the core fundamentals that the prototypes were based on like
displaying objects above pages and changing the environment based on which book the
user is reading are ideas that are worth to continue working on.

Interaction and realism

Users meant that things like the ability to interact with things and the visual quality was
important. The focus on interactiveness might be a good idea as this is one of the areas
where MR separates itself from traditional desktop applications. MR allows the user to
interact with their surroundings with the use of their head and hands, and to some extent,
their whole body. This leads to a more realistic experience compared to a typical computer
application, which should be taken advantage of. A possibility may be to let the user
interact with the objects displayed above the manuscripts. It might also be beneficial to
create an application that resembles the real world, as the user may be more immersed if
it is harder to discern the virtual world from the real world.
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Visibility and simplicity

Several of the librarians mentioned that the holograms made it hard to see the manuscript
that was beneath it. This is a good point as it is important that the use of technology
does not come a the cost of the learning outcome, but rather helps improve it. It is
therefore important to make sure that the user still has the possibility to properly see the
manuscripts when using the HoloLens application as the holograms are meant to augment
the manuscripts, not replace them.

Several librarians, however, liked the simplicity of the application, and mentioned that
it was an advantage that it was simple and easy to understand. There were few objects in
the scene at the same time, and it was easy to know what was important to focus on. It
may be a good idea to try to keep things simple at later stages in development as more
functionality is added.

Real content

At the time of the demo, the historical content for the prototypes was not related to the
manuscripts, which several users reacted to. For the next phase, the content should be
related to the manuscripts that are used, and the manuscripts should be real and coherent.
It might, therefore, be a good idea to use 3D models of real historical objects as much as
possible to ensure that the applications are historically correct and also educational. Real
objects and artifacts might also make the applications more interesting as the user can
know that what he/she is looking at is real instead of made up.

Transcriptions

Implementing a way for the user to be able to read transcriptions of the manuscripts as
they scroll through the pages might have significant benefits for the applications. As a
majority of the manuscripts found at the Gunnerus library are in different languages than
Norwegian or English, being able to translate these to a language the user can read could
make them both more educational and more interesting as it would be easier to understand
the content of the manuscript.

Considerations for the next survey

When analyzing the results, it became clear that some of the questions did not provide the
answer that was needed. Some of the questions did not focus on the themes that are central
to this thesis and some users were confused with certain questions. Although the survey
covered most of the requirements, some were not adequately answered. The requirements
for letting users get educated about the manuscript content, creating a good representation
of the Knudtzon Hall and comparing VR and AR technology were not fully answered in
this survey, which means that it might be beneficial to focus more on these aspects of the
thesis for the next survey.

Most of the respondents for the survey were adults above the age of 25, so a large
amount of the feedback came from adults. In the future, a larger part of the audience
should be younger people, as one of the goals for the project is to attract young people to
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the library through the use of modern technology. These problems should be taken into
consideration when creating the survey for phase 2.

Updated Requirements

The results from the first evaluation had an impact on how important it was to achieve
some of the requirements, as the focus on being able to interact with the environment
became more significant than expected. Because of this feedback, it was decided that the
requirements had to be modified for the second phase. This will be covered in depth at the
start of phase 2.
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The second phase consisted of planning the way forward once the simple prototypes from
the previous phase had been implemented, and implement the most essential features that
were needed in order for the applications to reach their goals. The goal for this phase was
to implement functionality focusing on letting the user interact with the environment, and
finish the most important parts which had already been somewhat developed.

6.1 Planning and Changes

The planning phase went on for a large part of the second phase, as the details for some
of the requirements were quite easy to decide while others took many meetings and much
discussion to get right.

The test conducted at the Gunnerus library at the end of phase 1 provided a great
deal of insight for the prototypes. Potential improvements were discovered, feedback was
given on what worked well and what did not, and some ideas regarding new features and
possibilities were discovered. Enough preliminary work had been done to start deciding
the parts that should be focused on, and the parts that should be discarded.

The AR application was now far ahead of the VR application in terms of functionality,
so for the start of phase 2, the focus shifted onto the VR application in order to get it to the
same point as the AR application was. The AR application could already show holograms
on top of individual manuscript pages, although these holograms were not interactable,
while users could only explore the Knudtzon Hall in the VR application with no possibility
of viewing manuscripts.

As mentioned in the Research Methodology chapter, the approach done in this phase
was a bit different. Instead of one extensive user test at the end of the phase, several smaller
user tests were conducted throughout the second phase. This was done due to the current
uncertainty of the project and the fact that this phase was going to be longer than the first
and last phase.
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6.1.1 Manuscript content

The AR application had enough content to be testable on users, but this content only con-
sisted of relatively random materials found online. Before development could continue, it
was therefore important to find out exactly what content the applications should revolve
around to avoid developing unnecessary functionality and content. This had already been
discussed several times with the library, but the uncertainty around finding the right 3D-
models for the manuscript pages made it hard to decide what kind of manuscripts to use.
Because a decision had to be made before development could continue, it was decided
that a manuscript describing a Norwegian noble traveling through Europe, named Lilien-
Skjold, should be chosen as the main manuscript for the applications. This was decided
for several reason, most importantly because it had enough images to work with Vuforia’s
image tracking, and because these images described objects which were possible to rep-
resent using 3D-models. A downside with this was that a compromise had to be made
for the 3D-models for the manuscripts, in that these models would most likely not be an
exact representation of the images found in the manuscript pages. Because of limited re-
sources and limited compatible manuscripts, it was instead decided that the 3D-models
should represent the manuscript image as good as possible. Because of this, the require-
ment ”The augmented content must be a copy of the content displayed in the manuscript
page.” from phase 1 was changed to requirement F5 ”The augmented content must be a
close representation of the content in the manuscript” in phase 2.

6.1.2 Telling a story

The requirement ”the manuscript selected should tell a story to the user” from phase 1 was
removed, mostly because of the reasons described in the previous paragraph, meaning it
was too hard to achieve with the resources we had been given. Instead of telling a coherent
story, the focus was instead moved to educating about important parts of the manuscript
through methods like augmentations and being able to explore and interact with its content.

6.1.3 Diving into manuscripts

To improve the level of immersiveness for the applications, requirement F3 ”Users should
be able to ”dive into” a manuscript and explore its world” was added to the list of re-
quirements. This meant that users should be able to dive into a world described in the
manuscript such as a city or a particular historical landmark such as the area surrounding
the tower of Pisa in order to be more immersed and experience important sites close-hand.
Adding this to our applications would provide more content that compliments the context
that was added through the Knudtzon Hall in phase 1. This part of the application can also
be related to virtual heritage, depending on how the historical landmarks are implemented.
Because other features had to be implemented before this one, it was moved to the last
phase.
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6.1.4 More interactions
From the surveys gathered from the end of the first phase, it was clear that most users
thought that being able to interact with the environment was necessary for an immersive
experience. Being able to interact with the environment in a natural, intuitive manner is
a crucial factor in the process of creating an immersive experience, and giving the user a
feeling of presence. Requirement F3: ”Users should be able to interact with the environ-
ment” from phase 1 was therefore moved to be requirement F1 in phase two, as it now
was the most important requirement for this phase.

6.1.5 Translations
Even though the chosen manuscript is written in Norwegian, it is written in cursive and
such an old language that it is hard for most people to be able to read the full text properly.
Based on this and user feedback, it was decided to display translations of the text for
each manuscript page when displaying the holograms. The actual translations could not
be obtained during the second phase, so dummy text was used until the third phase. An
example of these translations can be seen in figure 6.8.

6.1.6 Updated Requirements
As mentioned above, some requirements were replaced or moved. The requirements
marked in bold are the new or modified requirements for this phase.

F1 Users should be able to interact with the environment.

F2 The two applications must be immersive, with the goal of giving the user a strong
feeling of presence.

F3 Users should be able to ”dive into” a manuscript and explore its world.

F4 The two applications must help the user get educated about the manuscript.

F5 The augmented content must be a close representation of the content in the
manuscript.

F6 The VR application must visualize a good representation of the Knudtzon Hall lo-
cated in the Gunnerus Library.

F7 The two applications must be developed in VR and AR, respectively.

6.1.7 Development Decisions
VR

While the AR application lets the user use real books, these books had to be created digi-
tally for the VR application as this application was entirely virtual. An interactable virtual
book was, therefore, made to ensure that both the VR and AR application had the same
functionality. The advantage of this was that once the book had been created, it could be
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used as a template book to easily create new manuscripts by adding different content to
the template book. The most important features for this template book were therefore fea-
tures for interaction, and allowing developers to add content to the manuscript in a simple
manner. Less important features were adding animations where appropriate, and create
a realistic 3D-model of the manuscript to make it seem more real. As this was the core
functionality of the application, this was one of the main goals for the second phase and a
considerable amount of time went into developing a functional interactable manuscript.

The current version of the Knudtzon Hall had been the same since the end of phase
1 because other features such as interaction were more critical to the experience. One
of the essential points from the user tests was the importance of realistic graphics for
immersion. A goal for the second phase became to create a more realistic representation
of the Knudtzon Hall in VR, as this environment was both critical for creating immersion,
had historical value for teaching about the library, and was important as a context for the
manuscripts.

After finishing the features in phase 1, and supplementing with much more interaction
throughout phase 2, we realized that the application required to be a lot more performant to
be able to maintain an acceptable framerate. The framerate is a vital property of creating
an immersive application as described in the immersiveness section 2.2. Therefore we
decided to allocate some development time to optimize the application to increase it. As
we have no prior experience with optimizing a unity application or a VR application in
general, this required a lot of trial and error as well as looking at general optimization
guidelines [42].

AR

As the VR application was prioritized over the AR application during this phase, the goals
for the AR application was less ambitious for phase 2. The main goals were to implement
possibilities to interact with the holograms displayed over the manuscripts, including some
other features which were needed based on the feedback from phase 1.

The first feature was the ability to see holographic translations of the text in the manu-
scripts, with the goal of increasing the possible learning outcome as described in the trans-
lations section. The second feature was the ability to toggle the holograms. This fea-
ture was needed because the HoloLens hardware limitations required the holograms to be
placed on top of the manuscript pages, occluding the manuscript itself. By being able to
toggle off the holograms, users could then also be able to see the manuscript pages and
not only the holograms, which is important to ensure that the use of technology does not
overshadow the historical content of the manuscripts. The third feature was the ability to
manipulate objects, namely the 3D-models shown over the manuscript pages. This was
done to increase immersion and give the user more freedom to explore the content of
the manuscripts properly. The last feature was functionality for manipulating the objects
with a minimal need for interaction. This feature was added later in phase 2 as users had
problems with manipulating objects due to the hard to learn hand gestures. By pressing
the button instead, users could somewhat manipulate objects with more straightforward
gestures than the ones needed for manipulating the objects by themselves.
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6.2 VR implementation

6.2.1 Interactable Manuscript

The first and most important feature for the interactable manuscript was the ability to flip
through the manuscript pages like in a real book. This was accomplished by using the
handheld controllers, by putting the controller inside the page of the open book and then
lifting it similarly to a real book. Like most of the other interactions in the VR application,
code from the Mixed Reality Toolkit was used as a base to achieve this. Based on early
testing and user feedback, it was hard for the user to move the book and turn the page
with the same button, so the interactions for flipping pages and moving the book was later
moved to separate buttons on the controller.

The next feature was the ability to pick up a book, and then open it to reveal the
interactable book with flippable pages, as mentioned above. In order to make this action
seem realistic, the book had to be opened by grabbing the closed book with both hands.
The intention was to let the user gradually open the book by moving the hands apart,
but due to time restrictions, the closed book was just replaced by an open book when
grabbed with both hands. To make development easier and because of restrictions in the
Mixed Reality Toolkit, the opened version had to float in the air while the closed book was
affected by physics. This also made it easier to use the application as users could leave the
book floating in the air while interacting with other things.

To make the manuscript similar to the AR application, the associated 3D-models for
each page also had to be shown when browsing through the manuscript. The VR applica-
tion had fewer limitations than the AR application regarding visibility, so it was decided
that the 3D-models should appear on top of the table at the center of the Knudtzon Hall.
This way, the models would not be in the way of the manuscript pages, and could also be
a lot larger than if they were placed by the manuscript. This was implemented by creat-
ing two placeholders on the table, one for each currently visible manuscript page in the
opened book, and then update which models should be shown in these placeholders based
on which page the user was at in the manuscript.

The last feature was a feature meant for developers, which was the ability to add 3D-
models, text, and the manuscript images themselves to the template manuscript without
much effort. The intention of this was to make it easy to add many different manuscripts
to the VR application if it was needed either later in development, or in case someone
wanted to continue working on the project after the thesis was completed. A system was
made where each manuscript page was linked to a specific text input field, image field, and
a specific game object for the chosen 3D-models was created to solve this. By doing this,
future developers could create prefabs of the 3D-models in unity and link them to each
manuscript page to add the 3D-models, add the image file for the manuscript page to the
image field, and paste in the text they want to display in the text field to add content.
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Figure 6.1: The interactable manuscript

Manuscript Content

3D-models found online comes in a range of different file formats, so most models could
not be imported directly into unity. To get around this problem, Blender[5] was used as
an intermediate step both for importing models with the right file format, although this
still did not allow us to use all types of file formats. These models were then modified
to fit the project, such as reducing the number of triangles in the models as the HoloLens
hardware only supports up to 200,000 triangles at the same time, and cutting off parts
of the 3D-models that were not needed for the applications. Some recoloring and minor
improvements were also done, mostly to make the models more visible on the HoloLens
or look better in VR.

The biggest challenge was the fact that the images contained in the manuscripts were
often vague and hard to tie to something concrete. Like mentioned above, finding 3D-
models for images such as hills and furniture was hard, so in many cases, we had to go
with models that looked a lot like the image but was not a direct copy of it.

6.2.2 Improving the Knudtzon Hall Graphics

This was a process that had many small steps and required much experimentation to get
right. The process of creating a realistic representation of the Knudtzon Hall included
things such as normal mapping materials, baking lights, experimenting with multiple light
sources and importing existing 3D-models. As there are many things which can be done to
improve realism, only the most relevant techniques will be described in detail. An image
of the improved version of the room can be seen in figure 6.2.
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Figure 6.2: The improved Knudtzon Hall

Light Sources

The first version had a single light source at the top center of the room, while the real
version of the Knudtzon Hall had a large number of directional spotlights in the roof and a
window for letting light into the room. In order to try to replicate this, several directional
light sources were added to the Knudtzon Hall. This made the room look more realistic,
but it also had a considerable impact on the performance as several realtime light sources
shining on the same objects are demanding to calculate. When the improved version of the
bookshelves was added, it became clear that it would not be possible to have more than
one realtime light source in the scene at the same time. An important reason for this was
because of the use of a unity feature called GPU instancing, which will be described in
further detail in subsection 6.2.3.

Evolution of the Bookshelf Rows

The books contained in the bookshelves underwent three iterations throughout phase 1 and
phase 2. In phase 1, each row in the bookshelf consisted of a square-like shape with an
image of the bookshelf row from the Knudtzon Hall pasted onto it, as seen in the top image
of Figure 6.3. This did not look very good up close, so a technique called displacement
mapping was used in an attempt to add depth to the bookshelf rows [28]. Displacement
mapping is a technique where an image of an object, such as a book, is modified to create
a displacement map of that object. The image can then be applied to the object to create
depth to it by adding 3D-geometry generated from the displacement map. The results of
using this technique was a more realistic representation of the bookshelf rows, but it had
some trade-offs such as a higher performance cost and the fact that each bookshelf row
still was one large static block, instead of an individual object for each book. This version
of the bookshelf rows can be seen in the center image of Figure 6.3. The books placed in
the bookshelves still did not look as realistic as we wanted, so at the end of phase 2, a third
attempt was made on creating more realistic bookshelf rows. This time a collection of free
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models of old books was imported from various 3D-model sites and the unity asset store.
These models were shuffled around and used to fill all the bookshelves with books. This
was the most realistic approach as each book was an independent object, and the models
were fairly detailed. This method did have some performance issues and came with some
other trade-offs, but there were also several significant advantages, such as a high level
of realism and an easy way to interact with each individual book. This version of the
bookshelf rows can be seen in the bottom image of Figure 6.3.

Figure 6.3: The three iterations of the bookshelf rows. From oldest to newest, top to bottom.

Normal Mapping Materials

To create more realistic surfaces in the room and on objects found in the room, a technique
called normal mapping was used [28]. This technique has a similar effect as displacement
mapping, but instead of creating additional geometry on the object it is applied to, it instead
creates ”fake” details on the object. The surface of the object is still flat, but it appears as
if it has crevices and details not possible on a flat surface. The normal maps were either
found online, or they were generated using a program called Materialize, which can be
used to generate detailed normal maps by tweaking images. [6]. The advantage of using
this technique compared to displacement mapping is that the result does not have a very
negative performance impact, which makes it a good cheap alternative to displacement
mapping or complicated 3D-models. An example of the difference of using normal map-
ping can be seen in Figure 6.4, where the left image is a surface without normal mapping,
and the right image is with.
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Figure 6.4: An example of the use of normal mapping

6.2.3 Optimization

We started by looking at optimization problems that are common in most visual applica-
tions, such as lighting. We then lowered the number of realtime lights that were enabled
in our scene and changed less fundamental lights to be baked instead of real time. Baked
lights are precomputed before runtime and saved into lightmaps that are a lot more perfor-
mant to apply when the application is running, as very few calculations have to be done
realtime. This increased the framerate significantly, and only a single realtime light was
used to get shadows for our dynamic objects.

As we in this phase also filled the bookshelves with individual books to increase the
realism of the application, we had to lower the polygon count of the books slightly because
of the large number of books. We also divided the books into the three categories static,
dynamic, and openable. Static books were the books located at the highest shelves that
the user was never supposed to be able to reach. Dynamic books are the books that the
user could reach and grab during regular use of the application. The openable books are a
small subsection of the dynamic books that the user could interact with even further than
just picking up and also open and interact with further. This also had a significant impact
on the application’s performance, as physics calculations now only had to be done on a
smaller subset of all the books in the library instead of all of them. The user should also
not be able to notice this, as the static books are out of their reach. In addition to separating
the different types of books, we also allowed unity to use the appropriate batching method
on them. Batching allows unity to draw similar objects (similar shape, material, etc.) in
one go instead of separately [39]. Unity handles batching differently for static and dynamic
objects. Static objects are combined into bigger meshes and rendered together in a faster
way. For dynamic objects, there are two different types of batching. Dynamic batching is
for smaller meshes in the scene, and their vertices are transformed on the CPU, grouped
together and then drawn in one go by the GPU. With GPU instancing the first part is
skipped, and the meshes are just sent straight to the GPU, thus giving a performance boost
as long as the instanced mashes do not change between frames [40].

The last significant optimization change we applied for this phase was changing from
multi-pass to single-pass rendering in VR. Multi-pass tells unity to go through most of the
rendering process twice, one for each eye in the head mounted display. Only culling (cal-
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culating which objects are to be shown) and shadow calculations are shared between them.
The different eyes will have different render targets which can introduce CPU overhead
compared to only using one render target [35]. Single-pass combines more of the render-
ing process as can be seen in Figure 6.5. Since single-pass uses a double-wide texture
for the rendering process, for regular use, the user will still have a slightly different view
in each of the eye displays. As our application will not leverage the use of two separate
rendering targets for eyes in any specific way, single-pass was chosen as the better option
for this application.

Figure 6.5: Shows the single-pass rendering process

6.2.4 Tutorial/Get started help
Since most users spent some time getting used to the VR application, some measures were
done to make it easier to understand. A system for displaying labels for each controller
button was added, which displayed a small description for each of the buttons on the VR
handheld controller. These could be toggled on and off.

The HoloLens did not require a tutorial at this point, as it was still a quite simple
application.

6.3 AR implementation
The AR application changed quite a bit after the feedback had been received at the end
of phase 1. Throughout this phase, the application underwent several iterations as fea-
tures were implemented, tested on users, and improved or changed based on feedback.
Implementing the requirements for the HoloLens proved to be a challenge due to the tech-
nical limitations of the headset, such as the field of view (FOV) and the hand gestures, so
frequent user feedback was important.

6.3.1 Translations
Translations were implemented by displaying a text field as a hologram on top of the asso-
ciated manuscript page. It was placed directly beneath the 3D-model to make it more clear
that both the 3D-model and the text was associated with the manuscript page. TextMesh-
Pro, a unity-package was used to ensure that the text was as readable as possible and made
it easier to format the text. The limited FOV, unfortunately, meant that users had to be a
minimum distance away from the text to be able to see all the text, which means that the
text also had to be scaled up to be able to read from this distance. This limits the amount
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of text that could fit into each page, which means that the entire translation for each page
could not be included for each page, and had to be replaced by a summary of it.

The actual translations could not be obtained during the second phase, so dummy
text was used for testing purposes until the start of the third phase. An example of these
translations can be seen in Figure 6.8 at the end of this section.

6.3.2 Manipulating objects

The Mixed Reality Toolkit was used as the base for interacting with objects in the AR
application. This toolkit contains various scripts for interacting with things in various
ways and can be somewhat customized to fit one’s needs. Various scripts from this toolkit
have been used and modified to give the user the ability to move these 3D-models with the
use of the HoloLens’ built-in hand gestures. ”One-hand-movement” scripts were added to
the 3D-models so that the user could move them around using one hand, and ”two-hand-
manipulatable” scripts were also added so that more advanced users also could scale and
rotate the same models using both hands. This gives the user the ability to view the objects
from different angles and in different levels of detail based on the size of the object, similar
to how one can interact with an object in the real world. Figure 6.6 shows how it is possible
to interact with an object using hand gestures.

Figure 6.6: A user interacting with a hologram

6.3.3 Toggle holograms

Similar scripts from the Mixed Reality Toolkit were used to enable various functionality
for pressing buttons. This feature was implemented by creating a button that could be
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interacted with using hand gestures to toggle the holograms on and off. As seen in Fig-
ure 6.7 and Figure 6.8, all manuscript pages are initially visible, and the user has to press a
holographic button to display the intractable 3D-models and the translations. The user can
hide the holograms again by pressing the translation text, which is indicated by the yellow
description at the bottom of the translation. The downside of this feature is that it adds
extra steps for the users for using the application properly, and more importantly, demands
that the user is able to use the cumbersome hand gestures required by the HoloLens in
order to view the holograms. This is, however, a necessary trade-off if the educational part
of the application is going to be retained.

Figure 6.7: Holographic buttons for displaying holograms
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Figure 6.8: How holograms appear after a holographic button has been pressed

6.3.4 Reset and resize buttons

In order to make it easier to manipulate these 3D-models without using two hands, a resize
button was added for making objects larger or smaller without the need for the complicated
two-hand gesture. The method for adding this button was similar to how the button for
toggling holograms was added. A reset button was also added to make it easier to get the
object back to the default position in case the user moved, scaled or rotated it in a way
that is hard to revert. These buttons were first implemented as a part of the models and
followed the object around when as it moved, but based on feedback it was later changed
to always sticking to the manuscript page it belongs to in order to make the application
more intuitive and easier to use. The buttons only appear after the user has interacted with
the object for the first time. This was done because the space above the manuscript pages
is quite limited, so unnecessary content was removed for clarity. This was tested at the end
of the second iteration in order to ensure the effectiveness of the feature.

6.3.5 Optimization

The HoloLens is only capable of rendering about 200,000 vertices at the same time, due
to the limited hardware present in the headset. As the models became more complex, it
was necessary to reduce the quality of these models. This was done to keep the frames
per second (FPS) at a stable 60FPS, which is very important for immersion as described
in section 2.2. Blender [5] was used for doing this.
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6.3.6 Challenges

It was already clear that the limited FOV made it harder to create an immersive experience
for the HoloLens. The fact that holograms had to appear directly in front of the user’s gaze
made it challenging to develop an application that immerses the user in the world of the
manuscript.

Another challenge is that the HoloLens is a new type of technology which most people
are not yet used to. Communicating how to use the application properly to the user was
another development challenge. It was also hard to place everything that was needed
within the small without making the experience confusing for the user.

On top of this, the Mixed Reality Toolkit, which was used for large parts of the de-
velopment had many flaws and inconsistencies, which made development a lot slower and
cumbersome than expected. Microsoft also abandoned this version of the toolkit when
they suddenly started creating the next version of the toolkit from scratch, making it hard
to upgrade to a future version if that would ever be needed. [19]

Many of the features in this phase were implemented as an effort to solve some of
these challenges.

6.4 Second Evaluation

Three user tests were conducted at three points during the second phase in order to gather
continuous feedback on the implemented features and ensure a fast, adaptable development
process. A few questions were changed from the first survey to accommodate the second
phase. There were a total of 11 respondents on the survey and a total of 8 additional test
subjects which only provided verbal feedback due to time restrictions. A total of 19 users
provided feedback for phase 2, and all the results can be seen in Figure A.2.

6.4.1 User test data

Similar to the user tests done in the first phase, most people were positive to the appli-
cations in general and meant that there was much potential in how this technology could
make learning both more fun and more engaging. Most people agreed that this was a fun
way to learn about the Gunnerus library and that the use of such technology could be a
good alternative to current learning methods.

Similar to the last user test, people were very positive towards the importance of re-
alistic graphics and the possibility to be able to interact with things without much effort.
All 11 test subjects responded that realistic graphics were important for creating an im-
mersive experience of these manuscripts to a ”large” or ”very large” extent, while 9 of 11
responded the same for ”having things to interact with”, and all 11 users responded with
the same for ”easy to interact with things”. For the question ”Was there something you
wish you could do in the application”, 4 respondents mentioned that they wanted to be able
to interact with things to a greater extent. 9 of 11 respondents also meant that animations
were important for being immersed in these historical manuscripts to a ”large” or ”very
large” extent.
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This time, people were evenly split between preferring VR vs. AR. 4 of 11 people
said they preferred VR, while 5 of 11 people preferred AR, and 2 did not have a prefer-
ence. Most of the people who preferred VR explained that this was because they felt more
immersed, or that they felt that they were in a different place. The people who preferred
AR either meant this because there were more things to do, or that the experience was
something entirely new for them.

The overall layout of the AR application also received some criticism. 2 survey re-
spondents mentioned that the FOV made it harder to use, and 7 users mentioned the same
thing verbally. Many users also struggled with using the touch gestures for the HoloLens
for interacting with objects in the application. 3 respondents mentioned in the survey that
it was hard to use the hand gestures when using the AR application, and the external su-
pervisor had to explain how the gesture system worked to nearly all users. Some users
still did not understand how to use it correctly, even with the help of an external supervi-
sor. When users first understood the gestures, however, it was quite easy for them to use
the application properly. People had similar issues when using the VR application, as the
external supervisor had to guide most users through how to interact with things once these
had been implemented.

Figure 6.9: What people meant was important for immersiveness

6.4.2 Analysis

Parts of the results from the user tests were as mentioned used throughout phase 2 as
they were gathered to implement the features and ensure that these features made the
overall applications better. Most of the planned features for this phase were therefore
implemented in time, and the feedback for the features which did not get implemented
was used for implementing phase 3. This section describes how the results were analyzed
to make decisions for developing features during this phase, and what should be done for
the next phase.

Interacting in VR

Users did not have the same options to interact with the environment in the VR application
as they had in the AR application when the first user test was conducted. Even though peo-
ple could pick up books and place them on the table, there was no way of interacting with
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the content of the book, such as the 3D-models or the text like in the AR application. This
was a more requested feature than previously expected, and because the ability to interact
with things both makes the application more fun to use and improves the immersiveness,
this feature was set as one of the most important features for the rest of development.
Because interactions had already been implemented for the AR application early in the
second phase, more focus was shifted onto implementing this for the VR application sim-
ilar to how it had been done in the AR application. The parts of this requirement that did
not get fully completed were pushed to the start of phase 3.

Improving realism

All users agreed that realistic graphics were important for an immersive experience, and
since immersion is one of the cornerstones of the thesis, more time than what had been
planned went into creating a good representation of the Knudtzon Hall. Because of the
ability VR can have to make users feel like they are in a different place, it might be a
good idea to make the user feel like they are actually in the library, reading and exploring
old historical manuscripts. Because users meant that realistic graphics were this important
for an immersive experience, this will be an important focal point when developing the
requirement ”Users should be able to dive into a manuscript and explore its world” in the
third phase, along with the focus on interactions.

AR challenges

Because some users thought that the AR application was somewhat confusing, measures
were taken to improve the overall presentation of the content. Apart from this, most of
the problems users reported having with the AR application was somewhat related to the
technical limitations of the headset. This is expected as it is a prototype headset and one
of the first of its kind, and the headset itself is not targeted towards the general consumer
due to its high price [45].

Users had the most problems with the limited FOV and using the built-in hand gestures.
The small FOV most likely made it hard for users to orient themselves in the augmented
world in order to find the holograms and contributed to breaking the immersion as holo-
grams popped in and out of existence as the user moved their head. Because holograms
are a relatively new phenomenon, users may also use some time to get used to them. This
means that the presentation is even more critical than with other technologies, as users
should not be overwhelmed with content in a format they are not familiar with. Because
of this, it may be a good idea to limit the number of holograms present at the same time
in the application, and be smart about placing holograms at places where users will most
likely look. An example of the FOV can be seen in Figure 6.10.
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Figure 6.10: The hololens’ field of view

Most users struggled with using the hand gestures for the headset, and this is chal-
lenging to solve as it is an integrated feature of the headset. A possibility may be to use
gestures to a lesser degree, but this limits how the user can interact with the environment,
which is an essential part of creating an immersive experience. Voice commands are also
a possible replacement for gestures as an optional means of interaction but should not be
mandatory as not all people might not be comfortable with using these.

Like in the user test for phase 1, users complained about the holograms not always
following the manuscript pages. The best solution to this would be to ensure that the
content is placed as close to the center of the manuscripts pages as possible.

Tutorials

Interacting with things needed a lot of explaining in VR, and was confusing and hard to
learn in AR. A tutorial might therefore be suitable for each application in order to make
it easier for them to learn how to use them without help from an external supervisor. The
VR application already has labels explaining what the different buttons do, but a tutorial
for teleporting and the details of interacting might be a good idea. For the AR application,
as the hand gestures are the biggest unsolved problem, this might be a good focus for an
AR tutorial.

Animations

As users meant that animations had a significant impact on the immersive experience,
some animations were added to the application. While we neither had the skill or time
to create complex animations such as movement for characters, some simpler animations
were added such as rotations and transitional animations. This was done to create a more
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immersive experience and to make the applications feel more alive. Smooth movement
feels more realistic than sudden moves and hitches, and rotating objects makes it easier for
users to see it as a whole without having to interact with it. This was also carried over as
something that had to be taken into consideration during development in phase 3.

Dummy content

As the content that was used for some parts of the applications was still ”dummy content” it
was at some points hard to gather useful feedback from users, especially regarding features
that was directly linked to the said content such as the learning quality of the applications.
All dummy content should therefore be replaced by real content as early as possible in
phase 3 in order to be able to gather as realistic feedback as possible.
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Phase 3: Last Requirements and
Finishing Up

The main goal for phase 3 was to complete the rest of the requirements, polish the appli-
cations, and conduct the final evaluations.

7.1 Planning and Changes
The most essential features had now been implemented for the VR application, and the
AR application was close to completion. Some features still had to be implemented for the
AR application, and both applications needed a proper tutorial. For the VR application,
one major feature still had not been implemented, namely ”diving into Pisa”.

7.1.1 Diving into Pisa
In the previous phase, it was mentioned that one of the intended features would be to ”dive
into a manuscript and explore its world”. This feature intended to allow the user to explore
a place found in the manuscript in AR and VR to experience it in a more thorough way
than reading about them. After a lot of research on both real cultural sites and available
assets that could potentially be used for creating a city, Pisa was chosen as the city that the
user could dive into and explore as it was relevant to the manuscript and known to most
people.

During planning how the representation of Pisa should look like, an idea about recre-
ating the famous ”Piazza del Duomo”, the place where the leaning tower of Pisa is located
was added. This place is also on UNESCO’s world heritage list, so adding it to the appli-
cation could have advantages on its educational values. The thought of this was to give the
user the chance to explore Pisa’s historical landmarks while visiting Pisa. As most people
are familiar with the leaning tower of Pisa, some research went into whether it was possi-
ble to recreate a representation of the area where this tower is located. This eventually led
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to the decision of creating a representation of this plasa, and connect it to the Pisa city so
that the user could explore Pisa and its historical landmarks at the same time. This plaza
contains three important historical monuments: the famous leaning tower of Pisa, the Pisa
Cathedral, and the Pisa Baptistery.

7.1.2 Historical Content for the Applications

After several iterations of user testing and content scavenging, the final historical content
for the applications was decided. Both the manuscripts and the content connected to these
manuscripts had to be the same for both the applications for the sake of being able to
compare the effectiveness of the applications to each other, and to save development time.
As it had been decided that the manuscript describing Knudtzon’s trip to Pisa was to be
used for the applications, some suitable pages from this manuscript had to be chosen.
Because of the limitations for Vuforia and because pages with images were needed, eight
suitable manuscript pages containing text and images were chosen as the content for both
the applications.

7.1.3 Tutorials

The user tests had shown that most users needed help from an external person when using
the applications. This was partly because both VR and AR are technologies that are new
to the general public, and because of the need for complex interactions in the applications.
Because of this, it was decided that both applications had to have some kind of tutorial to
introduce the users to the relevant concepts.

7.1.4 Final Requirements

Most decisions had been made by the time phase 2 was completed, and the requirements
did not need to change. Most of these requirements had now been partly or wholly fulfilled,
and the only requirement that had not previously been worked on was the second one.

F1 Users should be able to interact with the environment.

F2 The two applications must be immersive, with the goal of giving the user a strong
feeling of presence.

F3 Users should be able to ”dive into” a manuscript and explore its world.

F4 The two applications must help the user get educated about the manuscript.

F5 The augmented content must be a close representation of the content in the manuscript.

F6 The VR application must visualize a good representation of the Knudtzon Hall lo-
cated in the Gunnerus Library.

F7 The two applications must be developed in VR and AR, respectively.

54



7.2 VR Implementation

7.1.5 Development Decisions
VR

In VR, the intention was to let the user explore Pisa by walking/teleporting through the
city. It would then both be educational for the sake of learning about Pisa, and it would
be a possibility to create a strong immersive experience by giving the user full control
of exploring a ”real” historical location. This lets the user experience how the author of
the manuscript would have experienced it, without having to read a book. The user can
instead use an increased number of senses to experience how it would be like to visit the
area first-hand. The goal of this is to give the user a more complete and realistic image of
how this compared to when reading a book.

AR

Because of the nature of augmented reality and the technological limitations of the HoloLens,
it was not possible to create the same experience of visiting Pisa as in VR. The user is still
present in the real world in AR, so the focus was instead shifted onto how the user could
experience this city from the real world. The solution was to instead let the user explore
Pisa from a bird-view, viewing the entire city from above. By doing this, the user could
then place the city in the room, and then experience it from different angles and different
levels of detail. This still lets the user explore the city and get a feeling of how it looks
like, but from a larger and less detailed perspective. The advantages of this approach are
that the user can move around freely by walking around the model, and can look at the city
from whatever perspective they wish. Users can step away to see the entire city as a whole
or step closer to see each building up close.

Based on the feedback from phase 2, there were also some areas that could be im-
proved, such as manuscript visibility and making the application more understandable.

7.2 VR Implementation

7.2.1 Diving into Pisa
Because modeling a city would take months or even years for someone without any mod-
eling experience, a pack with most of the assets required to create this city was bought
through the Unity asset store [38]. Although the pack had a Roman theme, the assets in-
cluded were general enough to make it possible to create a good representation of how
Pisa could have looked like during the 16th century. The pack included structures such as
buildings, streets, realistic materials, various props like vases, furniture, rocks, and so on.
The pack also included a demo scene of a small city that was possible to explore. Because
of the limited development time that was left for the theses, the demo scene was used as
a base for the city. This scene was then modified and built upon to create a more fitting
representation of Pisa, and VR functionality was added so that a user could move around
and explore the city using VR headsets and controllers. Adding this feature to the VR
application distinguishes it from the applications mentioned in related works even further,
as there are now three main parts to the application: the augmented book (manuscript),
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context to the manuscripts (the Knudtzon Hall) and virtual heritage through the content
found in the manuscript (dive into Pisa).

Figure 7.1: The Pisa city representation

The process of creating a representation of the ”Piazza del Duomo” started after the
Pisa city had been made. Because the three historical structures were too complex to
model ourselves, they were also bought from a 3D-modelling site. The area was created
using assets from the Rome city pack [38], various free assets, and unity’s build in tools
for creating geometry. The Piazza del Duomo area was then connected to the Pisa city so
that the user could explore both Pisa and Piazza del Duomo as the same area. 3D-models
and images such as the ones found on google maps were used when creating Piazza del
Duomoto ensure that the scale and proportions of the area were as close to reality as
possible and that most of the similarities were preserved. When this had been done, the
three historical buildings were added to the plaza. Because the area was supposed to be a
representation of how it could have looked like during the 16th century, some alterations
were made to the area to make it look like it belongs to that time period. Screenshots from
the final version of the city can be seen in Figure 7.1 and Figure 7.2.
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Figure 7.2: The Pisa Plaza representation

Changing scenes

Because the VR application now had both the Knudtzon Hall and the Pisa city as two
separate areas, functionality for how a user could move between these areas had to be
implemented. This feature was challenging to implement, as some modifications had to
be done to the application architecture in order to make it work. When setting up the
project initially, it was not expected that we would have to change scenes during gameplay.
Because of this, the architecture concerning how scenes were organized had to be changed,
which gave us less time to work on other features. A new empty main scene was created
where constant components like the camera and mixed reality toolkit were placed, which
made it possible to load other scenes such as the Knudtzon Hall or the Pisa city on top of
this scene. This made it easier to swap between scenes whenever it was needed, and also
made it easier to add more scenes at a later stage such as in the case of a more thorough
tutorial.

It had already been decided that a user would open a specific manuscript in the Knudt-
zon Hall, and then interact with it to be transported to the Pisa city. Because of time con-
straints, however, this feature ended up with the user being transported to the city instantly
when opening the book, instead of being able to browse through it first.

7.2.2 Tutorial
The tooltips added in phase 2 were not enough to explain how to use the application
correctly, as most users still needed much guidance in order to use the application to its
full extent. A more thorough tutorial was implemented to teach the user enough about the
application to be able to use it without external help.

A new game scene was added as the tutorial, which consisted of a white room where
the user had to complete several tasks which taught them how to use the application before
they could enter the Knudtzon Hall. These tasks included teleporting, interacting with
the manuscripts, and understanding general concepts of the application such as closing
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and opening books. In order to be able to use the main application, the user now has to
complete these steps in the tutorial successfully. Figure 7.3 shows the tutorial scene.

Figure 7.3: The VR tutorial

7.2.3 Smaller features

While transcriptions were added to the AR application already during the start of phase
2, this feature had not yet been added to the VR application due to other features being
more important. Because it was essential to have this feature in both applications, it was
implemented during the third phase. In the AR application, the transcriptions had to appear
on top of the manuscript pages because of FOV restrictions, but in VR, this was not a
problem. Because of this, the transcriptions were placed directly above the manuscript
pages themselves, such that both would be visible when browsing the manuscript.

To make it more obvious which books were possible to open, a shader was added to
these books. This shader was placed on a sphere which was then placed on the intended
books, which gave the impression of glowing books. A blue shader was used on the
Lilienskiold manuscript, while a yellow shader was used on the manuscript for diving into
Pisa.
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Figure 7.4: Final version of the interactable manuscript, now with transcriptions

7.3 AR Implementation

In this phase, the main focus for the HoloLens was to implement a working tutorial, to
create a substitution for the VR feature for ”diving into a city”, and polishing and finishing
the rest of the application. At this point, the AR application was ahead of the VR appli-
cation and closer to being finished, so more time was spent on the VR application for the
third iteration.

7.3.1 Diving Into Pisa

This was implemented somewhat similar to how the other holograms were implemented.
The ”Piazza del Duomo” can be seen above the manuscripts similar to in the other manuscript
pages in the application, along with a text field describing what the city is and how to in-
teract with the city below it. The model shown on top of the manuscript is a miniature
version, which the user can then pick up and place wherever she may want it in the room.
The city then expands, and the user can walk around the room and observe the city from
above. This was implemented by using a script from the Mixed Reality Toolkit called
”Tap to Place”, which works by tapping an object once to pick it up, then look at where
you want to place it, and tap again to place it at the specified location. This feature in-
tends to immerse the user in the city, at the same time as letting the user learn about it
by exploring it in a safe and controlled environment. Because of hardware limitations in
the HoloLens, some less critical parts of the city had to be removed in order to reduce the
polygon count and keep the FPS stable.
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Figure 7.5: The AR version of diving into Pisa

7.3.2 Tutorial

The poster created in phase 2 was useful for explaining how to use the gestures for the
HoloLens, but it did not give the user a chance to experiment with the gestures. In order
to make it easier for the user to understand how to use these gestures, a short tutorial was
created which the user had to go through before using the main part of the application.
This tutorial consisted of two parts, one part for learning how to use the tap gesture, and
one part for moving/dragging objects. Each step was implemented as a panel containing
information about how to complete the task, and an interactable example so that the user
could experiment with executing the task. The panel used a script called ”tagalong” which
made it follow the user’s head direction so that the tutorial never disappeared out of sight.
The tutorial can be seen in Figure 7.6.
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Figure 7.6: Both steps in the AR tutorial

7.3.3 Usability Improvements

The combination of the real world and holograms can quickly become cluttered, as a lot
of various elements are present at the same time. It might therefore be beneficial to keep
the application simple by limiting the number of holograms present at the same time. To
ensure this, elements were hidden from the application when not relevant to the user, such
as buttons and situational information. These elements were then enabled again when they
were needed, which might also help draw attention towards them when they are relevant.

As previously mentioned, many users reported that the small FOV had a negative im-
pact on their immersion, especially when the limited FOV clipped objects. Because of this,
the holograms were made smaller and moved closer to each other in an attempt to get more
things within the HoloLens’ FOV. This also helps moves the focus onto the manuscripts
and makes it easier for the user to get a better overview of the entire application and its
content. This can be seen in Figure 7.7.

Figure 7.7: Final hologram placements
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7.3.4 Unimplemented Features
Due to time restrictions and unforeseen challenges, some smaller features were not devel-
oped and implemented for the AR application.

Voice Commands

Voice commands were intended to be added as a feature for the application to make inter-
acting easier. This feature intended to allow the user to use voice commands to interact
with objects in the application instead of using hand gestures. This might have made it
easier to use the application for some users, as some people struggled a lot with the hand
gestures.

Sound Effects

The user tests showed that people did not think of sound effects as a significant part of
an immersive experience. Although this might have been affected by the fact that the
applications did not have any sound effects when tested on users, other features were more
important, so sound was put as a possible future implementation.

7.4 Third Evaluation
The third evaluation was conducted after development had finished, and was the last user
test meant for evaluating the applications. Some testing remained for gathering data to an-
swer the research questions accurately. The third evaluation was conducted at Teknobyen
Studentboliger, a student residence with over 100 students from a range of different stud-
ies and technical levels. 10 people responded to the survey, and feedback was gathered
verbally from 6 subjects which did not answer the survey. The applications were also later
tested on a user interface expert, where feedback was gathered through an open interview
afterwards. The interview can be seen in Figure A.5. A total of 17 people tried the appli-
cations and provided feedback for phase 3, and all results from the survey can be seen in
Figure A.3.

7.4.1 User test data
8 of 10 meant to a ”large” or ”very large” extent that being able to move around easily was
important for an immersive experience. Similar to the previous user tests, most people
still agreed that interactions and graphics were important. 7 of 10 meant to a ”very large
extent” that having things to interact with was important, and the same amount of people
meant that it was that it was easy to interact with these things for the immersiveness of the
applications to a ”very large” extent.

The results from these user tests on the tutorial were that although the tutorial resulted
in users spending more time before they could use the actual applications, most users spent
less time being confused when using the applications and were also able to interact with
objects properly. 5 of the 10 test subjects wrote that the applications were hard to use
initially, but that it was intuitive once they learned how to do it. Most users seemed okay
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with the overall tutorials, but a couple of users mentioned that the text could have been
easier to understand at points.

All 10 respondents meant that this was a good way to learn about history. 3 subjects
wrote that being able to visualize the content from the manuscripts made it easier and more
interesting to learn. 2 subjects meant that being able to achieve this could be challenging
and that it was important to ensure that it still remains historically correct. Nearly all test
subjects liked the idea of being able to explore Pisa, and 2 subjects mentioned that being
able to explore other places or historical events could be a great use of VR or AR.

Users were asked about if there was something they wanted to do in the applications,
where 8 responded to this. 3 of them mentioned things related to more interactions, espe-
cially regarding exploring Pisa. 4 of the 8 responded with things regarding Pisa, either it
being possible improvements or potential new features to implement.

Some of the feedback was directly related to limitations to the hardware and software
used in the applications. 3 users mentioned in the survey that the text was sometimes hard
to read on the HoloLens, 4 users said that the movement in VR could be better in some
way, and similar to the previous phase several subjects struggled with using the gestures
for the AR application.

7 of 10 users preferred the VR application. Users meant this because it was easier to
interact with things in VR, that VR was somewhat more immersive, that VR was more
polished, and that the technical limitations of the HoloLens had a negative impact on the
overall experience compared to the VR application.

The user interface expert meant that the holograms for the AR application should not
be placed on top of the pages, as the holograms are then in the way of the manuscripts and
take the focus away from it. For the VR application, he meant that it should be easier to
see what each manuscript was about. He suggested adding additional information to the
cover of the manuscripts, such as popup-information and titles. He also mentioned that the
different perspectives of the ”dive into Pisa” feature between the two applications, was a
good thing, as it is crucial to take advantage of the strengths of each technology.

Figure 7.8: What people meant was important for immersiveness
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7.4.2 Analysis

Movement

Being able to move around easily might be very important for creating a good immersive
experience for the applications, as both literature and the respondents meant that this was
important for the experience. This includes things like teleporting, being able to walk
around yourself, and for instance, having six degrees of freedom for VR [46], and devel-
oping the AR application so that moving around feels natural. Slater [32] states that one
of the essential parts of an immersive experience is to feel that one is physically present
in the virtual environment (VE). This also applies to the AR application, although it does
not have to be taken into account as much as VR because the VE is the real world and the
user will move around as usual. It might, therefore, be a good idea to look at how moving
around can be done better.

Learning outcome

As most users liked the idea of exploring historical sites, this may be something that can
be continued on. M. Slater’s discusses this in his paper ”Implicit learning through em-
bodiment in immersive virtual reality” [32], where the presence in a virtual environment
can be used as a form of implicit learning. By focusing on enveloping the user in the
world of the manuscripts, it may thus be possible to increase the learning outcome from
the applications. One challenge of creating such experiences is that it often requires a lot
of resources, as creating realistic representations is challenging.

Tutorials

The tutorials made it easier for the users to use the applications properly without help from
an external supervisor. In time, most users were able to use the applications as intended on
their own. One possible improvement for the VR tutorial could be to add images showing
how to complete each of the steps. This was done for the AR application and worked quite
well. Even though the tutorial could use some more work to make it easier for users to
understand the central concepts, it already has a positive effect on teaching new users the
basics.

VR vs. AR

At this point, most of the test subjects preferred the VR application. This makes sense
as the total amount of time spent developing the VR application is significantly higher
than the AR application. It might be hard to get people to prefer the AR application at
this point, as the current AR technology may not be good enough to outclass VR for such
applications. It is worth mentioning that users still liked the AR application, and they just
felt that the VR application was a more complete product.

64



7.4 Third Evaluation

Expert evaluation

As mentioned by the user interface expert, placing the holograms on the sides of the
manuscript pages has several advantages such as being able to see manuscripts and holo-
grams simultaneously thus making it easier to connect the holograms to the manuscripts
for the user. This was attempted already in phase 1, where it was discovered that it was
hard to achieve with the current AR technology as the limited FOV and camera tracking
is not good enough. So until an AR headset is released which solves these issues, the
holograms should stay on top of the manuscript pages. The idea about adding titles and
labels for the book covers in VR is an idea that may be worth implementing as it gives
more context to the manuscripts.
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The previous user tests were mostly focused on testing the application functionality, so
not enough feedback had been gathered for answering the research questions. Because of
this, the goal of this test was to gather enough data for accurately answering the research
questions.

A new survey was done for this purpose, with questions centered towards the level
of immersiveness of the system, its potential for education and comparisons between VR
and AR. This test was conducted in two separate locations, first at Lukas VGS where it
was tested on ten high school students, and then at the Gunnerus Library where it was
tested at five historians. It was tested on high school students as it was the most optimal
target group for the thesis, and the historians because they could provide expert feedback
on the historical aspects of the application. A total of 15 people tested the applications and
responded to this survey, and these results can be seen in Figure A.4 in the appendix.

8.1 User test data
None of the 15 users had visited Pisa before, but all 15 replied they got a better understand-
ing of how it was to be in Pisa after using the applications. Many answers were positive
towards the benefits of experiencing it this way, such as being able to see the city how it
could have been like at the time and the feeling of being there. In total, 10 users said they
preferred the VR application, 3 said they preferred the AR application and 2 had no partic-
ular preference. Several users meant they had a stronger presence in the VR application,
as 5 users wrote that they felt present in the library or Pisa to some extent and that the VR
application ”seemed more real”.

8.1.1 High school students
The applications were first tested at 10 students from Lukas VGS. Their interest in history
was modest, as expected from high school students. 3 of these 10 students said they were
interested in history to ”a very large extent”, while the 7 others were either somewhat or
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not interested in this. This was also the case for their interest in reading books, where only
2 of 10 said they were interested to ”a large extent”.

When asked about the applications, 8 of 10 users meant to a ”large” or a ”very large”
extent that this was an exciting way to learning history, both in VR and in AR. 6 of 10
students said that these applications to a ”large” or ”very large” extent would make it more
interesting to visit libraries, and the results were similar for the AR application where 5 of
10 meant this. When asked about if they wanted to know more about the Gunnerus library
after trying both applications, 4 of 10 said they to a ”large” or ”very large” extent wanted
to know more. People were even more positive towards this for the AR application, where
5 of 10 meant this. 9 of 10 said they to a ”large” or ”very large” extent felt present in the
VR world, while users were not as positive towards the AR application as 5 of 10 meant
the same for this case.

8.1.2 Historians

When tested at the five historians at the Gunnerus library, the interests towards literature
and history were a bit more positive. 3 of 5 historians were interested in reading books
to ”a very large extent”, and 4 of 5 historians were interested in history to either ”a large
extent” or ”a very large extent.

All 5 historians meant that the VR application to a ”very large” extent was an exciting
way to learn about history. This was similar for the AR application, although 2 of these
positive answers were to a ”large” extent and the 3 others to a ”very large” extent. Their
attitudes were also positive towards the applications use concerning libraries, as 4 of 5
historians said that they to a ”large” or ”very large” extent had a greater desire to visit
libraries if they had these applications. The attitudes were a bit less positive for the AR
application however, as 2 of 5 meant this. For both the VR and AR applications, 3 of 5
said they to a ”large” extent wanted to know more about the Gunnerus library after trying
the VR application. When asked about if they felt present in the world of each application,
4 of 5 said they to a ”large” or ”very large” extent felt present in the VR world, while only
2 of 5 felt the same for the AR application.

Figure 8.1: Students’ interests, from the Lukas VGS user test.
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Figure 8.2: Feedback on the VR application, from the Lukas VGS user test.

Figure 8.3: Feedback on the AR application, from the Lukas VGS user test.

69



Chapter 8. Final Evaluation

Figure 8.4: Historians’ interests, from the user test on historians

Figure 8.5: Feedback on the VR application, from the user test on historians
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Figure 8.6: Feedback on the AR application, from the user test on historians.
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Chapter 9
Discussion and Conclusion

9.1 Discussion

For this thesis, we have attempted to create an immersive manuscript with the goal of
giving the user a feeling of presence in its content. This was done by ensuring a high
level of immersion in the system as described by Slater [33] as well as adding multiple
possibilities for interactions with the manuscripts. The content of the manuscripts was
presented in various ways, through 3D models, text, and a recreation of Pisa to make the
manuscript more exciting and educational. In addition to this, we have provided a context
for the manuscripts for making the experience more authentic and give the user an idea of
how these manuscripts relate to the Knudtzon Hall in the real world. Although the context
is most relevant for the VR application in terms of the Knudtzon Hall, this is still possible
to achieve in the AR application as it is possible to use the application everywhere. This
means that the context for the manuscript is entirely up to the user. As we did not consider
the environment the users tested the applications in, this is reflected in the data as well, and
we can see that there is a difference between how immersed the users felt in the VR and
AR applications. The users in general felt more immersed in the VR experience, where
most of the students said they felt like they were present in the VR world, while only half
of the students said the same for AR. The results from the evaluations from phase 1-3 also
show similar traits.

Virtual heritage is central to the thesis, but the focus is mostly on the presentation.
By using virtual heritage in combination with immersive techniques, it may be possible
to create an engaging way of learning about history, which could have many benefits.
Results strengthen this theory, as users were positive towards learning in an interactive
manner. By learning history this way, users can explore at their own pace, and focus on
the parts that they find interesting. This may be used to spark interest in history and can
be used to complement traditional learning instead of replacing it. The results presented in
section 8.1 also strengthens this hypothesis and show that the users are indeed interested
in using such applications in the context of education. This will be discussed further in
subsection 9.1.1.
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No existing research had been done on using mixed reality for immersive manuscripts,
but as shown in the research behind both the M.A.R.T.S [24] and Mubil [1] applications,
there are many different approaches to how one could make historical content more in-
teresting regardless of whether it is a manuscript or not. Both these applications include
many features which are relevant for an immersive manuscript such as augmented text,
3d-models, and a context for the historical content used in the applications.

The Mubil project has been especially relevant for this thesis, as its features are quite
similar to our applications. It has been used as an example of how a virtual manuscript
could be made, and this idea has been improved upon gradually to create an immersive
manuscript. The most significant improvement from the Mubil project to our applications
is the level of immersion, as it gives the user the possibility to freely move around and
explore both the environment, the manuscript, and its content.

9.1.1 Research Questions

In this section, we will go more in depth to how each research question has been answered
based on the applications and the data gathered from testing them on the general public.

RQ1: How can mixed reality be used to create an immersive experience of historical
manuscripts?

A range of techniques have been implemented, and many considerations have been done
in order to provide an experience that is as immersive as possible, given the resources
available. Hardware plays a quite important role in creating an immersive experience, as
stated by Slater [33], but the hardware chosen for the applications was not anything we
could impact to a large extent. The software was therefore the primary focus for creating
the immersive experience.

One of the most important things that was done to create this experience was to allow
users to move around an environment freely, by creating software for taking advantage
of the headsets’ six degrees of freedom and let the user interact with this environment to
a large extent through the use of hand controllers (VR) or hand gestures (AR). Features
such as these are seen as very important for creating an immersive experience according
to Slater [33]. The purpose of this was to give the user a stronger feeling of being present
in this environment. If this environment also feels like a realistic representation of reality,
it is easier to achieve this presence, which is why so much time went into creating a
realistic representation of the Knudtzon Hall and Pisa. The results from phase 1-3 support
these statements, as most users meant that being able to interact with the environment and
realistic graphics was crucial for an immersive experience.

It is of course hard to measure how effective each of these individual parts is for the
immersive experience, but they all add up to the complete experience the user has. In the
final evaluation, users were positive towards the immersive experience the applications
provided, and a large part of the users said that this experience felt like the real world to
some extent.
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RQ2: How can this experience be used to educate about history?

The VR application allows the user to explore the Knudtzon Hall in their own pace, look-
ing at, reading about, and interacting with manuscripts and their content in various ways.
Multiple of the reasons to use VR for education as described by Slater [32] are relevant
throughout the different parts of our application, as they are providing both environments
and manuscripts that are not accessible by the general public. As Slater suggests the
applications allows the users to do rather than to observe, and also visit places that are
impossible or infeasible to visit in real life. There could have been implemented more
features aimed at improving the educational aspect of the application, but as stated in the
requirements the focus was to present the contents of the manuscripts rather than replace a
classroom setting for the students. We did this mostly due to time constraints, as develop-
ing the applications with educational and pedagogical content is an enormous task in itself
and we instead displayed the historical content ”as is” to see how the students would react
to it when presented using this technology. Instead, the focus was to spark an interest in
the manuscripts and the library for the user and rather complement traditional education.
The data gathered from the user test at Lucas VGS suggests this was the case to some
degree in most of the respondents, as the majority of them said that this was an interesting
way to learn about history. To answer precisely how much the students learned from the
applications, further tests are needed. The students were somewhat less interested in the
AR application, but the majority still thought it was an interesting way to learn. Since the
content for the two applications is similar, reasons for this may be technical limitations for
the HoloLens and the nature of AR. The data gathered about the content in the applications
such as the 3D-models and text also suggests this, as users generally meant that the content
in the VR application did a better job of improving the manuscripts than the content in the
AR application.

RQ3: What are the differences between VR and AR for these applications?

As mentioned in section 2.2 and described by Milgram et al. [26] with the reality-virtuality
continuum, VR provides an experience that is to a much higher degree virtual than AR.
When working on projects such as this, where the original manuscripts and environments
are not available to the user, this provides a greater opportunity to deliver context through
the virtual environments which are hard to replicate in AR. This is both positive and neg-
ative, as it gives the developers more control of the application and ways to cater to the
users, but it also requires more development and resources to utilize constructively. This
is the main reason why more time was gradually devoted to the VR application towards
the end of the development, as seen in Table 4.1. VR also provides more interaction op-
portunities through the use of handheld controllers, which allows users to manipulate the
virtual world with a high degree of precision and control.

When it comes to AR, according to Usoh et al. [34] things such as the field of view
(FOV) and frames per second (FPS) are important for immersion. The HoloLens’ small
FOV and limited hardware have been a challenge for creating a similarly immersive expe-
rience as the VR application. There are, however, some advantages to immersion in AR,
such as being able to move around freely on your own in a physical space. The interaction
in AR is mostly limited to hand gestures, which provide basic interaction possibilities and
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requires some effort to learn for a new user. Since AR also takes advantage of the physical
world, it is possible to interact with digital content using hand gestures and physical ob-
jects using image recognition, as the physical book in our application demonstrates. The
user feedback suggests that the AR application was a good immersive experience despite
its shortcomings, and it is important to note that a large part of what makes AR immersive
depends on how sophisticated the hardware used for the application is, and the HoloLens
is still at an early stage.

It is clear that there are several significant differences between using AR and VR tech-
nology. Some of these are seemingly quite obvious inherently from how the technology
works and how it is used but may have a more severe impact on how the users perceive
the applications than expected. It is much harder to create an immersive experience that
creates a feeling of presence for the user in AR due to technical limitations in the tech-
nology such as computing power and display method. Another big difference is methods
of interaction, where both AR and VR have their positives and negatives. AR usually re-
quired more effort from the user to learn how to interact using the gestures, compared to
the controllers in VR. VR also provides more accurate ways of interacting with the digital
elements of the application, but in AR, users can interact with both physical and digital
objects. This makes choosing the best alternative hard as they are better suited for differ-
ent tasks. VR might therefore be the best alternative if the goal is to create both context
and content for the manuscripts and immerse users using this, while AR may be a good
alternative if it is the content of the manuscript which is most important, and the context
can change based on the location the application is used in. All in all, the gathered data
suggests that the users found the VR application somewhat more immersive than the AR
application, but it is also worth noting that measuring immersion is difficult and that more
research should be done in this field as technology evolves.

9.2 Contributions
The most important contribution this thesis has to the field is the research that has been
done on how one could potentially create an immersive manuscript by using mixed reality
and the possible benefits of this. Related works such as the Mubil project [1] has done this
in a similar fashion, but with a focus on creating a digital, less immersive manuscript. Our
contribution is therefore focused on how modern technology, in this case mixed reality, can
be used to make manuscripts more immersive by focusing on aspects such as interactions
and realism.

Our applications take inspiration from the M.A.R.T.S. application for exploring mu-
seum exhibitions [24], in that the content of the Lilienskiold manuscript is built upon with
MR in our applications just like the various museum exhibitions are built upon with AR in
the M.A.R.T.S. application. Our research contributes to how immersive manuscripts can
be used for education, by suggesting ways of sparking interest in the user by letting them
explore the historical content in their own ways and at their own pace, and immersing
them in the world of the manuscript. The main difference for our thesis is the focus on
promoting learning by engaging users, by enabling them to interact with the environment
to a large extent and immersing them in the manuscripts’ world.

Lastly, we have compared VR with AR and described how each of these technolo-
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gies could be used for creating immersive manuscripts, each with their own benefits and
disadvantages.

9.3 Limitations
Due to the current state of the technology behind these applications, there are some chal-
lenges to creating immersive experiences of historical manuscripts. This is especially true
for the AR application, as users reported already during the first phase that the limited FOV
had a negative impact on immersion, and the hand gestures were hard to learn. It is worth
noting that these challenges may not be as big a problem in the future, and Microsoft has
already announced the HoloLens 2 which presumably will fix many of the problems and
limitations of HoloLens 1 [23].

Although the applications are made with the intention that it should be easy to add
more manuscripts and more content for said manuscripts, making the content itself is a
time-consuming process. There are many steps necessary to prepare a manuscript for the
applications such as transcriptions, finding or creating 3D-models, digitizing and so on,
and because of this, there was only enough time to add one manuscript to the applications,
which ended up being the Lilienskjold manuscript.

Most of the VR issues users reported about the movement in VR can be improved
by merely replacing the mixed reality toolkit with a better toolkit such as Steam VR.
Many users reported that it was cumbersome to move around, such as the teleporting being
confusing, the button configurations being strange and so on. The fact that many aspects
of the movement options in VR were less than optimal sometimes hurt users’ level of
immersiveness, which could have been avoided had this been known earlier in the process.

Despite these limitations, we feel that the applications were complete enough to pro-
vide the feedback necessary to contribute to this field of research.

9.4 Conclusion
For this thesis, we have described how mixed reality can be used to create an immersive
experience of historical manuscripts. Two separate applications were made in VR and AR
with the same core functionality, and were developed iteratively based on user feedback
in an attempt to reach the goals of this thesis to the best extent possible. Both applications
were made in Unity, where the VR application uses Mixed Reality headsets and the AR
application uses the Microsoft HoloLens headset. Both applications let the user explore
a version of the Lilienskiold manuscript found at the Gunnerus library, and the user can
interact with digital representations of the content from this manuscript in various ways.

Based on the results from the surveys, the applications do a good job of immersing
the user in the manuscript and sparking interest in history, despite their shortcomings. Our
research shows that there is potential in using this for educational purposes, as results from
the user tests suggested that users were quite interested in learning about history this way
despite a somewhat low interest in book reading and history. If these applications are going
to be used for anything more than drawing people to the Gunnerus library, however, more
work must be done for adding historically accurate content and ensuring that the learning
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outcome from using the applications is good enough. It is also essential to choose the right
tool for the job, where VR and AR each have their advantages. Results suggest that both
technologies are good choices depending on the situation, but that it is easier to create an
immersive experience of historical manuscripts using VR with the technology available at
the time of the thesis.

9.5 Future Work
This section will suggest what can be done in the future to build upon the research that
has been done in this thesis, both in the context of improving the applications and further
research on the topics discussed in the thesis.

Sound

For both VR and AR, sound can be implemented to be a part of the application. This was
not implemented due to time constraints as other features were more important. Sound
could be useful for providing a more immersive experience in the form of sound effects, but
can also be used to provide educational content. This can, for instance, be done by adding
a narrator who guides the user through the application and describes relevant historical
aspects or events in the application. To achieve this, more research and testing would be
required.

Historical Content

The models used to represent the manuscript content are not completely historically accu-
rate and had to be approximations of reality as we are not 3D modelers. Adding historically
accurate content could be beneficial in order to make the applications more educational.
This is, however, a process that requires a significant amount of time and resources, as
recreating historically accurate 3D-models is a research field on its own.

Although we have focused on educational content in both the applications and re-
search, our background is in IT, and we are not qualified educators. As was decided early
on in the development, we have not focused on making the content of the applications
directly pedagogical. Researching, developing, and testing the educational value of his-
torical content in MR, especially in relation to immersive manuscripts, is something that
could be expanded on in the future.

Experiment with new hardware

As already mentioned, the HoloLens is still at an early stage. HoloLens 2 is set to release
during 2019 [23] and could improve many features that are sub-par in the current version.
Microsoft has already stated that the HoloLens 2 will improve gestures, FOV, and overall
hardware power, so implementing the AR application for this headset may solve many
of the problems mentioned in this thesis. This also applies for VR gear, as hardware is
continuously evolving. Better resolution, FOV, more complex handheld controllers with
features such as advanced sensors and better haptic feedback are examples of things that
can improve immersion.
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Small improvements

Some features, such as the interactable VR manuscript could be more polished. Smoother
and more intuitive ways to interact with it, gravity for the open version of the book and
more realistic animations are examples of improvements that can improve the level of real-
ism. Replacing the mixed reality toolkit would probably also solve many of the problems
users had with interactions.
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Appendix A
User Test Results

A.1 Phase 1 Full Survey

Figure A.1: Results from the first evaluation
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A.2 Phase 2 Full Survey

Figure A.2: Results from the second evaluation
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A.3 Phase 3 Full Survey

Figure A.3: Results from the third evaluation
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A.4 Final Evaluation Full Survey

A.4.1 Lukas VGS User Test

Figure A.4: Results from the final evaluation
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A.4.2 Historians User Test
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A.5 User Interface Expert Interview

Figure A.5: Interview with the user interface expert
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