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Abstract

Understanding deformation of structures made from aluminium alloys is import-

ant for a range of industries. Aluminium producers must know what affects the

properties of the alloys in order to develop and design new and improved alloy

compositions, automotive industries must be able to model their products to limit

prototype tests, and oil, gas, and construction industry must understand limitations

and behaviour of applied materials to predict and prevent failure. If e.g. the auto-

motive industry is unable to use an aluminium alloy instead of other materials such

as steel, the result will be a car that potentially pollute more than necessary, or an

electrical vehicle with reduced range. Hence, developing models of deformation

and fracture of aluminium alloys can also have an environmental impact. However,

to develop models that apply to a range of alloys in different geometries and under

various loads, it is important to have a physical understanding and foundation of

the models. In this regard, it is important to characterise and understand the phys-

ical processes that occurs in this kind of materials during deformation down to the

nanoscale. One of the most powerful tools for studying materials at the nanoscale

is transmission electron microscopy (TEM). This has been the main characterisa-

tion instrument used in this thesis, and part of the work has been to develop TEM

methods for studying deformed aluminium alloys.

This thesis contains four papers:

Paper 1 investigates the microstructural changes that may occur in soft precipitate

free zones (PFZs) in an Al-Mg-Si alloy in peak hardness, when it is deformed. It

is shown that very small subgrains (∼ 200 nm in diameter) can form when strain

localises in the PFZs. These subgrains will likely strengthen the PFZ by a Hall-

Petch mechanism and might halt further strain localisation. However, it is still

unclear whether the sub-grain boundaries themselves will be able to serve as new

nuclei for voids, and the net effect on ductility is still unknown. This paper also

shows that overall dislocation storage in PFZs of this width (∼ 200 nm) is lim-

ited, but that dislocations may accumulate in the transition region between the PFZ

and grain interior in some cases. This accumulation results in small misorienta-
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tion gradients between the PFZ as a whole and the grain interior. In other PFZs

however, there are no misorientations between the PFZ and the grain interior, and

the few dislocations that are observed in these PFZs tend to span the PFZ almost

perpendicularly and have similar Burgers vectors.

Paper 2 investigates how the needle-like β” precipitates that form in Al-Mg-Si al-

loys in peak hardness are sheared by dislocations. This paper is an important part

of the thesis, as the results are directly related to the plastic flow of peak aged Al-

Mg-Si alloys. It is found that β” precipitates are sheared by dislocations, mainly

in one direction, and that this shearing introduces planar defects inside the precip-

itates. These planar defects arise because the precipitate structure differs from the

matrix so that the matrix Burgers vectors are not compatible with the precipitate

phase. The study also found evidence that dislocations might cross-slip to nearby

planes and shear previously non-sheared regions rather than shearing successively

in a single plane. This suggests that the planar defects might locally strengthen the

precipitates. In addition to the results regarding shearing of β” precipitates, the pa-

per also demonstrates the complementary and powerful combination of advanced

TEM techniques such as high-resolution TEM, atomic resolution scanning TEM,

and scanning precession electron diffraction.

Paper 3 provides further details regarding the shearing of β” precipitates through

multislice TEM image simulations. In this paper, images of various model struc-

tures of sheared precipitates were simulated and compared with the experimental

images in Paper 2. It is found that, if precipitates are sheared in mostly one direc-

tion, the spacing between the shearing events (along their lengths) must be ∼ 10
nm. For a given local strain, this spacing means that only a limited number of dis-

locations may have passed on each glide plane. While this paper does not provide

certain evidence that dislocations shear precipitates in single steps, it shows that

large local strain is required to do so in order to produce precipitates that are cap-

able of producing the experimental results shown in Paper 2. Both the information

regarding number of spacing of shearing events, and the probable shearing distri-

bution are important inputs for models of strength and work hardening.

Paper 4 considers how the quench rate from solution heat treatment influences

precipitation and mechanical properties of three different Al-Mg-Si alloys with

different texture and grain structure. This study shows how dense alloys (AA6082

type) containing dispersoids may become very quench sensitive due to various

PFZ effects. If the dispersoid density is high and the grain or subgrain sizes are

small, PFZs around grain boundaries (GBs) and dispersoids can overlap and lead

to a total suppression of precipitation in the alloy when it is air cooled rather than

water quenched from solution heat treatment. However, if the dispersoid density

is moderate, and the grains are large, the microstructure in the air cooled state be-
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comes very inhomogeneous and consists of a mix of very dense precipitation and

wide PFZs around dispersoids. Air cooling from solution heat treatment reduces

the strength and increases the ductility of most of the alloys. The low strength in

the dense alloy with high dispersoid content is due to the complete suppression

of precipitation, while the low strength of the dense alloy with moderate dispers-

oid content is probably due to a combination of inhomogeneous precipitation and

wide PFZs around GBs and dispersoids. In the lean alloy (AA6060 type) that

was studied, the quench sensitivity is less and results in a sparser precipitation of

slightly larger precipitates as well as much wider PFZs. Accordingly, the strength

of this alloy decreases, but not as dramatically as for the other two alloys. The

changes in strength of the alloys as a result of air-cooling is captured by the nano-

structure model NaMo. However, for the dense alloy with large grains, there is

a discrepancy between the predicted and experimentally observed precipitation.

NaMo underestimates the precipitate number density and thus predicts a too low

strength contribution. However, NaMo does not capture the detrimental effect of

the inhomogeneous precipitation and the PFZs around dispersoids. These two ef-

fects appear to cancel each other, and the net effect fits well with the experimental

results. Finally, this paper shows that, despite a lower yield strength, the ductility

of alloys may decrease as a result of wider GB PFZs (due to slower cooling rates)

that promotes intercrystalline ductile fracture.

The thesis is built up by a general introduction, the four papers, and the conclusions

that may be drawn by the work and further outlook. The introduction establishes

the motivation, objectives, and scope for the work, and presents necessary back-

ground on aluminium alloys and TEM to put the work in context. A thorough

understanding of TEM is important in order to understand the experimental results

and their limitations. The papers represent the main research that has been done.

One of the four papers have been published (Paper 1), one is submitted for peer

review in an international journal (Paper 2), and two papers are awaiting submis-

sion (Paper 3 and 4). The conclusions and outlook at the end of this thesis draw

conclusions from both the introduction and the papers, and suggest further work

that may be done.
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Preface

This thesis is the result of scientific work conducted between 2015 and 2019 at

the Centre for advanced structural analysis (CASA) at the Norwegian University

of Science and Technology – NTNU, Trondheim. It is submitted to NTNU as

part of the application for the degree of Philosophiae Doctor (PhD). CASA is a

centre for research based innovation headed by Professor Magnus Langseth and is

funded by the Research Council of Norway and a number partners. The partners

consists of several industrial companies and research institutions, including the

Department of Physics at NTNU, where most of the work has been done. A quarter

of the work has been devoted to duty work; four months of teaching duties at the

Department of Physics, and eight months of various tasks for CASA. The duty

work for CASA has included work for Hydro Aluminium at Sunndalsøra, and

supervising and helping visiting researchers at NTNU.

The work is mostly related to transmission electron microscopy (TEM) and has

been performed at the TEM Gemini Centre in Trondheim. Professor Randi Holmestad,

Dr. Calin Daniel Marioara, and Professor Odd Sture Hopperstad have supervised

the work. The work has been conducted as part of the Lower Scale programme of

SFI CASA, which consists of many research activities related to processes occur-

ring on the nanoscale in metals and alloys during deformation. The programme is

an important part of CASAs vision for a physically based multi-scale simulation

framework. CASA applies a top-down/bottom-up approach, and the Lower Scale

programme is closely related to the Metallic Materials programme. The need for

experimental input is determined in the Metallic Materials programme, while the

Lower Scale programme performs investigations in order to provide this input.

This thesis should therefore be considered as part of a larger multidisciplinary and

multiscale research activity.

This thesis consists of a collection of papers, in addition to some unpublished work

that has been incorporated into the introduction. The papers are either accepted,

submitted, or ready to be submitted to peer-review journals of international stand-

ards. In particular, Paper 3: "Multislice image simulations of sheared needle-like
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precipitates in an Al-Mg-Si alloy" is in reality a draft that has not been reviewed

by the co-authors in detail at the moment of submitting this thesis, as most of the

authors are currently on holiday. This paper will be submitted to the Journal of

Microscopy as part of a conference special issue during August, and should be fi-

nalised well before the defence of this thesis. The introduction contains most of the

necessary information required to understand the context of the thesis. It has been

written with the aim of bridging engineering, materials science and physics. Dur-

ing the PhD work, in situ experiments conducted in collaboration with Professor

Malgorzata Lewandowska and Dr. Witold Chrominskí at the Faculty of Materials

Science and Engineering, Warsaw University of Technology, Poland, have been

useful and educational, although they have not resulted in any publications. Some

of the results from this research stay have been incorporated into the section con-

cerning precipitate free zones in the introduction. Furthermore, research on hot

deformation and creep of cast Al-Si-Mg-Cu-Hf alloys in collaboration with Dr.

Petter Åsholt and Dr. Takeshi Saito at Hydro Research and Technology Develop-

ment, Sunndalsøra, Norway, is ongoing. Some of these results are incorporated

into the introduction of dislocations given in this thesis.
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Chapter 1

Motivation

Aluminium is a relatively abundant element in the earths crust, which consists of

about 8 weight % (wt%) aluminium [1]. However, the extraction of pure Al from

its various ores is much more challenging than other engineering materials such as

steels. To produce 1 tonne of pure Al metal from bauxite, a total of about 23000
kWh of electricity is necessary [1]. This is almost five times the energy required

to produce an equivalent amount of steel. Nevertheless, the world production of

aluminium is increasing year by year. There are good reasons for this increase,

and the most important reason is the strength to weight ratio of aluminium. Pure

aluminium is relatively soft with a yield strength of about 7 − 11 MPa, but its

alloys can be processed to achieve strengths as high as 700 MPa in some cases.

Most common aluminium alloys have strengths of 240 MPa, however. The dens-

ity of the alloy does not change drastically compared to the pure metal, which

has a density of 2.7 g cm−3. The resulting specific strength of pure aluminium is

therefore 2.6 Nmg−1, while its alloys can have specific strengths of ∼ 90 − 260
Nmg−1. These values are slightly higher than for steels, which have densities of

∼ 8 g cm−3 and strengths between 200 − 2000 MPa, and thus specific strengths

between 25 − 250 Nmg−1. Of course, these numbers vary greatly between dif-

ferent alloys and steels, but the main point is that aluminium alloys offer light

weight alternatives to steels. This is particularly important in transportation and

packaging industries, but construction industries also benefit from this aspect of

aluminium alloys. For example, development of electric vehicles depends heav-

ily on parallel development of lightweight alternatives to traditional materials, and

lightweight aluminium alloys play an important role [2]. In addition to their high

specific strengths, aluminium alloys exhibit other important and useful properties,

such as good formability, weldability, electrical conductivity, and corrosion resist-

ance. These properties are strongly linked to alloy composition, and to processing
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4 Motivation

parameters. Because of this strong link, aluminium alloys are researched and stud-

ied in great detail in order to find the best alloy composition for a given application.

However, the parameter space of many aluminium alloys is very large because of

the many processing steps and compositional variants.

For industries to be able to utilise aluminium alloys in their products, they re-

quire trustworthy models on the continuum level that they can apply to model their

product, in order to limit prototype testing and development cost. These models

usually require extensive calibration by materials testing, which is very costly and

time consuming. In addition, certain industries, such as construction and petro-

leum industries rely heavily on simulations, as large scale tests are impossible. It

is therefore a need for physically based modelling frameworks where the amount

of testing is reduced as much as possible. One way to do this is to create a through-

scale modelling chain that covers several length scales. Aluminium producers will

also benefit from such modelling frameworks, as it enables more competitive al-

loy development. However, development of such through-scale modelling chains

requires detailed knowledge of the physical processes that occur on every length

scale, and determining the relevant parameters and processes is challenging. An

iterative circle of simulation and testing on various length-scales is one way to

isolate and understand the different processes.

Many aluminium alloys are designed to age harden based on thermo-mechanical

processing that produce strengthening precipitates. Plastic deformation of alu-

minium alloys usually occurs by dislocation glide, and the physical basis for the

materials strength is how these dislocations interact with precipitates. These in-

teractions occur on the nano-metre scale and determine many of the large-scale

mechanical properties of the material. A continuum model cannot capture these

processes directly, but by employing a through-scale modelling chain, where mod-

els operating on various length scales can be used to calibrate models further up

in scale, it is possible to transfer knowledge from the nanoscale to the macro-scale

and the continuum models employed by industry. However, understanding nano-

scale interactions is an iterative process, as the interactions must first be identified,

and then their importance of influence must be tested. This thesis concerns one

of these parts, namely characterising some of the nanoscale interactions occur-

ring in aluminium alloys. This characterisation has mostly been done by trans-

mission electron microscopy (TEM), supported by scanning electron microscopy

when needed.

TEM is the natural choice for characterising and understanding the nanoscale of a

material. This choice is clear from the extensive use of TEM in alloy development

and nanotechnology [3]–[7]. Indeed, the development of metallurgy and plasti-

city of crystals has historically depended on TEM as an essential tool [5], [8]–
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[12]. TEM is an important tool because of its incredible resolving power and the

large number of different characterisation techniques available in a single instru-

ment. The magnifications in TEM can easily exceed over one million, allowing for

investigations of a material in great detail. To put this resolving power in perspect-

ive, an object the size of a handball would be magnified to the size of the earth,

if it could fit in the instrument. It is obvious that the amount of detail one would

observe on the surface of the handball would be immense. This resolving power

comes at a cost of precision and statistics, however, as it is impossible to inspect

large areas of material. Considering the example of the magnified handball, in-

vestigating the entire ball would be comparable to investigating the entire surface

of the earth. For the same reasons why it is not necessary to "scour the earth" for

every detail in order to understand e.g. plate tectonics, it is not necessary to in-

vestigate every detail of a material by TEM in order to understand the processes of

interest. While the processes occurring in metals and alloys can be complex, they

may be understood by inspecting small parts of the material, and the behaviour of

the macroscopic material may be explained by a series of such inspections. TEM

allows for observing dislocations, particles, and grain rotations amongst other as-

pects of aluminium alloys and deformation, and is therefore an important part in

understanding the underlying physics of plasticity and fracture on the nanoscale.

As an example, strain gradients can originate from storage of dislocations around

inhomogeneities in the material [13]–[15], and only by observing how these dislo-

cations are arranged can physically accurate models of work hardening be estab-

lished.
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Chapter 2

Objectives and Scope

2.1 Objectives

One of the main objectives of CASA is to develop a "physical and experimentally
validated multi-scale framework providing constitutive models for microstructure
evolution, strength and work hardening, crystal and continuum plasticity and dam-
age and fracture for metallic materials"[16]. The overall objective of this thesis

is to provide experimental results from the nanoscale that can be used to further

develop the multi-scale modelling framework. This overall objective is divided

into two main objectives: increasing understanding of the role of precipitate free

zones (PFZs) during deformation and ductile failure, and to better understand the

shearing of precipitates in precipitate strengthened alloys.

2.2 Scope

Several limitations apply to the work in this thesis. First of all, the work is al-

most entirely experimentally oriented, with the exception of some TEM image

simulations required to understand and interpret experimental results. This ex-

perimental work is mostly limited to TEM experiments. Secondly, development

of models for strength, work hardening, and fracture is out of the scope for this

thesis, as the objective is to obtain experimental information regarding processes

relevant to ductile failure of materials. Thirdly, the materials have been limited to

the wrought Al-Mg-Si alloy system (with the exception of some duty work related

to cast Al-Si-Mg-Cu-Hf alloys). There are several reasons for this limitation. The

most important reasons are that these alloys are industrially relevant, and that the

exact same alloys have been studied in other research activities related to CASA.

Fourthly, the alloys have been mostly studied in the peak-aged condition, although

underaged and overaged states would also have been of interest.

7
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It can be challenging to use a site-specific tool like TEM to study dislocation inter-

actions and plasticity, which are somewhat stochastic processes. This challenge is

most prominent when studying PFZs in deformed aluminium specimens, as plas-

ticity in close proximity to GBs is a very complex problem. Hence, the purpose

of the TEM study is not to develop or establish a theory for plasticity on the nano-

scale, but rather to provide information regarding the various processes that may

occur on the nanoscale. There are numerous such processes, and a selections must

be made. In this thesis, the processes have been limited to investigating the micro-

structural features that may develop in PFZs during deformation, and to establish

the shearing/looping mechanism of β” precipitates in deformed Al-Mg-Si alloys.

The role of PFZs has also been studied by characterising undeformed Al-Mg-Si

alloys in order to validate and aid in interpretation of macroscopic deformation

experiments and simulations.



Chapter 3

Aluminium Alloys and Deformation

on the Nanoscale

By alloying aluminium with various elements, the properties of the final material

can be changed quite drastically [1]. This has already been motivated by the dra-

matic increase in specific strengths (see Chapter 1), but alloying can also improve

formability, castability, weldability, conductivity, ductility, corrosion resistance,

and various surface properties. In addition, alloying will also affect the recycleab-

ility of the material. Most of the properties of an aluminium alloy are linked. For

example, good formability require good ductility, which in turn usually require a

low strength. Surface properties, on the other hand, is linked to both formability

and corrosion resistance. This wide range of properties has given rise to many

different alloying systems, each optimized for a certain set of properties. There

are two main classes of aluminium alloys; cast and wrought alloys. Cast alloys are

cast into their final shape directly from the melt, while wrought alloys are cast into

billets and subsequently shaped into a final product at a later stage, for example by

rolling or extrusion. The main reason for this distinction is that cast alloys can be

alloyed without taking formability into consideration, while wrought alloys must

be optimized for both their forming stage as well as their service life. However,

cast alloys must be additionally alloyed to improve castability.

3.1 Mechanical Properties

The mechanical properties of aluminium alloys are best described by considering

the schematic stress-strain curves in Figure 3.1. This figure illustrates how a spe-

cimen elongates when it is strained due to an applied stress. For low stresses, there

is a linear relationship between stress and strain. This region is called the elastic

9
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region, and unloading the specimen will return it to its original shape. However,

the material will yield at a certain stress, called the yield stress σ0, after which

it deforms plastically and will no longer return to its original shape if unloaded.

In the plastic region, the material will work harden and the stress continues to in-

crease with strain. There are several ways of measuring stress and strain, and the

shape of stress-strain curves will depend on the chosen measure. For instance, the

engineering strain is given by e = ΔL/L0, where ΔL is the change in specimen

gauge length, and L0 is the initial gauge length. The engineering stress σe is given

by the applied load F divided by the initial load bearing area A0. However, the

engineering values does not account for the specimen change of a material during

deformation. The true strain of a specimen is given by

ε =

∫ L

L0

dl

l
= ln

(
L

L0

)
= ln

(
L0 +ΔL

L0

)
= ln (1 + e) , (3.1)

while the true stress is given by

σ =
F

A
=

F

A

A0

A0
= σe

L

L0
= σe

L0 +ΔL

L0
= σe (1 + e) . (3.2)

In Equation (3.1), L is the instantaneous gauge length, while A in Equation (3.2) is

the instantaneous load bearing area. The differences between engineering stress-

strain and true stress-strain curves are shown in Figure 3.1 as well. In the engineer-

ing stress-strain curve, the material apparently softens after reaching a maximum

stress, while in the true stress-strain curves the material work harden all the way

until right before it fails. This is because tensile specimens usually develop a neck

when pulled in tension. This is the result of a geometrical instability that local-

ises deformation to a narrow region. The longer a material can be strained after

necking until it fails, the more ductile it is.

For ductile metals and alloys, the yield stress, work hardening and fracture pro-

cesses are determined by a combination of nanoscale and continuum processes.

The physical mechanisms of plasticity in ductile metals and alloys, such as alu-

minium alloys, are based on the interaction of dislocations with the alloys micro-

structure. In precipitate strengthened alloys for instance, the yield stress is related

to the onset of macroscopic slip of dislocations, which is determined by the inter-

action of dislocations and precipitates [3], [17]. Work hardening in such alloys can

be a complex mixture of several processes, including dislocation storage [1], [3],

[13]–[15], and ductile failure is usually the result of voids that nucleate around in-

clusions and subsequently grow and coalesce [3]. In order to study and understand

strength, work hardening, and ductile failure of aluminium alloys, it is therefore

important to understand the fundamental mechanisms responsible for plastic flow

in aluminium alloys.



3.2. Strengthening Mechanisms in Aluminium Alloys 11

Figure 3.1: Schematic illustration of engineering stress-strain curves and true stress-strain

curves of a ductile elastic-plastic material.

3.2 Strengthening Mechanisms in Aluminium Alloys

The mechanical properties of aluminium alloys originate from various features

in their microstructure and how these features interact with dislocations during

deformation [1]. The most important features for strength are grain boundaries,

solute in solid solution, precipitates, and other dislocations. Other features can

also inhibit dislocation glide, and some work suggests that even voids can interact

with dislocations and inhibit their motion [18]. When discussing strengthening

mechanisms, it is common to consider various additions to the critically resolved

stress (CRSS) τ . This value is connected to the flow stress of the material by the

Taylor factor M as σ = Mτ [19]. This factor is related to the crystallographic

texture of the material, and the average Taylor factor for an aluminium polycrystal

with random texture is 2.23, 2.6 or 3.06, depending on the theory one applies

[20]. As such, each strengthening contribution can be related to the flow stress

of a polycrystal by an appropriate value of M . Texture (i.e. different values of

M ) will therefore influence the strength of an alloy, but this is not considered in

the present thesis. In the following, a brief introduction to the various processing

steps of aluminium alloys is given, before a short introduction to dislocations,

and subsequently the four main features responsible for strengthening aluminium

alloys, are described.

3.2.1 Thermo-mechanical processing of aluminium alloys

The strength of an aluminium alloy depends on its thermo-mechanical history and

its chemical composition. A typical thermo-mechanical history is illustrated in

Figure 3.2. The alloy is first cast into billets if it is a wrought alloy or its final
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shape if it is a foundry alloy. The alloying, that was done before the alloy was cast,

determines whether the alloy is a wrought or foundry alloy by affecting its form-

ability. After casting, elements with low solubility (such as iron) will have formed

particles (called primary particles), while elements with high or moderate solubil-

ity (such as silicon or magnesium) are mostly dissolved in the aluminium matrix

[3]. Directly cast aluminium will consist of dendritic grains with an increasing

concentration of these "soluble" elements toward the grain boundaries (GB), with

the primary particles usually sitting in between the grains on the GBs. The first

step of the thermo-mechanical treatment is therefore to even out the concentration

gradients in the grains. This is done by heating the alloy to a high temperature (but

below the melting point), and is called homogenisation. By heating the material,

elements are allowed to diffuse and the chemical gradients are evened out. How-

ever, this also cause new particles to form, called dispersoids or secondary particles

(in contrast to the primary particles that lie on GBs, these secondary particles are

dispersed throughout the grains), that contain various elements such as Cr, Zr, or

Mn [3]. After homogenisation, the alloy is usually formed into its final shape if it

is a wrought alloy. The most common forming processes are rolling and extrusion,

both of which involve large stresses and strains.

Figure 3.2: Illustration of a typical thermo-mechanical treament of an extrusion alloy.

Adapted from Polmear [1].

The mechanical processing steps serve to both produce a product of desired shape,
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and to break up the primary particles into smaller pieces and to reshape the dend-

ritic grains. During extrusion for instance, where the alloy is pressed through a die

of desired shape, the grains become elongated into long fibres, with the primary

particles breaking up into smaller pieces that are distributed along these "new"

GBs. During this process, grains will rotate by an angle determined by their crys-

tallographic orientation and the global deformation. Because some grain orient-

ations are more susceptible for orientation change (more "efficient" slip systems

are activated, causing a more rapid rotation into a stable orientation), a crystallo-

graphic texture will appear. If the texture is strong, most of the grains have a pre-

ferred orientation relative to the specimen coordinate system, and the material will

have a strong anisotropy. However, after the large deformations imposed by the

forming process, the dislocation density will be incredibly high and large amounts

of energy will be stored in the material. By heating the processed alloy, this energy

can be released to provide a driving force for recrystallisation, a process in which

some grains grow at the expense of others. The dispersoids that form during homo-

genisation can retard grain boundary migration (and thus retard recrystallisation),

or they can stimulate recrystallisation by providing zones of high local deform-

ation [21]. These particles are therefore wanted from a forming-perspective, but

will impact the fracture processes of the material as well. Recovery and recrystal-

lisation is a research field in its own right, and out of scope for the current thesis.

However, the various grain shapes and crystallographic textures that result from

these structures influence many of the properties of the aluminium alloys, and are

therefore important to have in mind.

After the forming step (for wrought alloys), the alloy is heat treated. In the case

of foundry alloys which are directly cast into their final shape, the concentration

of solute can be very high, while for wrought alloys, the concentration of solute

is kept low in order to maintain formability. The heat treatment process aims to

precipitate new phases, referred to as precipitates, that increase the strength of the

alloy compared to its state where the solute elements are dispersed throughout the

matrix. The various phases that form depend greatly on the chemical composition

of the alloy, and on the temperature that is applied [1]. To precipitate beneficial

phases, solute must first be homogeneously distributed in the matrix. This is done

by heating the material to very high temperatures for a short time and is called solu-

tion heat treatment (SHT). Sometimes, the homogenisation step or the forming step

is used as a SHT, but this can also be a separate step that is performed right before

ageing. The quench rate from SHT is incredibly important for subsequent precip-

itation. This is because the concentration of vacancies at the SHT temperature is

much higher than at lower temperatures, and a fast quench will lock more vacan-

cies than a slower quench. The vacancies play a two-fold role in later precipitation

steps. They will both increase the diffusion speed of solute elements, and they
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are important for nucleation [22] and growth of precipitates as a building block

[23]. After the quench, the equilibrium state that existed at the SHT temperature

is retained to a certain degree. However, at the lower temperature (usually room

temperature), this is a non-equilibrium state called a super saturated solid solution

(SSSS). Different ageing processes may be applied to the SSSS state to precipit-

ate strengthening phases. Letting the material rest in room temperature is called

natural ageing (NA), where solute atoms may cluster together. This clustering can

improve the strength of the alloy somewhat, but its most important influence is

on subsequent artificial ageing (AA). Depending on the chemical composition of

the alloy, the clusters form nucleation sites for precipitates that grow, transform,

and coarsen during AA. These precipitates are beneficial for strength, and there is

usually an optimum phase and size distribution that result in a peak-strengthened

material [1], [3], [17]. Hence, the AA temperature and time are usually tuned to

produce an optimum precipitate distribution. This optimum temperature and time

depends on the precipitation sequence of the particular alloy.

In the Al-Mg-Si wrought alloy system, the precipitation sequence is usually [23],

[24]

(3.3)
SSSS → Guinier-Preston zones (pre-β”)

→ β”
→ β’,U1,U2,B’

→ β, Si (stable).

Table 3.1 provides an overview of the various phases in Equation (3.3). All the

phases, except the stable ones, are coherent with the aluminium matrix along at

least one crystallographic direction and usually assume a needle-like shape in the

matrix. The different phases form at various temperatures and after certain times.

By adding other solute species, the precipitation sequence can be altered. For

instance, in Al-Mg-Si-Cu alloys, precipitation of lath-like L and plate-like C along

with β” precipitates can occur simultaneously [23]. While precipitation sequences

are not the focus of this thesis, they have serious implications on the strength, work

hardening and fracture of aluminium alloys [1], [3], [17]

After typical thermo-mechanical processing, a wrought alloy usually consists of

relatively small grains with hard dispersoids (∼ 100 – 1000 nm [3]) homogen-

eously scattered through the microstructure. Along the "old" GBs, pieces of primary

particles are distributed as stringers and can be many times larger than the dispers-

oids [1], [21]. If the alloy is under-aged, very small precipitates will be homogen-

eously distributed through the grain interiors. Peak-aged alloys will have a slightly

less dense distribution of slightly larger precipitates, while over-aged alloys will

have a sparse distribution of considerably larger precipitates. In addition, PFZs
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Table 3.1: Relevant precipitate phases in the Al-Mg-Si system and their composition and

structure.

Phase Composition Space group* Lattice parameters*

GP-zones [25]–[27] Mg2+xAl7−x−ySi2+y C2/m

a = 14.8 Å

b = 4.05 Å

c = 6.48 Å

β = 105.3◦

β” [28], [29] Mg8Si8Al6 C2/m

a = 15.16 Å

b = 4.05 Å

c = 6.74 Å

β = 105.3◦

β’ [30] Mg1.8Si P63

a = b = 7.15 Å

c = 4.05 Å

β = 120◦

U1 [31] MgAl2Si2 P3̄m1

a = b = 4.05 Å

c = 6.74 Å

β = 120◦

U2 [32] MgAlSi Pnma

a = 6.75 Å

b = 4.05 Å

c = 7.94 Å

B’ [33] ∼Mg9Al3Si7 Hexagonal

a = b = 10.4 Å

c = 4.05 Å

β = 120◦

β Mg2Si Fm3̄m a = 6.35 Å

* Please see [34] for details.
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may have formed along GBs and around other particles. This is then the micro-

structure that dislocations must overcome during deformation, and that dictates

many of the physical processes for strength, work hardening and fracture.

3.2.2 Dislocations

Before describing the various strengthening contributions in age-hardenable alu-

minium alloys, it is important to introduce the concept of dislocations. Plastic

flow in crystals occurs by propagation of small displacements. The crystal struc-

ture restricts both the magnitude and direction of the displacements, and the planes

in which they propagate. These slips are called dislocations, the lines separating

unslipped and slipped regions are called dislocation lines, the displacements are

called Burgers vectors, and the propagation planes are called glide planes. As

such, a dislocation is defined by its line vector �t, which may vary along its length,

and its Burgers vector �b that must be constant along its length. When �t ⊥ �b, the

dislocation is called an edge dislocation, and crystallographically it is equivalent to

inserting or removing a half-plane of atoms in the crystal. As such,�b must be given

by the crystal structure, and plastic flow in crystals occurs by propagation of this

quantised displacement on some crystallographic plane. Aluminium has a face-

centerd cubic (fcc) crystal structure, and slip will usually propagate with Burgers

vectors �b = 1
2〈110〉 on the close-packed {111} planes [3], [17], [19], [35]. Given

the symmetry of fcc materials, there are 12 different combinations of these vec-

tors and planes, so that there are in total 12 different slip systems, and any global

plastic deformation must be achieved by a combination of these 12 systems.

Figure 3.3 shows a schematic of an edge dislocation. The figure also shows how

the Burgers vector is defined through the Burgers loop around the dislocation line.

Other types of dislocations exist as well, the most important being the screw dis-

location which has �t ‖ �b. The glide plane of a dislocation is given by �t ×�b, i.e. it

is the plane that contains both vectors. This means that edge dislocations are more

limited in terms of glide than screw dislocations. In practise however, dislocations

in ductile metals curve and bend, as seen in Figure 3.4. This means that �t will

vary along the dislocation lines, and so will its type. This is important not only

because it changes how dislocations may glide, but also because the stress field

around different parts of the dislocation will be different. Figure 3.5 shows elastic

stress fields around edge and screw dislocations. These stress fields are important

when it comes to determining how dislocations interact with obstacles in the crys-

tal, such as foreign atom species or inclusions. When a shear stress τ actos on the

glode plane of a dislocation, the dislocation will experience a force F = τb [19],

[35]. This force acts perpendicularly along the entire dislocation, which will make

the dislocation curve if it is pinned by obstacles. The line tension Γ, which acts

along �t against any attempt at bending the dislocation, will therefore exert a force
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Figure 3.3: Schematic of an edge dislocation.

on the obstruction. In principle, the value of Γ depends on the angle between�b and
�t (which will vary along dislocations subjected to stresses) [36], but it is sometimes

approximated as 1
2Gb2, where G is the shear modulus of the crystal [3], [37]. The

force with which a dislocation exerts on obstacles is treated in a while. First, the

effects of GBs on dislocation slip is discussed.

3.2.3 Grain boundary strengthening

Grain boundaries may strengthen a material because of the incompatibility between

grains [19], [38]. This incompatibility means that dislocations in one grain have

no or few close slip systems in the neighbouring grain, given by the difference

in crystallographic orientation between the two grains. Thus, for slip to be trans-

mitted across a grain boundary, dislocations may have to be "reflected" as well as

stored in the grain boundary in order for a new dislocation to be emitted. These

extra dislocations require additional energy, and it is often necessary for disloca-

tions to pile-up in order to reach sufficient shear stresses. The stress in front of a

dislocation pile-up consisting of n dislocations is [19]

τn = nτ, (3.4)

where τ is the applied shear stress. The shear stress at the front of a dislocation

pile-up given by Equation (3.4) can become large enough to initiate slip across a

grain boundary in commercial alloys because the grain size is large and relatively

many dislocations can pile-up against grain boundaries [39]. However, in ultra-

fine grain materials, the grain size is so small that dislocation activity is modified

[40]. A popular approach to explain the dependence of strength on the grain size
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Figure 3.4: TEM weak-beam dark field image of dislocations in a Al-Si-Mg-Cu-Hf cast

alloy creep (300 ◦C) specimen, taken far from the fracture surface.
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Figure 3.5: Elastic stress fields around dislocations. Dark and bright regions represent

negative and positive values, respectively. Calculated based on Cottrell [19] and Hull and

Bacon [35].
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of a material is to relate the length of dislocation pile-ups to the grain size [19],

[35], [38]. The number of dislocations in a pile-up of length L is

n =
τL

A
,A =

Gb

π

{
1, screws
1

1−ν , edge

}
, (3.5)

where ν is Poisson’s ratio. At the front of such a pile-up, the shear stress will be

τn = nτ =
L

A
τ2. (3.6)

If a critical shear stress of τ∗ is required for slip to spread across a grain boundary,

then τn = τ∗ at the onset of slip transmission across the GBs. A shear stress of

τ =

√
τ∗A
L

= kL−1/2 (3.7)

is required to fit the required n dislocations into a pile-up of length L and achieve

τn = τ∗ at its tip. Equation (3.7) is the strength increment due to grain boundaries,

and by adding the friction stress τ0 of the material, the well-known Hall-Petch

relation is achieved [41], [42]

τHP = τ0 + kL−1/2. (3.8)

It is usual to put L = d in Equation (3.8), where d is the grain diameter of the

material, because this is the maximum length of a pile-up in a grain. However, by

keeping L it is emphasized that the strength is dependent on the length of the dislo-

cation pile-up. This distinction is important because Equations (3.5) and (3.6) are

only valid for pile-ups with relatively large values of n [38]. It is also worth noting

that the friction stress τ0 in very small grains should be interpreted as the stress

required to both generate and move dislocations. For very small grains, there will

be very few initial dislocations in each grain and, in addition, dislocation sources

might not have enough space to operate. In such cases, the dislocation pile-up

model is not valid. This usually affects the power of d in the Hall-Petch equation

[43], [44]. In the absence of dislocation pile-ups, plastic deformation might not

occur by slip, but by grain boundary sliding or grain boundary dislocations instead

[45], [46]. In other words, plastic flow is changed from intergranular to intragranu-

lar [44]. At extremely small grain sizes, grain boundary deformation mechanisms

may dominate and lead to a decrease in material strength, and may be the reason

for the so-called inverse Hall-Petch relationship [47]. Nevertheless, the Hall-Petch

relationship is usually found to give good results for quite small grain diameters in

processed aluminium alloys with ultra-fine grains [48]–[50] .
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3.2.4 Dislocation strengthening

Dislocations contribute to the strength of alloys by [3], [13]

τD = 2CG
√

ρT , (3.9)

where C ≈ 0.3, and ρT is the total dislocation density in the material. This is

because additional stress is required to force dislocations through each other, and

that the resulting steps on the dislocation lines will not glide as easily. During de-

formation, dislocations may multiply and lead to an increased strengthening given

by Equation (3.9). It is often useful to divide the total dislocation density into two

parts, the statistically stored dislocations and the geometrically necessary disloca-

tions (GNDs). Statistically stored dislocations are the result of random encounters

between dislocations and are important for work hardening of pure crystals [8],

[14], but are very difficult to predict accurately. GNDs, on the other hand, are

possible to determine as they are the result of strain gradients in the material [13]–

[15]. These strain gradients appear in multi-phase materials where at least one of

the phases deform differently than the others because dislocations must be stored

to maintain compatibility between the deforming and the non-deforming phases.

The simplest case is perhaps dispersion strengthened alloys, where hard particles

are dispersed in a relatively soft matrix [3], [13]–[15], [17]. When the material

yields and macroscopic slip occurs, the hard particles do not deform with the mat-

rix. Instead, GNDs form around the particles. This leads to dislocation storage

which inhibits dislocation glide and cause the material to work harden. At low

strains, dislocation shear loops [51] around the particles are stable (i.e. the local

stress in their vicinity does not exceed the local yield stress) and lead to some work

hardening. As strain increases, more and more loops are necessary to accommod-

ate the increasing mismatch between the particle and the matrix. Because these

dislocations form pile-ups, the stress exerted on the particle increases roughly lin-

early with the number of shear loops n, which also increases linearly with the shear

strain γ of the slip system of the loops. For a particle of size r, the shear stress

goes roughly as nGb/2r ≈ Gγ, and the shear loops become unstable at around

1% strain [13]. At this strain, dislocations may cross-slip and form prismatic loops

instead of the shear loops. Prismatic loops are dislocation loops where the Burgers

vector points out of the loop-plane, while the Burgers vector of the shear loops

lie in the loop-plane. In terms of compatibility between a non-deformable particle

and the matrix, prismatic loops may be punched out from the particle in order

to maintain compatibility. Because the Burgers vectors of the loops point out of

their plane, they are stable and cannot collapse, but are free to move. They can be

considered to be of either interstitial or vacancy character, where an extra "disk"

of atoms are added or removed, respectively. The density of these loops depends

on the geometry of the particles, or more precisely: by the distance between the
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particles on the active slip planes. Given an inter-particle spacing λG, the density

of GNDs is [13]

ρG =
1

λG

4γ

b
. (3.10)

For pure metals, λG can be interpreted as the grain size instead. The major point

with Equation (3.10) is that the dislocation density in a dispersion-strengthened

alloy may become quite large relatively quickly if the distance between particles is

small, and the strengthening contribution given by Equation (3.9) will increase cor-

respondingly. At a certain strain however, the back stress from the prismatic loops

(if they are held up at other obstacles) will make it increasingly difficult to generate

new loops. This may enable more shear loops to form around the particles, and

eventually the shear stress exerted on the particle will reach the theoretical shear

stress of the particle. At a certain point, the particles responsible for the GNDs

will therefore break or detach from the matrix - removing their ability to generate

new geometrically necessary dislocations. In fact, once these particles break or de-

tach, voids will form around them and the GNDs may empty into these voids and

lead to a softening [52]. Other mechanisms may occur as well, depending on how

the stresses around the particle is relaxed. One way to relax these stresses, is for

secondary (i.e. not lying on the original glide plane of slip) prismatic dislocation

loops of opposite sign (i.e. one set of interstitial loops and another set of vacancy

loops) to form on inclined planes around the particle [3]. This will result in two

quadrants of the particle being subjected to compressive stresses, while the two

remaining quadrants will experience tensile stresses. Once enough of these loops

have formed, the tensile stress may open a void at the particle-matrix interface, and

further generation of loops will open up the void [3]. The growth and coalescence

of these voids will result in ductile fracture, and it is clear that ductile failure is

closely linked to microstructure and local phenomena such as work hardening.

3.2.5 Solid solution strengthening

Solute dispersed in the aluminium matrix will slow down dislocations and strengthen

the material [53], [54]. The stress field around dispersed solute atoms exerts a force

on dislocations that must be overcome for plastic flow to occur. This force arises

from four main elementary interactions [54]: size misfit, modulus misfit, "elec-

trostatic" interaction, and stacking-fault interaction. Various models exist, but a

power law of the solute concentration is most common [53], [54]. If more than

one solute species is present in the alloy, the total strengthening contribution from

each different solute species is usually added in a linear sum, where the concentra-

tions of each species, ci, are weighted by different "drag-coefficients" ki [53]

σss =
∑
i

kic
r
i . (3.11)
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The power r in Equation (3.11) lies between 1/2 and 1 and depends on how the

dislocations intersect various solute atoms [53], [54]. The most common theories,

Fleischer’s and Labusch’s give r = 1/2 and r = 2/3, respectively [54]. Labusch’s

theory tends to give better results, and several models apply Equation (3.11) with

r = 2/3 with great success [54]–[58]. The theory of solid solution strengthening is

not complete, and the effects of clustering, strain rate, and temperature is not fully

understood [54]. As a final point, it should also be mentioned that how the sum

in Equation (3.11) is performed can be investigated further. Labusch’s theory can

be applied summing the concentrations and their weights before taking the total

sum to the power of r = 2/3 [54] (p. 167). It might also be possible to sum each

strengthening contribution kic
r from the different solute species and add them in

a Pythagorean sum. As such, solid solution strengthening remains an important

effect that can be modelled successfully, but not necessarily with a complete un-

derstanding. The physical mechanisms behind solid solution strengthening are of

relatively little relevance to the present work, however, although they may play a

role in strengthening of PFZs, which are of particular interest to this thesis.

3.2.6 Precipitation strengthening

There are two main types of theory for precipitation hardening. One of them has

already been introduced when discussing the work hardening by GNDs, namely

strengthening by impenetrable particles. In the context of dislocation strengthen-

ing, the focus was on how the increase in GND as a function of strain related to

the impenetrable particles. Now the focus is on the stress required for the first dis-

locations to bypass the impenetrable particles. The other strengthening theory is

similar to the solid solution strengthening theory, and considers weaker obstacles

that are sheared by dislocations. Both processes are illustrated in Figure 3.6, and

different parameters are important for the different cases, as will be shown in this

section.

As already mentioned, the stress required for dislocations to form Orowan loops

around impenetrable particles is τ ∝ 2G/b [51], while Nabarro [59] proposed that

strengthening from shearable particles should go as τ ∝ √
r. Both of these the-

ories are useful in their respective regimes, which are determined by the size of

the particles. However, what is important for precipitation strengthening is which

theory applies to the various phases that form during the ageing of the alloy. As

such, when discussing precipitation strengthening, it is usually understood that the

particles in question are precipitates, and possibly dispersoids. During ageing, pre-

cipitates typically start out as small and coherent phases in the aluminium matrix

and gradually evolve into larger and coarser phases with increasing incoherency.

Because small and coherent precipitates are expected to be shearable, while larger

and more incoherent particles are expected to be bypassed, there is a transition
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Figure 3.6: Schematic shearing or looping of a particle by a dislocation�b. When particles

are sheared, two new interfaces and an internal defect are created, while a single disloca-

tion loop is formed if the particle is bypassed by the Orowan mechanism.

regime centred at a critical radius rc [51]. In the original ideas worked out in the

works by Nabarro [59] and Orowan [51] (during the discussions at the symposium

on Internal Stresses in Metals and Alloys in 1948) it was made quite clear that it

is uncertain what happens in the transition region. Nevertheless, it is common to

take rc as the radius where the two theories coincide, as shown in Figure 3.7.

Forces acting on a dislocation pinned by obstacles

The classic case of precipitation strengthening is shown in Figure 3.8, where a

schematic dislocation is pinned by a series of obstacles. Under the influence of

an applied shear stress τ , the dislocation curves into an arc with radius R = Γ
τb

and angular span of 2θ [37], [59]. Each of the dislocation segments on either side

an obstacle exerts a force �Γ that acts along the tangent of the segment, and the

angle between the line tensions, φ, depends on the radius R. Force balance then

requires that the obstacle exerts a force �F = �Γ1 + �Γ2 back on the dislocation. The

fundamental equation for precipitation strengthening is that this force is [3], [17],

[37]

�F = 2|�Γ|cos (φ/2) , (3.12)

and cannot become greater than 2|�Γ|= 2Γ. Because the curvature of the pinned

dislocation is related to both the applied stress and the angle φ, the stress required
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Figure 3.7: Transition between precipitate shearing to precipitate looping at constant pre-

cipitate volume fraction. Below the transition precipitate size rc, precipitates are sheared

by dislocations and the critically resolved shear stress increases as τ ∝ √
r. Above rc, the

precipitates are bypassed by dislocations, and the critically resolved shear stress is given

by the Orowan equation (Equation (3.14)) so that τ ∝ 1/λG, where λG is the interparticle

spacing. Here, rc = 5.66 nm, G = 25.5 GPa, f = 0.42%, and λG = 3
√

1/ρ − 2r, with

ρ = 3
4π

f
r3 as the number density of precipitates.
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to produce a force given by Equation (3.12) is [3], [17], [37]

τ =
2Γ sin (θ)

λGb
=

2Γ cos (φ/2)

λGb
. (3.13)

It is clear that both the force and the stress given by Equations (3.12) and (3.13)

have maxima for φ = 0. It is also clear that a higher applied stress is required

to reach the same pinning force when λG is reduced. At some critical τ = τc,
the obstacles are either sheared or looped. If τc is achieved for φ < 0, the max-

imum angle between the two line tension forces has some finite value φc and the

maximum force Fi is the intrinsic strength of the obstacle. The problem of pre-

cipitation strengthening thus depends on two factors; the critical angle φc (or the

intrinsic strength of the particle), and the spacing of particles along the disloca-

tion lines λG. It turns out that these two factors are far from independent, and

the problem can become quite complex when the particles have a size and shape

distribution [3], [17], [37].

Figure 3.8: Force acting on a pinned dislocation.

Bypassing: φc = 0

In the special case where φc = 0, Equation (3.13) is independent on the intrinsic

strength of the obstacles and depends only on the line tension and Burgers vector of

the dislocation. This occurs for impenetrable particles, where the two dislocation

segments that bows around the obstacle meet with two opposing line vectors, but

equal Burgers vectors. These parts of the dislocation segments will annihilate,

leaving an Orowan loop [51] around the particle, while the dislocation is free to

move away (or to the next obstacle). Thus, for impenetrable particles, the required
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stress to overcome obstacles is

τO =
2Γ

λGb
, (3.14)

which is the famous Orowan equation [51]. The Orowan stress is the stress re-

quired to both initiate plastic flow and to start the work-hardening mechanisms by

impenetrable particles. Equation (3.14) is a very useful equation because it only

depends on λG, but this single parameter may be challenging to estimate. Vari-

ous statistical methods can be used to relate λG to θ and thus also the applied

stress [36]. As a first approximation, the obstacles can be considered to lie on a

square grid so that λG ∼ 3
√
1/ρ, where ρ is the number density of impenetrable

particles. This relation gives the average spacing between centres of the obstacles

and should, in principle, be corrected for the size of the particles.

Shearing: φc > 0

If the dislocations break away from the obstacles at φc > 0, the spacing λG will

depend on both the density and arrangement of obstacles, and the breaking angle.

Friedel statistics, which are also used for solid solution strengthening, can be used

for weak obstacles (large φc) [3], [17], [37]. Assuming that the average spacing of

obstacles in the slip plane is λl, and that the obstacles lie on a square grid so that

λl = 1/
√
Ns, where Ns is the area density of obstacles in this plane, then [3]

τP =
|�F |3/2
bl(2Γ)2

=
2Γ cos

2
3 (φ/2)

bl
. (3.15)

Equation (3.15) depends quite heavily on the assumption about how obstacles are

distributed in the material. An empirical equation motivated from computer simu-

lations gives [3]

τP =
2Γ

(
0.8 + φ

5π

)
cos

2
3 (φ/2)

bl
, (3.16)

for arrays of randomly distributed obstacles. From both Equation (3.15) and (3.16)

it is clear that the strength of an obstacle (the critical breaking angle φc) has an

important influence on yield stress of the alloy. However, how this breaking angle

depends on the size, shape, and phase of the obstacle is very difficult to predict,

as it will depend on a number of complex processes within the obstacle phase. As

such, the phase (internal structure) of the obstacles becomes important for both

strength and work hardening [60]. Ardell [36] and Martin [3] define five different

processes that contribute to the strength of shearable obstacles (i.e. the breaking

angle φc and corresponding Fi):

• chemical/surface strengthening



28 Aluminium Alloys and Deformation on the Nanoscale

• stacking-fault strengthening

• modulus strengthening

• coherency strengthening

• order strengthening

Chemical strengthening arises from the extra energy required to form new surfaces

between the precipitate and the matrix, shown as blue regions in Figure 3.6. This

strengthening mechanism depends on the specific energy γs of the new interfaces,

and of course on the shape of the particle. For spherical particles, the contribution

from surface strengthening is [36]

τsurface =

√
6γ3s bf

πΓ

1

r
, (3.17)

where f is the volume fraction of precipitates. Equation (3.17) shows that sur-

face strengthening decreases with particle size, which is at odds with experimental

observations and Nabarro’s prediction [59]. Stacking-fault strengthening, on the

other hand, depends on the difference between the stacking-fault energies of the

matrix and the precipitate, Δγ = |γsfM − γsfP |, and shows a τ ∝ √
r depend-

ency. This strengthening mechanism considers how a dislocation dissociates into

two partials with a stacking-fault between them. If the stacking-fault energies of

the precipitate and the matrix are different, a force F = Δγl will act to minimize

(or maximize) the stacking-fault area between the partials within the precipitate,

where l is the length of dislocation residing inside the precipitate at the breaking

point. Again, Friedel statistics is needed to solve the problem and yields [36]

τSF =

√
Δγ3

3π2rf

32Γb2
, (3.18)

for weak and small precipitates, i.e. for underaged alloys. Other estimates of l
exist that will give different results than the one in (3.18), some which predict that

Equation (3.18) is an overestimate for large particles [36]. Modulus strengthening

is very complex to predict and is not very well understood [36]. The equations

become quite complex and specialised for different cases and out of scope for this

thesis, but the results are usually close to the prediction by Nabarro that τmodulus ∝√
r, with various corrections [36].

Coherency strengthening is related to the original theory by Nabarro [59]. For

underaged alloys, the result of coherency hardening is [36]

τcoherency = χ

√
(εPG)3

rfb

Γ
, (3.19)
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where χ depends on the theories behind the derivation and lies somewhere between

2 and 3. The misfit parameter

εP = |δ|
[
1 +

2G (1− 2νp)

Gp (1 + νp)

]
, (3.20)

where νp and Gp are Poisson’s ratio and the shear modulus of the precipitate, re-

spectively, and δ is the lattice mismatch parameter of the precipitate and the matrix.

Equation (3.20) represents the strain field around the precipitate, which in reality

should be a function of the aspect ratio, shape, and size of the precipitate, in addi-

tion to the lattice mismatch. Donnadieu, Dirras and Douin [61] measured the strain

fields around two types of precipitates in an Al-Mg-Si alloy and simulated how a

screw dislocation would interact with these. The researchers found that some of

the precipitates were looped, while others were sheared, even though the precipit-

ates were of similar size. Later works by Misumi et al. [62] showed experimentally

that the looped precipitates were most likely sheared, however, illustrating that es-

timating the influence of precipitate stress/strain fields on dislocation motion can

be more complex than the theory behind of Equation (3.19).

The final strengthening mechanism is order strengthening. The classical picture

of this mechanism is that an anti-phase boundary forms as the upper and lower

part of a precipitate are shifted relative to each other by a Burgers vector, shown

as the red area in Figure 3.6. This mechanism arose as a suggestion because dis-

locations were observed to travel in pairs in alloys with ordered precipitates, and

it was suggested that the first dislocation created an anti-phase boundary, while

the trailing one repaired it. The maximum force a dislocation will experience as it

creates an anti-phase boundary with energy γAPB is F = 2γAPBr, so that order

strengthening for one dislocation becomes [36]

τorder =

√
γ3APB

3π2rf

32Γb2
. (3.21)

How the second dislocation influences τorder is difficult to determine, as it depends

on how far the second dislocation trails behind the first one, but it will usually re-

duce the contribution from order strengthening predicted by Equation (3.21) by

more than a factor 2 [36]. Order strengthening may not be as simple as the cre-

ation and annihilation of anti-phase boundaries, however. If the precipitates are

"semi-coherent", as they usually are in peak-aged Al-Mg-Si alloys, the Burgers

vector shift does not necessarily match that of the atomic positions inside the pre-

cipitate. This means that the atoms in the shearing plane must reorganize in a less

energetically favourable way. Furthermore, it means that the next dislocation that

shears the precipitate in the same slip plane might not repair the defect. In fact,



30 Aluminium Alloys and Deformation on the Nanoscale

subsequent dislocations may see an increasingly disordered structure that is less

easy to glide through. Indeed, for "semi-coherent" precipitates it does not make

sense to think of a dislocation slipping through the crystal structure, as the struc-

ture is incompatible with the Burgers vector. In principle, the precipitate may slip

collectively (requiring the shear limit of the phase) instead. Conversely, the precip-

itate may shear by it’s own Burgers vector �B that differs from the matrix Burgers

vector. This does not create an internal defect, but the mismatch between �B and�b
must be accommodated by a modified elastic strain field around the precipitate or

by interface-defects (e.g. the residue from �B −�b). If any of these mechanisms are

possible is not known, and investigating them is an incredibly complex task. It will

involve calculating the energies required to shear precipitates in various directions

and magnitudes, and comparing these to the energies of other mechanisms. For

instance, as Paper 2 in this thesis discusses [63], it may be possible that disloca-

tions avoid shearing β” precipitates in previously sheared planes, and cross-slip to

nearby planes in order to shear an undisturbed structure instead.

The effect of multiple shears should also be mentioned for the other strengthening

mechanisms. It is obvious from Figure 3.6 that as a precipitate is sheared, its cross-

section in the shearing plane is reduced. The next dislocation thus sees a different

precipitate, and this may affect the strength of the alloy. For instance, when a pre-

cipitate is sheared, the next dislocation does not create as big a step as the previous

one, but it must pass through a modified elastic field and slip across the previously

introduced faces and the planar defect left by the first dislocation. Hence, if sur-

face strengthening is dominating initially, it will weaken during deformation. This

will in turn localise slip to this plane, and can lead to early failure and low ductil-

ity. Conversely, the localised slip may also lead to localised work hardening that

causes slip to even out after some time, and the effect of shearing when it is dom-

inated by chemical strengthening is in fact quite complex. The same can be said

about the various other mechanisms. Predicting how the evolution of the global

slip will change based on changes in each precipitate strengthening contribution is

a problem that is very difficult to solve.

In conclusion, the various strengthening contributions from precipitates vary from

quite simple (large and strong particles) to complex and challenging (small and

weak particles). A commonality between the theories however, is that they depend

quite strongly on the size of the precipitates, if the volume fraction of precipitates

is kept constant. This can be seen by assuming spherical precipitates on a square

grid so that their centre-to-centre distance λC ≈ 3
√
1/ρ, where ρ is the number

density of particles per volume equal to

ρ = f
3

4π〈r〉3 . (3.22)
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Hence, all of the shearing theories predict that τP has a size-dependency. For

age-hardenable aluminium alloys this is important, because the volume fraction of

precipitates does not necessarily change much, while the precipitate sizes do. As

an alloy is heat treated from its SSSS state, its strength increases with the precip-

itates size until the transition point between shearing and looping, after which it

decreases again. This is the traditional under-, peak-, and over ageing stages of al-

loy heat treatment. However, what is important is that the rate dτP /dr depends on

the precipitate internal structure in the shearing regime, while it does not depend

on it in the bypassing regime. Hence, it is important to establish how different

phases are sheared in order to increase and utilise our understanding of precipit-

ation hardening when an alloy contains shearable precipitates. This is especially

true when considering localisation of slip in alloys.

3.3 Precipitate Free Zones

It is of special interest to this thesis to investigate PFZs that form around GBs

and particles (secondary and primary) in age-hardenable aluminium alloys. A PFZ

forms because both vacancies and solute are drained away at GBs and particles,

thus reducing or eliminating the precipitation potential in their vicinity [64], [65].

The process is illustrated in Figure 3.9. PFZs have a two-fold impact on the ductil-

ity of aluminium alloys. First, the drained solute form large grain boundary precip-

itates that are nucleation sites for voids during plastic deformation [69]. Second,

the absence of strengthening precipitates causes these zones to become much softer

than the grain interior [66]–[68] and may lead to either strain localisation or stress

relaxation in the PFZ during deformation [69]. Figure 3.10 illustrates the main

ideas behind the effect of varying PFZ width on ductility. By relaxing the stresses

ahead of slip bands that propagate from the grain interior, PFZs may delay void

nucleation and growth at the GB precipitates and thus increase ductility. On the

other hand, if deformation localise in PFZs, the local strains can accelerate void

growth and reduce ductility instead. Which of these processes that occur depends

on both the PFZ width and the slip mechanisms in the grain interior (stress relaxa-

tion in PFZs is only a benefit if planar slip is prominent and if there are many GB

precipitates for example). Hence, the role of PFZs is closely linked to other micro-

structural features, such as GB precipitates and precipitates in the grain interior.

There is therefore little agreement on whether PFZs are beneficial [70]–[72], det-

rimental [73]–[75], or unimportant [76] to ductility. If preferential deformation

occurs in the PFZs, and the zones are wide enough for dislocations to pile-up

against the precipitates of the grain interior, PFZs may also cause softening of the

material, even if the total volume fraction of them is low [71], [76], [77]. It has

also been suggested that dislocation interactions themselves may nucleate voids

[9], [78] and that dislocation tangles in the confined PFZ may lead to intergranular
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ductile failure [73], [79], [80].

Figure 3.9: Illustration of PFZ formation. GBs and dispersoids (D) drain their surround-

ings of vacancies (during quenching) and solute (during ageing), reducing clustering and

subsequent precipitation in these regions. Drained solute form large grain boundary pre-

cipitates (GBPs) and "overaged" phases on dispersoids that do not contribute to strength.

Concentration of solute in solid solution is indicated by the background colour, and the

vacancy and solute depletion gradients are illustrated in each case.

There have been several attempts to model the effect of PFZs on strength and

ductility [81]–[85]. These models usually assume that the PFZs work harden much

faster than the grain interiors, but start out with a much lower flow stress. This is

usually a well-founded assumption, as dislocations have been shown to originate

at GB sources and tangle in the PFZs at low strains [86], [87]. However, at larger

strains, substructures develop in the PFZ, which complicate the work-hardening

process [80], [87]. This makes sense because strain localisation in the soft PFZs

effectively drives an orientation change relative to the grain interior. However, ex-

actly how these orientation changes occur, what their magnitude are, and how they

affect nucleation of voids are uncertain. Because soft zones along grain boundaries

seem to be important for plasticity and fracture [85], more detailed characterisa-

tion of their deformation mechanisms is important. This was the motivation for

Paper 1 [88]. In addition, understanding the deformation mechanisms inside the

grain interior is also important, and this was the motivation for Paper 2 and 3 [63],

[122]. Finally, Paper 4 [129] investigates the importance of PFZs around both GBs

and dispersoids.
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Figure 3.10: Illustration of different PFZ deformation mechanisms. A narrow PFZ is

unable to relax stresses ahead of slip bands and may reduce ductility, but is less susceptible

to strain localisation and may increase ductility instead. A wide PFZ can relax stresses

ahead of slip bands by allowing dislocations to cross-slip more easily and can increase

ductility. On the other hand, a wide PFZ is more susceptible to strain localisation that may

lead to incompatibilities at the GB and GB precipitates, and thus reduce ductility.
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As an example of deformation processes that may occur in PFZs, Figure 3.11

shows a time-series of an in situ tensile experiment performed in a TEM by the

author. The specimen was a conventionally electropolished thin foil of the Al-Mg-

Si alloy AA6060 in T6 temper, that was attached to two steel grips by conductive

epoxy and pulled in tension. The straining initiates a crack that propagates through

the specimen, and the stress in front of this crack tip initiates slip that subsequently

drives dislocation activities in the field of view (away from the crack tip). The

figure shows the evolution of one particular dislocation that has been emitted from

a GB source. It starts out by bowing into the PFZ. Because it is anchored to the

GB on one end, with its other end apparently free to move, it propagates down

along the GB inside the PFZ, and eventually piles up against two dislocations that

were already present in the PFZ when the moving dislocation was emitted. An

interesting observation, that is not shown in the figure, is that there are relatively

few dislocations inside the PFZ, while dislocations tangle and move within the

precipitate strengthened grain. This experiment shows that the theories developed

by numerous works [70]–[76] might not be valid for this particular alloy, which

has a relatively wide PFZ for industrial Al-Mg-Si alloys (≈ 170 nm).

Figure 3.11: Dislocation motion within a PFZ in AA6060 during in situ straining in a

TEM. The image shows three snapshots of an in situ straining experiment where each

snap shot has been tinted a different colour and then been overlaid to produce a time-

series. Two dislocations are already present in the PFZ initially, and the first snapshot

shows a dislocation at "1" that has just been emitted from a GB source. After some time,

the dislocation moves to position "2", and then finally ends up at position "3". At this

position, it piles up against the already present dislocations and shift them slightly down

(pink to teal positions).



Chapter 4

Transmission Electron Microscopy

The transmission electron microscope (TEM) is an important tool for nanoscale

characterisation. In many ways, it is comparable to a regular visible light micro-

scope, in that the mathematics and physical processes behind its operation are sim-

ilar. However, while visible light microscopes bends photons using glass lenses of

fixed power, but variable positions, a TEM bends fast-moving electrons using elec-

tromagnetic lenses of varying power but with fixed positions. In addition, because

electrons carry electrical charge, the beam can be manipulated in many more ways

than what a beam of photons can. The reason why the optics in a TEM is sim-

ilar to that of visible light microscopes, is the wave-particle duality of electrons.

De Broglie theorised in 1925 that fast-moving electrons behave as waves with a

wavelength that depends on their energy. With relativistic corrections, electrons

accelerated by a potential V will behave as a wave with wavelength [6]

λ =
h√

2m0eV
(
1 + eV

2m0c2

) , (4.1)

where h, m0, e, and c, are Planck’s constant, the electron rest mass, the electron

charge, and the speed of light in vacuum, respectively. For an accelerating potential

of V = 200 kV, Equation (4.1) gives λ = 0.0251 Å, which is several orders

of magnitudes less than that of visible light. For a visible light microscope, the

resolution is limited by the Rayleigh criterion

δ =
0.61λ

μ sinβ
, (4.2)

where λ, μ, and β are the wavelength of the photons, the refractive index, and the

semi-angle of the magnifying lens, respectively [6]. A similar relationship exists

35
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for electrons, where δ ∼ 1.22λ/β [6], and it is thus clear that a much higher resol-

ution can be achieved by an electron microscope compared to a visible light micro-

scope. However, aberrations in the electromagnetic lenses dramatically reduce the

resolving power of TEM, and these aberrations will be discussed in Section 4.4.

With the advent of aberration corrected TEMs, spatial resolution is rarely an issue

with modern TEMs, however. Hence, a TEM can be used to image materials with

extraordinary magnification and to study crystal structures and symmetries. In ad-

dition, because the electrons interact differently with various atom species, a TEM

can also investigate the chemistry, bandgaps, and electronic structure of materials.

The strength of TEM compared to other characterisation techniques is its ability to

perform many experiments from the same nanoscale area of a specimen with very

high resolution. However, one of the most limiting factor of TEMs is that speci-

mens must be thin to allow electrons to pass through, and it can be challenging

to relate the experiments back to the bulk material. Another challenge is the fact

that the resulting images are 2D projections of a 3D object, although this challenge

can sometimes be solved by performing tomography experiments or through-focus

series. In addition, because the electrons must have a high kinetic energy to achieve

the high resolution, electrons can damage and change the material, and beam sens-

itive materials have long been impossible to study in detail using TEM. Recent

advances in detector technologies and scanning techniques have made it possible

to limit the dose and beam damage, however, and beam sensitive materials are be-

coming an increasing field of research for TEM. For this thesis, the purpose of this

chapter is to introduce the technique of TEM and relate it to aluminium and how it

can provide useful information relating to deformation processes occurring on the

nanoscale in aluminium. It starts by introducing the single-most important aspect

of TEM, namely diffraction, before showing how conventional TEM images and

high-resolution TEM (HRTEM) images are formed. Next, it presents some im-

portant scanning techniques that have been used in this thesis. Finally, some data

analysis approaches are described and presented. This chapter is heavily based

on the books by Williams and Carter [6] and Erni [89], and more details can be

found in e.g. Hirsch, Howie, Nicholson, Pashley and Whelan [5], Humphreys [90],

Nellist and Pennycook [91], and Kirkland [92] .

4.1 The Instrument

Figure 4.1 shows a schematic drawing of a TEM column. The column is kept under

high- to ultra-high vacuum (∼ 10−4− 10−9 Pa), and consists of a stack of electro-

magnetic lenses, mechanical apertures, and deflector coils. In reality, several more

components and lenses are present in the microscope in order to provide flexib-

ility and corrections, but for clarity, only some are included in the figure. High-

speed electrons are emitted from the electron gun and are formed into a beam by
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the illumination system, that consists of several condenser lenses and a condenser

aperture. The condenser aperture is used to remove electrons that are emitted with

high angles from the gun, as these have less spatial coherency than other electrons.

This aperture will also reduce the size of the area in the specimen-plane that can

be illuminated with a parallel beam. Changing the power of the lenses in the il-

lumination system can be used to converge or spread the electron beam to form

a focused or parallel probe/beam, respectively. When operating the instrument in

scanning mode, the beam can be made small by either inserting a small condenser

aperture and/or by focusing the beam using the condenser lenses. The deflector

coils can be used to both tilt and shift the beam before it reaches the specimen,

thus providing a way of both scanning the beam and tilting or precessing it. This is

important when it comes to e.g. scanning precession electron diffraction (SPED)

or when doing diffraction experiments such as weak-beam dark field imaging of

dislocations.

The imaging system consists of the specimen, objective lenses, and two apertures.

The specimen sits very narrowly between two pole-pieces in the objective lens, in

order to be close to its very short focal point. After the electron beam passes

through the specimen, some electrons will have changed their direction. This

means that wave vector transfers have occurred within the specimen, which can

happen in numerous ways. The most common way this occurs in typical crystal-

line TEM specimens is by diffraction, which will be discussed in greater detail

later. In terms of instrumentation, the important point is that electrons scattered

to the same angle (i.e. having undergone the same transfer of wave vectors in-

side the specimen), will converge in the back focal plane of the objective aperture.

It is therefore possible to block electrons that have experienced certain scattering

events with the objective aperture, and only keep electrons that have a certain wave

vector. The most typical application of this is to either select electrons with very

small wave vector transfers, which will then create an image that contain electrons

that have not experienced any considerable scattering. This includes the direct

beam, and such images will typically consist of a bright background (due to the

direct beam) and darker features that have scattered the incoming electrons out of

the collection angle of the image. Therefore, such images are called bright field

images. Alternatively, other wave vector transfers can be selected, which will then

create an image of regions that produce the selected transfer on a dark background.

These images are called dark field images, and are useful to map regions of e.g.

similar crystal orientations. Sometimes, especially when doing parallel beam elec-

tron diffraction, the beam will be much larger than the regions of interest. In these

cases, a selected area aperture can be inserted in the back image plane of the ob-

jective lens to block electrons that came from regions outside of the regions of

interest.
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Below the imaging system, the projection system magnifies either the image plane

of the objective lens or its back focal plane and brings it to the detector plane.

In addition, a pair of deflector coils can be used to tilt or shift the image to align

it with various detectors. This is especially important when performing electron

diffraction experiments, but can also be useful for shifting regions of interest onto

specific parts of the detector.

There are usually several detectors available in a TEM. Before the evolution of

modern charge-coupled devices (CCDs), analogue film was used to acquire im-

ages. While providing excellent contrast and precision, film is very cumbersome

and limiting, however. With modern CCD cameras, acquiring images is much

more efficient and allows for direct inspection without the need for developing

negatives. However, these cameras are only indirectly registering electrons by first

converting them to detectable photons before converting these to electrical charges

again. Recent advances in direct electron detection have enabled both faster and

more accurate ways of acquiring electron images, and are especially useful when

performing scanning TEM (STEM) experiments [93]–[100].

4.2 Diffraction

Diffraction is the basis for traditional imaging techniques and is still one of the

most powerful tools in the TEM. Diffraction is the process where a wave interacts

with an object, aperture, or slit. This will typically lead to the wave interacting

with itself and resulting in interference, as shown in Figure 4.2. In general, a

planar wave e2πi(
�k0�r−ωt) propagating along its wave vector �k0 of magnitude 1/λ

will elastically scatter on a periodic array of objects and result in new planar waves

of the type e2πi(
�k′�r−ωt) travelling along new wave vectors �k′ of the same mag-

nitude as the incoming wave vector [5], [6]. When scattering on a single object,

an even distribution of �k′ will lead to a spherical wavefront, but depending on the

interaction between the object and the wave, the intensity travelling in the different

directions will vary. When a periodic array of objects scatter the incoming wave,

the scattered waves will interfere and lead to a new set of planar wavefronts. The

interference depends on the distance between the scatterers and the incident wave

vector. It requires that the path difference between the waves scattered at two dif-

ferent objects equals an integer of the wavelength. The general case is illustrated

in Figure 4.3, where two objects separated a distance �R scatter an incoming wave.

When the path difference Δ = �R · k̂′ − �Rk̂ equals an integer 2n, the scattered

waves may interfere constructively. Equivalently, the scattered waves will inter-

fere constructively if e2πi(
�k′−�k0)·�R = e2πi(Δ

�k)·�R = 1. For an array of obstacles,

this must apply for all the objects. In the case of a crystal, there will be exception-

ally many objects that are spaced by �R and integer multiples of �R. By the same
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Figure 4.1: Schematic of the various lenses, apertures, and deflectors in a TEM column.

All the lenses are shown to the left, while a close-up of the imaging system is shown to

the right. The illumination system forms a beam from high-speed electrons emitted from

the electron gun, and shines it on the specimen. The specimen sits between two objective

lens (OL) pole-pieces, and will scatter beams from the incoming beam into various angles,

and the objective aperture (OA) can be used to block selected beams. As this aperture sits

in the back focal plane, this is equivalent to removing beams scattered to specific angles.

A selected area (SA) aperture can be inserted in the back image plane to block beams

originating from certain areas of the specimen-plane, as this is equivalent to inserting a

virtual aperture in the specimen-plane. The intermediate lenses and projector lens brings

the image from the imaging system to the detector plane.
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Figure 4.2: Principle of scattering and diffraction. An incoming plane wave (light blue)

with wave vector �k = 1
λ is incident on an array of scatterers. Each individual scatterer

diffracts the beam and acts as a new source of a spherically scattered wave (dark blue) with

the same wavelength (elastic scattering), as shown to the right. In the array of scatterers,

these spherically scattered waves interfere and give rise to new planar waves with wave

vector �kg (only one is indicated, but several new planar waves are formed). Only a small

number of scatterers is shown for clarity, but with increasing number of scatterers, the

interference pattern will become clearer and sharper.

reasoning as before, the waves scattered from all pairs of objects spaced by �R must

also differ by an integer number of wavelengths. If the crystal lattice is spanned

by the vectors �ai, then �R must be �R =
∑

ni�ai. This means that objects lying on

the crystal lattice will interfere if
∑

ni�ai · Δ�k = 2. This occurs if and only if∑
�ai ·Δ�k = n. Since the crystal is a periodic structure, its real space lattice given

by the vectors �ai, can equivalently be represented by the reciprocal lattice spanned

by the vectors �a∗i , where �a∗i =
�aj×�ak

�ai·�aj×�ak [5], [6]. Any reciprocal lattice point is

thus given by the reciprocal lattice vector �g =
∑

ni�a
∗
i = h�a∗1 + k�a∗2 + l�a∗3, which

will be perpendicular to a set of lattice planes (hkl) that intersects the crystal unit

cell in 1/h, 1/k, and 1/l along each �ai, respectively. Furthermore, �a∗i · �aj = δij
because the basis vectors of the reciprocal lattice are perpendicular to two of the

real space lattice vectors. This means that �g · �R = n∀
(
�g, �R

)
. Comparing this to

the interference criterion, it is clear that interference occurs if

Δ�k = �g, (4.3)

which is the Laue condition for interference [5], [6]. Hence, only wave vector

transfers equal to a reciprocal lattice vector will interfere constructively for a crys-

tal. Any given elastic wave vector transfer will therefore be related to a reciprocal
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lattice vector �g = h�a∗1 + k�a∗2 + l�a∗3, where h, k, and l are the Miller indices of

the lattice plane. This means that any elastically scattered wave will correspond

to a unique set of lattice planes. Several different combinations of the lattice vec-

Figure 4.3: Illustration of the path difference between waves scattered from �k0 to �k′ at

two objects separated a distance �R. The incident beam hits the upper object first, and the

incident wave will travel an extra distance �R · k̂0, where k̂0 =
�k0

|�k0| , before hitting the other

object and scattering. The wave scattered at the upper object travels a distance �R · k̂′ before

the other object scatters. The wave vector transfer Δ�k is indicated.

tors may correspond to constructive interference simultaneously, and it is useful

to visualise the Laue condition graphically. The Ewald sphere construction is one

way to show how a parallel beam will satisfy Equation (4.3) for a given crystal

orientation and incident wave direction [5], [6]. It is a sphere of radius |�k0| and is

drawn together with the reciprocal lattice of a hypothetical crystal in Figure 4.4.

The Laue condition is satisfied whenever the sphere intersects a reciprocal lattice

point, and elastic scattering by these wave vector transfers can occur. Because the

wavelength of electrons used in TEM is several orders of magnitude less than the

lattice spacings in crystals, the curvature of the Ewald sphere will be very flat com-

pared to the reciprocal lattice vectors. Hence, very many lattice points may fall on

the Ewald sphere at the same time. In addition, the macroscopic shape of the crys-

tal causes the reciprocal lattice points to become distorted into three-dimensional

objects, usually rods oriented along the specimen surface normal (referred to as

rel-rods). This relaxes the Laue condition of the crystal, and enables additional

wave vector transfers. This can be considered to be an effect where there are not

enough scattering objects along the path of the beam to fully eliminate all beams

except the ones satisfying the Laue condition exactly. In practical aspects, the

Ewald sphere itself will also have finite thickness δλ given by the energy spread in
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the beam, and will further relax the interference criterion. The result of this is that

a crystal oriented in a zone axis (i.e. with �k0 aligned with some reciprocal lattice

vector) will scatter near-parallel beams in a large number of directions. Each of

these beams is called a reflection, as they resemble scattering from mirrors (reflec-

tion by Snell’s law). The angle, θg with which they are scattered is also called the

Bragg angle from Bragg’s law 2d sin θg = nλ, where d is the distance between

lattice planes causing a specific reflection [5], [6]. Of course, for this interference

to occur, the objects that sits on the crystal lattice must be able to scatter to the

wave vectors in question. This is determined by the structure factor of the objects

[5], [6]. A single atom will scatter a spherical wave, with a modulated intensity.

This modulation is given by the form factor, f (θ) of the atom, and is a function

of the scattering angle θ. However, in a crystal, the objects associated with each

lattice point is not necessarily single atoms, but a collection of them called a basis.

In this case, the structure factor for a wave vector transfer Δ�k = �ghkl becomes [5],

[6]

Fhkl =
∑
i

fi (θ) e
2πi(hxi+kyi+lzi), (4.4)

where xi, yi, and zi are coordinates of atom number i in the basis/unit cell. The

sum in Equation (4.4) can sometimes become zero for specific combinations of h,

k, and l for a given atomic structure. In the case of fcc aluminium for example,

there are Al atoms in (0, 0, 0),
(
1
2 ,

1
2 , 0

)
,
(
1
2 , 0,

1
2

)
, and

(
0, 12 ,

1
2

)
, so that F =

4fAl (θ) when h, k, and l are all even or all odd, and zero otherwise. Hence, some

of the lattice planes in the structure scatter out of phase with other lattice planes

and become forbidden [5], [6].

Because the average distance an electron travels between scattering events is low in

most materials, dynamical scattering may occur [5], [6]. This complicates matters

significantly because the intensity of a scattered beam is no longer given by kin-

ematic equations, and depends non-linearly on the thickness, t, of the specimen. In

a two-beam condition, i.e. a situation where only a single reciprocal lattice point

lies close to the Ewald sphere in addition to the direct beam, �0, the intensity of the

scattered beam beam varies as [5], [6]

|φhkl|2=
(

πt

ξhkl

)2 sin2 (πtseff )

(πtseff )
, (4.5)

where ξhkl =
πVc cos θhkl

λFhkl
, with Vc as the volume of the crystal unit cell, is the ex-

tinction distance, and seff =
√

s2 + 1
ξhkl

is the effective excitation error where

s is the distance from the centre of the relrod to the Ewald sphere. The intensity

in the direct beam will be 1 − |φhkl|2. It is clear that for the relatively simple

two-beam case, there is a strong coupling between the two diffracted beams. In
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Figure 4.4: The Ewald sphere construction for elastic diffraction. Two Ewald spheres are

shown (with very small incident wave vectors for clarity), each corresponding to different

incident beam directions relative to the crystal. Elastic scattering requires that |�k0|= |�k|,
and the spheres show all possible solutions to this requirement (in 2D). The reciprocal

lattice of a thin crystal is also shown, where each lattice point has a structure determined by

the macroscopic shape of the crystal (in this case they are illustrated as elongated ellipses,

where the major axis aligns with the thickness-direction of the TEM specimen). The Laue

condition is satisfied wherever the Ewald sphere intersects one of these reciprocal lattice

points. A crystal is in a zone axis if the incoming beam direction �k0 aligns with one of

the reciprocal lattice vectors (in this case �k0||�c∗ = �g001 for the blue sphere). In TEM, the

high velocity of the electrons makes �k very large compared to the reciprocal lattice vectors

(typically two orders of magnitude), which will reduce the curvature of the Ewald sphere

and make it intersect close to the centres of many reciprocal lattice points in the zeroth

order Laue zone (ZOLZ) when in a zone axis configuration. The tilted beam shows a two-

beam condition (a symmetrical Laue case) where the sphere intersects the middle of one of

the reciprocal lattice points and Δ�k = �g4̄00 which will enable many electrons to elastically

scatter to �k′. The Ewald sphere intersects reciprocal lattice points in the first, second and

higher order Laue zones (ZOLZ, SOLZ, and HOLZs, respectively) along circles (in 3D).
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addition, Equation (4.5) shows that the intensity of the scattered electron beam is

a strong function of the specimen thickness, and the scattered become extinct with

a periodicity of seff that depends on the extinction distance ξhkl. This dynamical

transfer of intensity between the direct beam and the scattered beam become in-

creasingly difficult to predict for increasing number of excited beams (i.e. for more

reciprocal lattice points close to the Ewald sphere), as each scattered beam will also

interact dynamically with each other. The problem therefore becomes impossible

to solve analytically, and numerical approximations must be used instead [5], [6].

However, these methods usually require considerable computing resources, and the

result will depend quite strongly on the thickness of the specimen. It is therefore

quite complex to determine the thickness effects of an experimental TEM diffrac-

tion pattern. While dynamical effects might dominate in a single selected area

electron diffraction pattern, they will be reduced if several selected area electron

diffraction patterns acquired under different diffraction conditions are considered.

One way to achieve this is to reconstruct the reciprocal space of a crystal from a

tomography series of electron diffraction data [101]. Another possibility is to aver-

age the intensities in a single pattern through a series of incident beam directions,

which is the basis behind precession electron diffraction (PED) which will be dis-

cussed later. Because dynamical scattering only affects the scattered intensities,

the geometry of diffraction patterns is still given by kinematical theory, which en-

ables crystallographic orientation determination from experimental patterns, even

if dynamical scattering occurs.

In the TEM, a beam that is scattered an angle θg by the specimen will enter the ob-

jective lens with the same angle. In the back focal plane of the objective lens, this

beam will be focused to a spot a distance ∝ θg from the optical axis. If a parallel

illumination is used, beams scattered by a single set of lattice planes in the crystal

will give rise to a single sharp spot in this pattern, and its position in the pattern

depends on the orientation of the lattice planes relative to the incoming beam dir-

ection. This is a typical situation for a selected area electron diffraction pattern,

where the illuminated area is limited by a selected area aperture, as described pre-

viously. If, instead a converged beam is used, several incident �k0 vectors will be

superimposed and make the spot into a disk with a radius that varies with the con-

vergence angle of the beam. If the convergence angle is made large enough, disks

will overlap (their centre-to-centre distance is determined by the crystal structure).

This overlap means that electrons can be scattered by several planes simultan-

eously, and leads to increased dynamical effects. By varying this overlap, a TEM

diffraction experiment can be fine-tuned to be very sensitive to specific signals,

and this is one of the strengths of TEM. In atomic resolution STEM, the resolution

is determined by this overlap [89].
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4.3 Precession Electron Diffraction (PED)

PED is a technique where the beam is tilted off the optical axis before the specimen

in order to probe the crystal with different incident wave vectors [102]. This is

done because it effectively integrates the intensities of reflections through a range

of incident wave vectors and can reduce the influence of dynamic effects. Thus it

enables a variety of algorithms to be applied to analyse the patterns, which would

have been much more challenging if dynamic effects were strong. If the beam is

scanned across the specimen in addition to being precessed, a PED pattern can

be acquired for each probe position and a scanning PED (SPED) data cube can

be acquired. This has several advantages and applications, where orientation and

phase mapping are the most common ones [103], [104]. It can also be used to

study crystallographic variations in general, such as density of GNDs, defects and

strain [105]–[108]. However, before this data can be acquired, various lenses and

deflector coils in the TEM must be aligned and carefully synchronised [109].

To make the electron beam precess about the optical axis of the microscope, the

pre-specimen deflector coils must be synchronised. When a current is passed

through one of these coils, the resulting magnetic field will bend the beam by the

Lorentz force. When a current is passed through the first set of pre-specimen de-

flector coils ("Deflector Coils 1" in the upper part of Figure 4.1), the beam is tilted

by an azimuthal angle −φ off the optical axis toward a polar angle θ, as shown

in Figure 4.5. θ can be varied by changing the relative currents that pass through

the two pairs of orthogonal coils ("X" and "Y" coils in the same plane), while φ is

given by the absolute magnitude of the current. A second set of coils below ("De-

flector Coils 2" in the upper part of Figure 4.1) counteracts the tilt by an azimuthal

angle 2φ so that the beam enters the specimen with an angle φ relative to the optical

axis. A precessing beam is achieved by changing the relative currents in the coils

and synchronising all of them so that φ is kept constant with a varying θ. Very

simply put, this can be done by passing a current I (φ, θ) = I0 (φ) sin (θ + ϑ)
through the coils, with ϑ = 0 for the "X" coils and ϑ = π/2 for the "Y" coils.

The current that passes through the first set of coils is half of the current that pass

through the second set, and of opposite sign. Hence, the probe will precess about

the optical axis by the synchronised currents that pass through the deflector coils.

In addition, if a constant bias current is passed through the coils, the beam will

enter the specimen with the same angle φ, but at a different position. The beam

can therefore be made to both precess, and scan across the specimen, by the same

coils.

After the tilted beam passes through the specimen, it will enter the objective lens

with an angle φ and hence trace a circle with radius ∝ φ around the optical axis
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Figure 4.5: Illustration of PED operation. A probe is tilted φ degrees off axis and precessed

around the optical axis through an angle θ. If not counteracted below the specimen, the

beam traces a circle as it enters the objective lens (objective lens) with an angle φ and is

focused to a spot φ degrees out from the optical axis in the back focal plane of the objective

lens. If the precession is counteracted by post-specimen deflector coils, the direct beam

can be tilted back on the optical axis and appear as a single spot in the back focal plane

(orange beams). In reality, the post-specimen deflector coils are situated further down

the column than what is illustrated, and operates on the beam as it passes through the

projection system.
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in its back focal plane. Eventual diffracted beams will trace circles with the same

radius, but centred on their respective Bragg angles instead. The back focal plane

of the objective lens is brought to the detector plane by the projection system and

a precession electron diffraction (PED) pattern is acquired. If the acquisition fre-

quency is f and the precession frequency is θ̇, the acquired PED pattern will con-

sist of parts of the complete circle, corresponding to θ̇/f . If f is synced to θ̇ so

that θ̇/f = nπ, an integer number of precession periods are added together during

acquisition.

Treating circular patterns is cumbersome and not very useful, however. By using

the post-specimen deflector coils situated in the projection system to counteract

the precession from the pre-specimen coils (essentially passing through identical

currents, excluding the constant bias needed to scan the beam, with opposite sign),

a spot-pattern is brought to the detector instead. It is still important to sync the

acquisition frequency to the precession frequency so that each θ is given the same

acquisition time. Each spot in this pattern will therefore be time-averages of the

corresponding circle, or, equivalently, angular averages of the circles. In essence,

PED allows for angular averaging of the Bragg-reflections of a crystal. It is equi-

valent to precessing the Ewald sphere through the reciprocal space of the crys-

tal, as shown in Figure 4.6. The Ewald sphere intersects the zero order Laue

zone and traces a circle. As the beam is precessed, θ varies, and the intersec-

tion is swept across the zero order Laue zone. The radius of the intersection is

r = 2|�k0 (φ, θ) |sinφ = 2 sinφ
λ , and is of the order of 1.39 Å

−1
for φ = 1◦ and

E0 = 200 keV. Most crystals have lattice spacings of a few Ångströms, and many

of the inner reciprocal lattice points will lie within the area swept by the Ewald

sphere if it is precessed about a zone axis. In addition to averaging the intensit-

ies in these reflections, PED patterns will show excited reflections further out in

reciprocal space, providing additional information.

Precessing the electron beam will reduce the spatial resolution compared to a sta-

tionary probe incident along the optical axis. First of all, this is due to an increased

interaction volume due to the effectively conical beam. Secondly, if the beam is

simultaneously scanned while it is being precessed, the shot noise in the coils due

to the current needed to precess the beam will reduce the accuracy of the shift and

limit the resolution to at least ∝ √
φ [109]. Thirdly, the tilted beam will enter the

objective lens at a slanted angle which will increase the effect of lens aberrations.

4.4 Lens Aberrations

Aberrations in the objective lens is the limiting factor for most modern TEMs

and advanced techniques such as SPED, HRTEM, and STEM. Indeed, imperfect



48 Transmission Electron Microscopy

Figure 4.6: Illustration of the Ewald sphere for a tilted beam. The incoming wavevector �k0
is a function of the azimuthal angle φ, and the polar angle θ. The Ewald sphere intersect

with the first order Laue zone traces a cirlce. With φ constant, the intersection between

the Ewald sphere and the first order Laue zone will swipe over an area if θ is varied. For

a full revolution around the optical axis, the Ewald sphere intersection has spanned over a

disk of radius 2|�k0 (φ, θ) |sinφ = 2 sinφ
λ , and passed through the Bragg condition for all

reciprocal lattice points inside the disk exactly twice.

electromagnetic lenses are the reason why the resolution given by the Rayleigh

criterion in Equation (4.2) has not been achieved experimentally yet [6], [89].

The simplest lens aberrations to consider are spherical and chromatic aberrations.

Spherical aberrations bring beams that have entered different positions of the lens

to either a premature or a delayed focus. Chromatic aberrations are similar, except

that the strength of the lens is a function of the wavelength rather than where the

beams enter the lens. In both cases, a disk of least confusion where the object will

appear the smallest lies above the image plane. Defocusing the lens to bring this

plane to the image plane will improve resolution.

Lens aberrations cause an originally spherical wave front S0 to become distorted

into an irregular wavefront S [89]. The distortions W = S0 − S can be divided

into a sum of various deviations of various symmetry and sensitivity to the ray

path. With sensitivity, it is meant how W changes depending on where the ray ori-

ginated from in the object plane, wo, and where it intersects the back focal plane,

ω. The effect of an aberration is that the ray will end up at position w′i instead of the

correct position wi. In other words, the ray is brought to the image plane with an

error Δw = w′i − wi. Defining the positions as complex numbers, wo = xo + iyo
and ω = θx + iθy, the aberrations of various symmetry and dependence on wo

and ω can be derived. In principle, there are infinitely many possible aberrations,

but only the most important ones are relevant for this discussion. With aberration
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Figure 4.7: Illustration of spherical and chromatic aberrations. The imaged object will

appear as a superposition of differently magnified images in the image plane. Spherical

aberrations cause beams entering the lens at different positions to be focused at different

positions (dashed lines show the paths of a perfect lens), while chromatic aberrations cause

beams with different wave lengths to be focused differently. In both cases, a disk of least

confusion appears above the image plane, where the object will appear the smallest.
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corrected microscopes, it is possible to correct for some aberrations by applying

an opposite aberration Wc ≈ −W to the beam, which will make higher order

aberrations increasingly important. In any event, aberrations in TEM are most im-

portant for high-resolution imaging (HRTEM or atomic resolution STEM), where

the beams originate from roughly the same area so that the effect of wo can often

be neglected. Hence, only axial aberrations are usually considered in TEM ima-

ging. These are aberrations that depend only on ω, and χ ≈ W (wo ≈ 0, ω) is used

as the aberration function. When Taylor expanded in terms of ω, and including 5

orders, the geometrical (i.e. excluding chromatic aberrations) aberration function

reads [89]

χ (ω) = 
{
A0ω̄ +

1

2
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1

2
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1

6
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6

}
,

(4.6)

where the coefficients are explained in Table 4.1. It is clear that there are a multi-

tude of different aberrations with different sensitivity to ω. These can be divided

into a few groups, as indicated by the similar lettering of the aberration coeffi-

cients. Astigmatism (An) describes the deviation from a round lens, so that the

lens has different strength in different directions. A lens with spherical aberrations

Cn will have different strengths depending on the angle of the rays, as shown in

Figure 4.7. Axial Coma (Bn) causes an original spherical object to be imaged as

a comet-like shape in the image plane. Star-aberrations make a round object into a

star-like shape, while rosette aberrations makes the beam appear as a rosette. More

details can be found in e.g. Erni [89].

Chromatic aberrations have not been included in Equation (4.6), as these aberra-

tions are slightly different from the geometrical axial aberrations. These originate

from the temporal and spatial incoherence of the electron source. The chromatic

aberration effect shown in Figure 4.7 is one of many, and blurs the focal point

according to δC = CC |ω|ΔE
E0

, where ΔE is the energy spread about the average

energy E of the electrons [89]. This aberration effectively changes the envelope of

the objective lens transfer function in HRTEM, which will be discussed later, and

redistributes intensity to the side-lobes of a STEM probe.
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Table 4.1: Overview of the most important geometric lens aberration coefficients in TEM,

adapted from [89].

Aberration Explanation

A0 Beam shift

C1 Defocus

A1 Two-fold astigmatism

B2 Second-order axial coma

A2 Threefold astigmatism

C3 Third-order spherical aberration

S3 Third-order star-aberration

A3 Fourfold Astigmatism

B4 Fourth-order axial coma

D4 Fouth-order three-lobe aberration

A4 Five-fold astigmatism

C5 Fifth-order spherical aberration

S5 Fifth-order star-aberration

R5 Fifth-order rosette aberration

A5 Sixfold astigmatism

4.5 Imaging

4.5.1 Amplitude contrast

There are many imaging techniques available in a TEM, and techniques based on

amplitude contrast are usually the most simple and efficient techniques available.

These techniques form images where the contrast is mostly determined by either

diffraction effects or mass/thickness effects. The most common amplitude contrast

imaging techniques are bright field and dark field imaging. In these techniques, the

specimen is illuminated by a parallel beam, and an objective aperture is inserted

in the back focal plane of the objective lens. In bright field TEM, the objective

aperture is centred on the direct beam in the back focal plane to remove most or all

of the scattered beams. This causes the contrast in the bright field image to depend

on the total intensity scattered out of the direct beam. As an example, the grains

of a polycrystal that have few or no intersections with the Ewald sphere will ap-

pear bright as they are unable to elastically scatter electrons out of the direct beam.

Conversely, grains that are oriented so that the Ewald sphere intersects many recip-

rocal lattice points will appear dark. However, if the objective aperture is moved

so as to only allow specific reflections in the back focal plane through, a dark field

image is formed. Such an image will appear bright where grains scatter to the cor-



52 Transmission Electron Microscopy

responding angle, while all other regions become dark. In practise, the objective

aperture is not actually moved, but the beam is tilted so that the diffracted beam

travels along the optical axis instead of the direct beam. However, this changes

the diffraction condition, and the crystal must also be tilted to compensate. Simil-

arly, if a single-crystal bends, it will go in and out of Bragg condition and bending

contours appear.

A variant of the dark field technique is the weak-beam dark field technique [12],

where the incoming beam is tilted to a two-beam condition with e.g. 3�ghkl while

inserting the objective aperture to only let electrons scattered by �ghkl through. This

will result in a very dark image over all, but which will be very sensitive to any

bends or distortions of the crystal lattice. Such distortions are made by e.g. dis-

locations (see Figure 3.3), where the local lattice planes close to the dislocations

are slightly bent by the elastic strain field [8], [12]. This will cause the reciprocal

lattice point of the (hkl) planes to locally move closer to the Ewald sphere and sat-

isfy the Laue condition, ultimately resulting in bright contrast in the weak-beam

dark field image. Because the bend of the planes is related to the Burgers vector,

only reflections where �b · �ghkl �= 0 will result in contrast. Hence, by acquiring

several weak-beam dark field images of the same area using different �ghkl, it is

possible to find the specific conditions for the dislocation to give contrast, and

hence determine the Burgers vector. By comparing �b to the image of the dislo-

cation, the nature (e.g. edge or screw) can also be determined. This is shown in

Figure 4.8, where possible screw dislocations forming a square grid in a GB PFZ

in a peak aged AA6060 alloy after −20% engineering strain are imaged under

different diffraction conditions. In this example, the dislocation character could

not be determined because the Burgers vectors of the dislocations were parallel to

the projected dislocation lines. Because TEM images are 2D projections of 3D

objects, determining whether a dislocation has a screw, edge, or a mixed character

is challenging. Without knowing the full orientation of the dislocations through

the thickness, determining whether the dislocations are mixed or pure screw is not

possible. In this respect, weak-beam dark field tomography experiments are par-

ticularly powerful, as the full three-dimensional character of a dislocation can be

determined [110]. In addition, STEM can also be tuned to be sensitive to dislo-

cations, and offers another technique to obtain similar results [111]. Determining

the dislocation line vector relative to the Burgers vector (i.e. the sign of�b×�t, also

called the dislocation parity) is much more difficult to determine than the Burgers

vector and dislocation character, and requires detailed analysis of images acquired

under very specific conditions [112].

Another source of amplitude contrast in TEM is thickness contrast. In most cases,

a crystal will scatter more the thicker it is. However, when the thickness of the
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Figure 4.8: Determination of burgers vector of dislocations in a PFZ in peak aged AA6060

after 20% compression. Image a and b are bright field images of a region acquired when

the specimen and beam is tilted to a two-beam condition with 3�g for �g = [2̄20] and

�g = [2̄2̄0], respectively. Image d (red) and e (blue) are dark field images formed us-

ing the weak �g = [2̄20] and �g = [2̄2̄0] reflections in each corresponding case. The two

weak-beam dark field images have been overlaid in Image f, while image c is a zone axis

selected area electron diffraction pattern of the region for crystallographic reference. The

bright field images contain little useful information, but the weak-beam dark field images

show the dislocations much more clearly. There are two perpendicular sets of dislocations

that form a square grid. The dislocations in one set is invisible when �g = [2̄2̄0] (the "red"

dislocations) and the other dislocations are invisible when �g = [2̄20] (the "blue" disloca-

tions). Dislocations are invisible when �g ·�b = �0, and it is clear that �bred · [110] = 0, and
�bblue · [1̄10]. Hence, �bred ‖ [11̄x], and �bblue ‖ [11y], where x and y must be determined by

a third diffraction condition. Given the orientation between these Burgers vectors and the

dislocation lines, the dislocations must therefore be either screw (if they lie in the image

plane) or mixed (if they are oriented out of the image plane).
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crystal equals the extinction distance of some reflections, the intensity of these

reflections decrease instead. This gives rise to thickness contours if the specimen

thickness varies. In addition, heavier elements will have a similar effect, so that

an increase in scattered intensity can be both due to an increase in thickness or

average mass. Because the extinction distance varies with both the lattice and the

form factors of the atoms, changes in mass can also give rise to contours or other

types of contrast.

4.5.2 Phase Contrast

Instead of amplitude contrast, TEM images with phase contrast can be formed by

e.g. the HRTEM technique. In HRTEM, the interference between electrons exiting

the specimen at different positions are imaged. This requires very high magnifica-

tions of about a million times, which will enable imaging of the interference pattern

of waves scattered to different angles at different positions by the sample. For this

to occur, there must be a correlation between where the electrons exit the speci-

men, and their phase. The interactions of single electrons as they pass through the

specimen are therefore important. These interactions are possible to determine for

a crystal that is oriented in a zone axis, because the electrostatic potentials of the

atoms will align in columns along the beam direction. These columns will act as a

wave-guide for the electrons and confine them, usually referred to as channelling

[113]. However, as an electron travels along an atomic column, its phase will vary

depending on the extinction distance ξ [6], [113]. This can be thought of as each

atom acting as a lens that focus the electron beam, and that the series of lenses

formed by a column of atoms thus give rise to a periodic focusing and defocusing

of the electrons as they travel along the column. Hence, the electron will be rel-

atively confined to an atomic column and exit the crystal at a given position with

a phase that depends on the thickness of the specimen and the periodicity of its

focusing and de-focusing. This makes it possible, in principle, to relate the exit

wave to the projected crystal potential [114], [115].

Direct interpretation of HRTEM images is difficult due to how aberrations in the

objective lens affect different diffracted waves. The aberrations will cause the

phases and positions of the different diffracted waves to shift and reduce resol-

ution and especially complicate the interpretation of the images. How a certain

diffracted wave is transferred from the specimen to the objective lens image plane

is described by the contrast transfer function (CTF) [89]

T (ω) = A (ω)E (ω)�
{
e−(

2πi
λ
�{χ(ω))}} , (4.7)

where A (ω) and E (ω) is the objective lens aperture function (to describe removal

of diffracted waves) and the envelope introduced by chromatic aberrations, re-
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spectively. In HRTEM, we are most interested in how the phase difference varies

between electrons scattered by various atomic planes, as this relates to the crystal

lattice and enables imaging. Hence, it is more convenient to describe the CTF in

terms of spatial frequencies or wave vector transfers |�k|≈ |ω|/λ. In addition, if

the microscope is uncorrected, the main geometrical aberrations are the spherical

aberrations C3 and defocus C1, so that the aberration function in the HRTEM CTF

becomes [6], [89]

χ
(
�k
)
≈ C1

1

2

(
|�k|λ

)2
+ C3

1

4

(
|�k|λ

)4
. (4.8)

The remaining parts of Equation (4.7), namely the aperture and envelope functions,

can be written as [89]

A
(
�k
)
=

{
1, |�k|< |�ka|
0, |�k|> |�ka|

}
, (4.9)

and

E
(
�k
)
= Et

(
�k
)
Es

(
�k
)
. (4.10)

The cutoff |�ka| in Equation (4.9) represents the radius of the aperture inserted in

the back focal plane of the objective lens lens, or the maximum collection angle

of the lens, while the two functions Et

(
�k
)

and Es

(
�k
)

in Equation (4.10) are

envelope functions due to temporal and spatial incoherence of the electron source,

respectively. Both of these envelopes depend on the aberration function χ given

by Equation (4.8) as well as various characteristics of the illumination system, and

can be written [89]
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(
�k
)
= e

−2
(
πΔC1

λ

(
∂χ
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))2
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1
2(πΔC1λ|�k|2)2 , (4.11)

with
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and
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)
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In Equation (4.12), ΔU/U0, ΔI/I0, and ΔErms/E0, are the instability of the

acceleration voltage in the microscope, the instability of the lens current, and the

relative energy spread of the electron beam, respectively. As such, the temporal

incoherence described by Equation (4.11) is determined by instrument instabilities
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that lead to a spread in phase of electrons that interact with the specimen and reduce

the contrast available from large wave vector transfers. The spatial incoherence

described by Equation (4.13) is related to the electron source size rs, and how this

affects the wave vector transfers as they pass through an aberrated lens.

Figure 4.9 shows the CTF of a microscope in the absence of any corrections except

for an optimization of the defocus to cancel spherical aberrations. This defocus

value, C1 = −
√

4
3λC3, is called the Scherzer defocus, and corresponds to the

broadest possible pass band for low spatial frequencies. How the CTF varies with

defocus is shown in Figure 4.10, and it is clear that the CTF oscillations become

worse for lower �k with a C1 not equal to the Scherzer defocus. This is important,

because the maximum interpretable resolution of a HRTEM image corresponds to

the first contrast reversal, i.e. where the CTF first becomes zero, after which the

oscillations make it impossible to interpret objects in the image directly. Of course,

the image contains information even if the CTF starts to oscillate, but the envelope

functions terminate the information transfer at some point and sets an information

limit. For actual experiments, factors such as specimen drift and camera response

will also affect the resolution.

4.5.3 Scanning Transmission Electron Microscopy

STEM is a technique where the beam is focused to a spot instead of being made

parallel. By scanning the beam across the specimen, and detecting electrons scattered

to various angles, an image can be reconstructed. Figure 4.11 illustrates the dif-

ference between conventional TEM and STEM. By collecting electrons that have

scattered to large angles with an annular detector, a so-called high-angle annular

dark field (HAADF) STEM image is acquired. These images are very useful be-

cause the intensity in each pixel roughly corresponds to the square of the atomic

number Z [6], [89], [91], [116], [117]. Hence, HAADF STEM images are also

referred to as Z-contrast images. This is because heavier atoms have a higher

probability of scattering an electron to high angles where Bragg scattering is lim-

ited, and because integrating the scattering over an annular region in reciprocal

space produces incoherent images [116]. However, for high-resolution HAADF

STEM images, the intensity will only follow a clear Z dependency for relatively

thin specimens where channelling is still strong [117]–[120]. When the electron

probe dechannels, the background intensity in the image starts to increase while

the Z-contrast scattering roughly stays the same for heavy elements [119]. Strain

and thermal diffuse scattering are also important contributors to the STEM image

intensities, and caution is important both when forming and interpreting HAADF

STEM images [121]. Nevertheless, HAADF STEM images provide an efficient

way of observing the crystal structure directly, which is a huge advantage com-
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Figure 4.9: The aberration function χ and the CTF of a microscope with C3 = 1 mm,

rs = 12.5 nm, ΔErms = 0.6 eV, and U = 200 kV. Instabilities in lens current and

high tension has been neglected. A defocus equal of C1 = −58 nm, which is equal to the

Scherzer defocus is used. In this case, the point resolution is about 2.3 Å, after which the

oscillations in the CTF makes it difficult to extract spatial information. The information

limit however, is better, and is about 1.3 Å. After this value, very little spatial information

is transferred to the image.
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Figure 4.10: Dependency of the CTF on the defocus C1 for a microscope with the same

parameters as in Figure 4.9.
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Figure 4.11: Comparison between conventional TEM mode and STEM mode. In TEM, a

parallel beam illuminates the specimen and a spot-diffraction pattern appears in the back

focal plane of the objective lens, while an image appears in the back image plane. In

STEM, the beam is converged to a small probe with convergence angle α by the illumina-

tion system, and scanned across the specimen using the deflector coils above the specimen.

Because a continuous range of wave vectors, �k ∈
[
−�kα, �kα

]
, are incident on the speci-

men, discs will appear in the back focal plane of the objective lens with radius ∝ 2α. In

the image plane, the beam forms a sharp spot. The projection system brings the back focal

plane to the detection plane, where various detectors can inserted. Usually, annular detect-

ors of a fixed size are inserted, and the projector lenses are adjusted to bring various parts

of the back focal plane into the angular range of the detectors. These detectors will have

equivalent "virtual" detectors in the back focal plane of the objective lens, as indicated.

pared to the HRTEM technique. In addition, other scattering events ma be recor-

ded than the high-angle events. With decreasing inner-angle, the resulting image

will contain more contributions from coherent scattering and phase information.

For instance, by acquiring a medium-angle annular dark field or an annular bright-

field signal instead of a HAADF signal, strain contrast becomes more important

and can be used to observe e.g. dislocations [111].

The resolution in STEM depends on the size of the probe. If the probe can be made

smaller than a certain size, then correspondingly sized objects may be resolved.

However, to make the beam small, a condenser aperture is used, in addition to

demagnifying the electron source by the illumination system. The aperture will
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cause the focused beam to become an Airy disk and the size will depend on the

Rayleigh criterion from Equation (4.2), which is usually written as [89]

δD = 0.61
λ

α
, (4.14)

for STEM. It is clear that to resolve small objects, α must be as large as possible.

However, as for HRTEM, aberrations will get increasingly worse the larger the

collection angle of the lens. In STEM, the probe is formed by the illumination

system and the pre-specimen objective pole-piece. Aberrations in this lens will

therefore reduce resolution by increasing the size of the electron probe.

4.6 Multislice simulations

TEM image simulations are often useful when interpreting and quantifying TEM

experimental results. One of the most popular image simulation techniques is the

multislice approach. In these simulations, an atomic model of a specimen is con-

structed based on initial guesses, and sliced into several stacks. Each of these

stacks are thin, containing about only one atom in the thickness-direction, and the

quantum mechanical equations of how an electron will interact with the electro-

static potentials can be solved. The resulting electron wave from one slice is then

propagated to the next slice and the calculation is repeated. By sequentially solv-

ing the propagation problem, the final exit wave and the resulting image can be

simulated. For HRTEM, the exit wave is of importance, while for HAADF STEM,

the scattering to high angles is computed instead. The greatest benefit of multis-

lice simulations is that images can be simulated very efficiently as a function of

thickness. Comparing these images to experimental ones will aid when attempting

to discern the atomic structure of a real physical specimen, as in Paper 3 of this

thesis [122].

In practise, multislice simulations solve the Schröedinger equation through an it-

erative scheme that Taylor expands each solution in powers of the slice thickness

Δz [92]. The interaction between the electron wave and the specimen potential is

done by projecting the electrostatic potential to a single plane within the slice, and

letting the electron wave function interact at this plane through the transmission

function tn (x, y). Between each discrete plane, the wave function is propagated

by the Fresnel propagator pn (x, y,Δz). The result is that the wave function emit-

ted through slice number n+ 1 is [92]

Ψn+1 (x, y) = pn (x, y,Δzn)⊗ [tn (x, y)Ψn (x, y)] +O (
Δz2

)
. (4.15)

The convolution in Equation (4.15) is computationally ineffective, and the prob-

lem is usually solved in Fourier space. This requires that the space (x, y) is both
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periodic and is sampled on a grid of size Nx × Ny = 2n × 2n. In addition, to

avoid aliasing, a bandwidth of 2/3 is usually applied as well [92]. The resolution

of these simulations is therefore determined by the size of the specimen model.

If Lx and Ly are the dimensions in the x and y dimensions, then the minimum

reciprocal distance is Δkx = 1/Lx, and Δky = 1/Ly. Hence, the maximum

reciprocal distance (corresponding to the smallest resolvable distance) is NxΔkx
and NyΔky. This is important for HAADF STEM simulations, because this will

limit the maximum scattering angle that will be possible to simulate. Of course, in

the case of HAADF STEM simulations, the probe step size will also influence the

resolution of the resulting image. For relatively thick models, simulation times can

become considerable, as the full multislice simulation must be performed at each

probe position. In addition, because thermal diffuse scattering is important for ex-

perimental STEM image contrast [121], several multislice simulations should be

averaged, where each is a result of a slightly different atomic configuration of the

model. This approach is called the frozen phonon approximation, where one as-

sumes that the speed of the electrons are much higher than the thermal vibration

velocity of the vibrating atoms. This makes each electron effectively see a "snap-

shot" of the crystal with atoms in a frozen configuration. By randomly shifting the

atoms by a certain amount (given by the Debye-Waller factors [123]) between each

multislice simulation, thermal diffuse scattering can be accounted for in the image

simulations [92], [121]. Therefore, multislice simulations greatly benefit from par-

allel computing and are particularly well-suited for GPU calculations [124]. The

MULTEM software developed by Lobato and Dyck [124] has been used in Paper

3 of this thesis to perform multislice TEM image simulations in order to better un-

derstand the structure of sheared precipitates in the Al-Mg-Si alloy system [122].

4.7 Data Analysis

Data acquired from TEM experiments vary in complexity and quality, and it is

often necessary to analyse the data to extract relevant information. TEM data has

traditionally been treated and analysed in proprietary software, which have limited

flexibility and access to state-of-the-art data processing algorithms and libraries.

Hence, in this work, data analysis has mostly been done using the Python open

source HyperSpy package [125]. This package offers an effective as well as intu-

itive way of inspecting and treating multi-dimensional data. It has its origin from

the electron microscopy community, but it is very general, and mechanical test

data could, in principle, also be analysed and treated using HyperSpy.

4.7.1 Analysis of SPED data

SPED data, which in its nature is four dimensional (two spatial and two reciprocal

dimensions), require advanced analysis to extract relevant information. The most
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simple approach to do this is to integrate the intensities in certain regions of each

PED pattern in the data cube and form virtual images. For example, by integrating

intensities including the direct beam gives a virtual bright field image, while integ-

rating intensities inside virtual apertures that do not contain the direct beam gives

virtual dark field images that show which part of the specimen diffracts to a certain

angular range. This is useful to get a quick overview of the data, but more detailed

analysis involving machine learning can extract variations in the PED patterns that

would not be possible to do otherwise. The open source Python package PyXem

[126], which is based on HyperSpy [125], has been used to extensively pre-process

and post-process SPED data in this work.

SPED data can also be used to create orientation maps of a specimen. Orienta-

tion indexing has been done in the NanoMegas ASTAR Index software, where each

PED pattern in a SPED stack is compared to kinematically simulated diffraction

patterns stored in a library. The orientation data from this analysis was then treated

using the MTEX MATLAB toolbox [127]. This toolbox is developed for the elec-

tron backscatter diffraction community to visualise and analyse orientation data,

and offers great flexibility and robustness. In particular, this toolbox enabled Pa-

per 1 by making it possible to inspect and treat the orientation data from different

data sets in an identical manner [88]. MTEX was also used to investigate many

different analysis methods, such as grain reconstruction, misorientation analysis,

Schmid and slip system analysis, and various axis-angle approaches. Eventually,

the orientation data for this paper was only treated using a relatively simple mis-

orientation analysis, but the other investigations and analysis helped ensure the

validity of the data. For instance, by spending considerable time testing various

analysis tools on the data, it was discovered that the orientation data from the

NanoMegas ASTAR Index did not correlate with the specimen coordinate system,

because of software settings and misalignment between the PED patterns and the

scan grid. While this is a common problem, and not especially relevant for the

paper or indeed this thesis, it shows the benefit of working with an open source

software developed by its own users, namely that the flexibility to inspect complex

data sets are necessary in order to accurately trust and publish data.

4.7.2 Analysis of STEM data

In the case of atomic resolution STEM images, the quality is usually reduced due

to specimen drift and scan noise. These images are usually formed by scanning

the region row by row, and the relatively large jump back to the first column after

a row is finished will typically cause instabilities in the beam position. To reduce

the influence of this scan noise, it is better to acquire several fast exposures rather

than one single long one, and align the resulting image stack by post processing.

The SmartAlign plugin to Gatan Digital Micrograph made by Jones et al. [128]
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offers an integrated way to both acquire and post-process this kind of data in order

to correct for both scan distortions and specimen drift. A fast acquisition time is

used, and several frames are acquired (like a movie). For each frame, the scan

directions are rotated 90 ◦ to vary the slow and fast scan directions. During post-

processing, the image stack is first rigidly aligned, i.e. the images are shifted to

optimize their correlation, and then it is non-rigidly aligned [128]. During non-

rigid alignment, the images are allowed to stretch slightly in different directions

to make the images in the stack fit better to each other. The average through the

aligned stack will be an image where scan and specimen distortions are greatly

reduced. Of course, since non-rigid alignment may distort the data, it is useful to

also acquire a high-signal image with a long acquisition time to compare with the

aligned stack.
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A B S T R A C T

Scanning precession electron diffraction and automated crystal orientation mapping in a transmission electron
microscope (TEM) have been applied to quantitatively study the crystal orientation of precipitate free zones
(PFZs) of four GB regions in an AA6060 alloy in peak aged condition (temper T6) after uniaxial compression to
20% engineering strain. The PFZ width in the alloy was found to be w=170±40 nm. The results show that
some PFZs develop significant misorientations relative to their parent grain, and represent, to the best knowl-
edge of the authors, the first quantitative evidence of this. This misorientation may either be constant inside a
particular PFZ, making it appear like a band or a very elongated subgrain, or be partitioned in discrete regions
with a diameter comparable to the PFZ width, making the former PFZ into a collection of small grains. The band-
like PFZ observed in this work had a misorientation relative to its parent grain of≈ 7°, while the grain-like PFZ
had grains with misorientations between≈ 12° and≈ 20° relative to its parent grain. The other PFZs that were
observed had only limited misorientations relative to their parent grains, and had either dislocations perpen-
dicular to the GB plane or a dislocation wall at the transition region. A general TEM study of the material at
various engineering strains was also conducted and suggests that grain-like PFZs are more frequent for larger
strains, indicating that the different PFZ features are likely due to different strain localisation in individual PFZs.
This localisation is expected to be influenced by the orientation of the loading axis relative to crystal orientations
and GB planes. It is also suggested that the different PFZ features engender different work hardening rates and
possibly affect nucleation of intergranular fracture. The results support previous studies on the microstructure
evolution of PFZs in age-hardenable aluminium alloys during deformation.

1. Introduction

Precipitate free zones (PFZs) along grain boundaries (GBs) in age-
hardenable aluminium alloys and their relation to material properties
have been studied for many years [1-5]. The review by Vasudévan and
Doherty [5] covers the earlier works on the topic and concludes that,
while particles and precipitates on GBs are the most important sites for
nucleation and growth of intergranular ductile fracture, PFZs also serve
their part by localising strain and accelerating void nucleation and
growth at the GB particles. PFZs form due to vacancy and/or solute
diffusion to grain boundaries [6], where solute form precipitates and
particles, while at the same time the precipitation potential in the PFZ is
suppressed. Whereas small metastable precipitates that form

homogeneously throughout the grain are beneficial to strength [7],
these GB precipitates and particles can be detrimental to ductility [5].
Because the PFZ lacks hardening precipitates, strain may localise in
these regions and thus promote intergranular fracture. This is especially
true for GBs inclined to the loading direction so that the shear stress
along their PFZs becomes large [8]. However, since the PFZs typically
retain some solute in solid solution [6], they will be stronger than pure
aluminium [9]. It is clear that the material behaviour depends on the
width and work hardening of the PFZs, the GB precipitation, and the
grain interior strength, which makes it challenging to isolate influences
from individual parameters. Because of this complexity, both experi-
ments and simulations are necessary in order to elucidate the impact of
each parameter. This work is an experimental study of lattice
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orientations inside PFZs of an Al-Mg-Si alloy after deformation. No
attempt is made to provide direct information regarding the influences
of different parameters, but rather to provide insight into the strain
localisation in the PFZs in an age-hardenable aluminium alloy. Such
insight should prove relevant for simulations such as the ones by e.g.
Pardoen et al. [10,11] that establish continuum models with assump-
tions based on microstructural knowledge.
A study by Schwellinger [4] showed that PFZs in Al-Mg-Si alloys

may develop misorientations of ∼20° relative to their parent grains
when such alloys were strained close to fracture. He observed walls
with large dislocation densities at the PFZ boundaries (i.e., the interface
between PFZ and precipitate strengthened grain), and suggested that
these may serve as void initiation sites when impinged by slip bands
from the grain interiors. This suggestion was motivated by observations
of Gardner et al. [12] and Wilsdorf [13] who showed how dislocation
structures can serve as nucleation sites for voids in pure metals. More
recent studies on pure tantalum crystals support this idea, and attribute
such void formation to vacancy condensation at dislocation cell
boundary block walls [14]. Although void nucleation and growth in
precipitate strengthened alloys will be different from that in pure me-
tals, it seems reasonable that dislocation structures should have some
impact on ductile fracture.
In addition to Schwellinger [4] there are several studies that have

reported on dislocation structures in PFZs of aluminium alloys [15-18].
Styczyńska and Łojkowski [15] observed by in situ TEM straining ex-
periments that dislocation sources at GBs became active before sources
inside the grain interiors. This resulted in dislocations bowing out from
the GB and becoming pinned at the precipitates at the PFZ boundary,
before penetrating into the grain interiors. During cyclic loading, Jain
[16] observed dislocation networks within grains that terminated at the
outer edges of the PFZs. He also observed dislocation structures inside
the PFZs similar to those observed by Schwellinger [4]. Watanabe et al.
[17] did not study PFZs specifically, but noted that some PFZs in an Al-
Mg-Sc alloy under cyclic loading became misoriented relative to their
parent grains. Khadyko et al. [18] observed several different dislocation
structures in PFZs and their vicinity in an Al-Mg-Si alloy stretched to
fracture in uniaxial tension. In most PFZs, both inside and outside the
neck, dislocations spanned the PFZs and appeared almost perpendicular
to the GB plane. Inside the neck however, some GB PFZs were mis-
oriented relative to their parent grains, or had dislocation walls along
their PFZ boundaries. Khadyko et al. [18] also performed crystal plas-
ticity simulations taking the dislocation storage close to PFZs into ac-
count, and observed an increased stress and strain localisation within
PFZs compared to a model with no PFZ, as well as a lattice rotation
within the PFZs. Such effects were larger for PFZs inclined to the
loading axis. Even though misoriented PFZs have been observed in
strained aluminium alloys for the last 35 years, and several hypotheses
exist regarding their importance, the only work attempting to quantify
such misorientations is the one by Schwellinger [4]. With the advent of
more advanced techniques, it is now possible to investigate the mis-
orientations in greater detail. Therefore, the aim of the present study is
to determine crystal orientations within PFZs along grain boundaries in
an age-hardenable aluminium alloy.
Quantification of crystal lattice orientations is possible on the na-

noscale by automated crystal orientation mapping [19] of scanning
precession electron diffraction (SPED) [20,21] data. This technique is
perfect for studying orientations within PFZs because it can be com-
bined with a conventional TEM study of the exact same region. This
means that imaging, dislocation analysis, and crystal orientation map-
ping can be performed from the same GB region and neighbourhood.
The alloy used in this study is the lean Al-Mg-Si alloy AA6060.

When this alloy is heat treated, small metastable precipitates form
homogeneously inside the grains through vacancy and solute con-
densation from a super saturated solid solution and subsequent growth
[22-24]. The main hardening precipitate phase in this alloy system is
the β″ precipitate, which forms as long needles along the ⟨100⟩

directions of the aluminium matrix in the peak aged condition (T6
temper) [25]. This precipitate phase has a monoclinic unit cell with
a=1.516 nm, b=0.405 nm, c=0.674 nm, and angle β=105.3 [26].
The needles are coherent with the matrix along their length, and strain
their local matrix neighbourhood in their lateral dimensions [27]. This
alloy has been used in several other studies, including Khadyko et al.
[18] and Frodal et al. [28], and serves as a model alloy, which also has
extensive industrial applications. We have deformed the alloy in com-
pression in order to examine a wide range of strains, which would not
be possible in tension. A general TEM investigation of PFZs of several
GBs in specimens compressed to 5%, 10%, 20%, and 50% engineering
strains has been conducted to investigate the variety of PFZ micro-
structures that forms. The study focuses, however, on a detailed SPED
and orientation mapping study of crystal orientations inside PFZs of
four individual GBs in the specimen compressed to 20%, and how these
GB PFZs relate to the general observations.

2. Materials

The material used in this work was an extruded profile of the
AA6060 aluminium alloy. The composition of the alloy is given in
Table 1. Small cylinders measuring 9mm in diameter and 13mm in
length were machined from the profile with their longitudinal direction
along the transverse direction (TD) of the profile, see Fig. 1. The cy-
linders were subjected to a standard T6 heat treatment as illustrated in
Fig. 2. The exact same alloy and heat treatment was studied by Frodal
et al. [28], where it was found that the material had an equiaxed and
recrystallized grain microstructure. The grain size is approximately
60 μm to 70 μm.
Uniaxial compression tests of the cylinders along their longitudinal

axis were done in a universal testing machine with a constant crosshead
speed of approximately 0.15mm/min, corresponding to a strain rate of
2× 10−4 s−1, to 5%, 10%, 20%, and 50% compressive engineering
strain. In order to limit friction between the specimens and compression
platens, the contact surfaces were lubricated with Dow Corning Molykote
G-n Metal Assembly Paste. The degree of barrelling was less than 6% in
all tests. Due to the anisotropy of the material, the aspect ratio of the
specimens changed during compression, and in the most severe case
(i.e., at 50% engineering strain) the aspect ratio between the extrusion
direction (ED) and the normal direction (ND) of the cylinders was

Table 1
Nominal composition of the AA6060 alloy in wt% and at%.

Fe Si Mg Mn Cr Cu Zn Ti Al

wt% 0.193 0.422 0.468 0.015 0.000 0.002 0.005 0.008 Bal.
at% 0.093 0.406 0.520 0.007 0.000 0.001 0.002 0.005 Bal.
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Fig. 1. Sketch of compression specimen geometry. The extruded profile co-
ordinate system is shown: extrusion direction (ED); transverse direction (TD);
and the normal direction (ND). Cylindrical specimens were machined from the
extruded profile with longitudinal axes along the TD. Sections of the TD-ED
plane were cut from the approximate middle of the cylinders after compression,
and TEM thin foils were prepared from various locations of the section.
Measures are in mm. Not to scale.
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≈ 1.4. Results presented in this work are from undeformed and 20%
compressed specimens, but observations from the other compression
levels are mentioned and discussed as well. The SPED and orientation
mapping results presented here are from a single TEM thin foil to ensure
that the macroscopic strain of the GBs studied is roughly the same. In
order to compare PFZ microstructures of different GBs, the study is
limited to high angle grain boundaries (HAGBs).
Sections containing the TD and extrusion direction (ED), i.e. the TD-

ED plane, of the compression specimens were cut close to the specimen
centres as indicated in Fig. 1. These sections were mechanically po-
lished down to a thickness of≈ 200 μm to≈ 300 μm before 3mm disks
were cut out. The compression axis (CA) of the specimens was marked
by cutting notches on opposite sides of each disk using a scalpel, before
they were polished further on both faces down to a final thickness of
≈ 50 μm to≈ 120 μm. Electropolishing was done in a Struers Tenupol 3
unit operating at 20 V using a mixture of 1/3 HNO3 (Nitric acid) and 2/
3 CH3OH (Methanol) as electrolyte, which was kept at − 25± 5 ° C.
The orientation of the CA in TEM images was determined by imaging
the thin foils and their CA notches through a visible light microscope
after inserting them in the TEM holder, and correcting for image rota-
tions in the TEM. The errors in CA orientation are estimated to be in the
order of± 5°.
TEM investigations were carried out on three different instruments.

A double tilt holder and a Philips CM30 with a LaB6 filament operating
at 150 V equipped with film and a Gatan PEELS model 601 were used for
precipitate statistics using the method in [25,29]. For bright-field (BF)
and weak-beam dark-field (WBDF) studies of deformed microstructures,
a LaB6 JEOL JEM2100 with an accelerating voltage of 200 kV was used
with a double tilt holder. Measurement of the PFZ width w was con-
ducted on images from this microscope by measuring the shortest dis-
tance from the GB to the first intersection with a precipitate at 64
equidistant points along the GB and taking the average. WBDF imaging
was performed close to the conventional→ − →g g3 diffraction condition
with the diffracted beam along the optical axis by first tilting the spe-
cimen to a two-beam condition for →g and subsequently tilting the in-
coming electron beam so that the→g diffracted beam travelled along the
optical axis. The tilt of the electron beam also caused →g3 to excite,
leaving→g weak with a positive excitation error and suitable for WBDF
imaging. Finally, an in-plane rotation holder with single tilt and a JEOL
JEM2100F operating at 200 kV equipped with a NanoMEGAS DigiSTAR
system were used to perform SPED [20,21] with a spot size of 1.0 nm
and a nearly parallel beam. Deflector coils above the specimen were
used to precess the beam around the optical axis with an angle of 1.0°
and a frequency of 100 Hz. Another set of coils below the specimen
counteracts the precession, giving the same result as that of precessing
the specimen in a stationary beam. In diffraction, this gives a precession
electron diffraction pattern (PED) which can be considered equivalent

to an electron diffraction spot pattern that is averaged through several
incoming beam directions. Thus, more of the reciprocal space of the
crystal is probed, and dynamical diffraction effects are somewhat re-
duced. This probe was then scanned across the specimen in a
320× 640 pixel raster with step length 3.2 nm resulting in a rectan-
gular scan region of 1024×2048 nm2. At each probe position, a PED
pattern was acquired. Acquisition of the PED patterns was done by il-
luminating the microscope phosphorous screen (tilted 30°) and ac-
quiring images of this by an external Allied StingRay CCD camera with
144× 144 pixels and 8-bit depth. The exposure time was 40ms and
synchronized with the scan dwell time. Each grain boundary was
aligned along the tilt axis of the rotation holder and oriented edge-on to
the optical axis. For each SPED scan, the slow scan direction was
aligned along the GB. Due to the slow decay of the phosphorous screen,
afterglow caused the spots in the last diffraction patterns of a line to
remain significant in the diffraction patterns of the next line. Therefore,
the first 20 pixels (64 nm) of each line were removed as indicated in
Fig. 3, and are not present in the misorientation maps. Afterglow effects
are present in the remaining pixels as well, and will influence the ap-
pearance of features in the scan. However, due to the long exposure
time and small step size, this afterglow effect is not detrimental to the
technique.
Orientation mapping based on the 4D SPED data was performed by

matching each PED pattern of the SPED stacks to a bank of simulated Al
spot diffraction templates by the commercial NanoMEGAS ASTAR Index
package. The procedure is explained in detail by Rauch and Véron [19].
The resulting data set consists of crystal Euler angles, the cross-corre-
lation index between each experimental pattern and its matched tem-
plate, and the reliability of each match. In this work, accepted matches
for each PED pattern have at least 15% higher cross-correlation index
than the second best match of that particular PED pattern, and a cross-
correlation index of at least 15.0. These thresholds have been somewhat
arbitrarily chosen, but are motivated by the fact that both of these
values should be reasonably high for a good match. SPED frames with
matches not fulfilling these criteria are not analysed, and appear white
in the misorientation maps. The quality of orientation mapping results
was controlled by comparing regions of low cross-correlation index and
reliability to the raw data in the SPED stack.
The MATLAB open source toolbox MTEX [30] was used to analyse

the orientation mapping results. For each SPED scan, the orientation of
the left-hand side and right-hand side “parent grains” were calculated
by averaging the orientations within narrow regions (64 nm wide)
along the left-hand side and right-hand side of the scan, respectively.
These regions are illustrated in Fig. 3. These parent orientations serve as
a reference, and the orientations on either side of the GB are compared
to their respective parent grains to calculate misorientation maps. To
make comparisons between the misorientation maps easier, the mis-
orientation scalebars for each misorientation map are the same, and the
minimum and maximum values correspond to the overall minimum and

Fig. 2. Sketch of the alloy heat treatment. The specimens were solution heat
treated at 535 ° C for 15min in a salt bath and quenched to room temperature
(RT) in water, and then naturally aged for 15min at RT with subsequent arti-
ficial ageing for 5 h at 185 ° C in an oil bath. At the end of artificial ageing, the
specimens were cooled to RT in still air.
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Fig. 3. Illustration of SPED map and regions used for parent grain orientation
calculations. The first 20 pixels (64 nm) of each line are removed due to
afterglow effects and are shown as the red hashed area. The mean orientation of
a region 20 pixels wide on each side (shown as green square-hashed regions) is
used as a reference for that particular parent grain when calculating mis-
orientation angles. Size of raw data scan is 1024× 2048 pixels, and only a part
of a full scan is illustrated. Not to scale. (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this
article.)
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maximum values of measured misorientation angle. Pole figures are in
stereographic projection, and all orientations in the corresponding
misorientation map are included. Note that the pole figures only show
the orientations on either side of the grain boundaries in relation to
each other, and should not be correlated to the specimen or scan co-
ordinate axes.

3. Results

TEM studies of the alloy in the undeformed state were performed to
establish a reference for the investigation of the deformed states. Fig. 4
presents TEM images of the microstructure of the alloy prior to de-
formation. The characteristic diffraction contrast of β″ precipitates is
clearly seen in the BF image. The precipitates are oriented with their
longitudinal axis along ⟨100⟩ directions and appear as needles along
[010] and [001], while the ones along [100] are aligned out-of-plane
and appear as dots. When imaged in high resolution TEM (HRTEM),
these cross sections show the β″ crystal periodicity. All cross-sections
observed were consistent with the β″ crystal structure [26]. From

several images similar to the ones presented in Fig. 4a and b, as well as
thickness measurements using electron energy loss spectroscopy, the
average needle length, cross-section area, number density, and volume
fraction were estimated to be = ±l 40 1 nm, = ±σ 19.1 0.8 nm2,
= ±ρ 5556 629#/μm3, and = ±V 0.42 0.05f %, respectively. The BF
TEM image of a HAGB presented in Fig. 4c shows a characteristic GB
PFZ in the undeformed state. Measurements of the PFZ widths of three
different GBs resulted in a mean PFZ width of w=170 nm with a
standard deviation of 40 nm. This standard deviation serves as an es-
timate of the width of the transition zone between PFZ and the grain
interior. PFZ widths of both HAGBs and low angle GBs (LAGBs) were
measured, and no large variations in PFZ width were observed.
Based on conventional BF TEM investigations of the deformed

states, four main features of the deformed PFZ microstructure were
defined. These are “perpendicular dislocations” that span the PFZ,
“dislocation walls” in the transition regions, “PFZ misorientation
bands”, and “PFZ grains”, from now on referred to as (in italic) dis-
locations, walls, bands, and grains, respectively. Specimens compressed
20% or more contain all four features, while the less deformed speci-
mens only exhibit dislocations, walls, and bands. Results from a detailed
investigation using TEM and orientation mapping SPED of four GBs in a
thin foil from a 20% compressed specimen are presented in the fol-
lowing and summarized in Table 2.
Fig. 5 presents WBDF, BF, and orientation mapping data from a

HAGB (parent-parent misorientation φ=24° and CA-GB angle
Φ=−66°) exhibiting PFZs with perpendicular dislocations, i.e. the
dislocations feature, on both sides. The dislocation density inside the
PFZs is much lower than in the grain interiors. As can be seen from the
WBDF and BF images, the projected image-plane traces of the few
dislocations inside the PFZ have relatively high angles relative to the
projected GB trace. Thus, the dislocations appear to be oriented per-
pendicularly to the GB plane. However, the true three dimensional
orientation of the dislocations could not be established. In the WBDF
image in Fig. 5a, the dislocations in the left-hand side PFZ are in-
vestigated. These dislocations can be divided into two groups, “b1” and
“b2”, based on their orientation relative to the GB plane. Other PFZs
with the dislocations feature show similar tendencies. Different→ − →g g3
conditions were investigated, and the “b1” dislocations satisfy the in-
visibility criterion →⋅

→
=g b 0 when → =g [022] is imaged, using the in-

dexing of the inset diffraction pattern in Fig. 5a. Similarly, the “b2”
dislocations disappear when → =g [022] is used as imaging condition.
Therefore, the dislocations in the “b1” group have

→
∥b x[ 11]1 and the

ones in the “b2” group have
→
∥b x[ 11]2 , where x1 and x2 are unknown

Miller indices as only one invisibility condition was found for each set.
Thus, the dislocations in “b1” have different Burgers vectors than the
ones in the “b2” group. Furthermore, it is likely that all the dislocations
in each group have the same Burgers vector. Hence it is clear that the

Fig. 4. Microstructure of the undeformed alloy. In a) the BF TEM image shows
the precipitates along [001] and [010] in aluminium as sets of two parallel lines
of strain contrast and the precipitates along [100] as dots. In b) the HRTEM
image of one cross-section is shown, with parameters for the β″ phase overlaid
[26]. Both a) and b) were acquired in the [100] zone axis of aluminium. Sub-
figure c) shows a representative HAGB with PFZs on either side. The GB is
marked by a red arrow, and the PFZ width w = 170 nm with its standard de-
viation of 40 nm are marked by dashed lines. (For interpretation of the refer-
ences to color in this figure legend, the reader is referred to the web version of
this article.)

Table 2
Summary of the SPED orientation mapping results for the four HAGBs presented
in Figs. 5 to 8 from a specimen deformed to 20% engineering strain. The CA-GB
angle Φ and GB misorientation angle φ for each GB are given, along with the
maximum misorientation θ, and observed features for either side of the GBs.

Figure Φ [°] φ [°] Side θ [°] Feature

Fig. 5 −66 24 Left 1.3 Dislocations
Right 1.9 Dislocations

Fig. 6 64 21 Left 3.8a Dislocations
Right 5.8a Wall

Fig. 7 16 28 Left 7.6 Band
Right 3.0 Wall

Fig. 8 45 38 Left 20.0 Grains
Right 11.6 Grains

a The misorientation values inside the relevant PFZ areas are much lower
than the maximum value. Relevant values are∼1°, and∼2.5°, for the left-hand
and right-hand side respectively.
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PFZ contains relatively few dislocations, and these dislocations can be
separated into sets of different orientation and Burgers vector. Burgers
vector analysis was not performed for other PFZs with the dislocations
feature. Regarding the crystal orientation mapping results, it is clear
that misorientation variations between the PFZs and their parent grain
interiors are very small. This is also easily seen from the pole figure
data, where the orientation measurements for each grain are con-
centrated to very small areas.
Fig. 6 presents data for a HAGB (parent-parent misorientation φ ≈

21° and CA-GB angle Φ=64°) where the PFZ on the left-hand side
contains dislocations, while the PFZ on the right-hand side displays a
wall. In the BF TEM image, the wall is visible as a relatively sharp
contrast change from the precipitate hardened grain interior to the PFZ.
Correspondingly, there is a sharp misorientation change of ≈ 2°–3° at
this boundary in the misorientation angle map. Such an abrupt change
in misorientation angle indicates a local concentration of tangled dis-
locations. The pole figures indicate a slightly larger variation of or-
ientations in the right-hand side grain than in the other grain.
Fig. 7 presents results from a HAGB (parent-parent misorientation

φ=28° and CA-GB angle Φ=16°) with a band on its left-hand side,
clearly seen as contrast in the BF image. Indeed, the misorientation map

shows that this PFZ has developed a misorientation of 4.5° to 7.0° re-
lative to its parent grain. In the PFZ on the other side of the GB, a wall is
present (not visible under the particular conditions of the BF image),
giving this PFZ a misorientation of∼ 2°. The distinction between a wall
and a band is somewhat diffuse, as both features are very similar.
However, a PFZ with a band has larger misorientations than a PFZ with
a wall. While a PFZ with a wall feature is misoriented 2° to 3°, a PFZ
with a band feature is misoriented 4.5° to 7.0°. Additionally, the
boundary between the PFZ and the grain interior tends to be sharper for
a band than a wall. The pole figures show the greater variation of or-
ientations in the left-hand side grain compared to the right-hand side
grain.
Results from a HAGB (parent-parent misorientation φ=38° and

CA-GB angle Φ=45°) exhibiting the last feature, PFZ grains, are pre-
sented in Fig. 8. The GB interface appears jagged and is not as straight
as for the other GBs presented previously. It can be seen from the BF
TEM image that there are regions of different contrast within the PFZ to
either side of the GB. In the misorientation map, these regions show
large misorientations relative to their parent grains. For the right-hand
side, regions of significant misorientations are present only in the lower
part of the PFZ, with misorientations close to 0° at the top, and 3°, 6.5°,

Fig. 5. PFZs exhibiting dislocations. The parent-parent misorientation is φ=24°, and the CA-GB angle is Φ=−66° as indicated by the double arrow in b). Nearly
perpendicular dislocations are present in the PFZs of both grains. The WBDF image in a) was acquired under→ − →g g3 conditions, using the→ =g [020] reflection of the
left-hand side grain as indicated by the inset electron diffraction pattern. Note that the inset electron diffraction pattern was acquired in a [100] zone axis, before
tilting the specimen and electron beam to→ − →g g3 conditions required for WBDF imaging as explained in the Materials section. This tilting also caused the GB plane

to become inclined to the electron beam. The→⋅
→
=g b 0 condition for dislocations “b1” and “b2” is satisfied for→ =g [022] and→ =g [022], respectively. The BF TEM

image in b) shows a larger view of the GB, with a particle labelled “P” as a reference to the WBDF image. No significant misorientation angles can be seen in the map
presented in c). The GB plane is shown as a thin grey line. Note that images b) and c) were acquired with the GB plane edge on to the electron beam. Pole figures of
the (100), (110), and (111) poles are given in d), where 86522 and 103809 data points are included for the left-hand and right-hand sides, respectively.
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8.5°, and 11°, sequentially down along the PFZ. The PFZ on the other
side of the GB contains only regions of high misorientation, with values
ranging from 12° to 20°. In addition, there are some regions with 10°
misorientation that appear more than 200 nm from the GB, indicating
that they have formed just outside the PFZ. Boundaries between regions
are very sharp in the left-hand side PFZ, while they are more diffuse in
the other. However, in all cases the interface between the PFZ grains
and the parent grain is very sharp. The variations in orientations are
very clear in the pole figures as well, where the left-hand side has a
much larger orientation variation.

4. Discussion

The purpose of this study is to investigate how PFZs in a material
behave when the material is deformed, with special emphasis on strain
and crystal orientations. Based on the results obtained, it is clear that
some PFZs can develop significantly different orientations than their
parent grains, while others do not. PFZs may develop dislocations, walls,
bands, or grains.
Regarding the grains that can form in PFZs, it should be noted that

the orientation mapping algorithm can be somewhat misleading when
it comes to the sizes of the grains. First of all, due to the phosphorescent
screen and the resulting afterglow, any given pixel in the SPED data will
consist of a mix of the PED pattern in that pixel and the previous pixels.

This may cause problems when indexing the orientations, and bound-
aries between neighbouring grains tend to smear out in the fast scan
direction. Secondly, if grains are overlapping, the indexing algorithm
will tend to favour one of the orientations. This will occur at GBs in-
clined to the beam direction and influence the apparent sizes and
shapes of the grains. However, when comparing the orientation maps
with the TEM images, it becomes clear that the amount of overlap is
limited, and the shapes and sizes of the grains in the orientation maps
are qualitatively correct.
The features observed here are similar to results published by Jain

[16], Styczyńska and Łojkowski [15], Khadyko et al. [18], and
Schwellinger [4]. Jain [16] observed PFZ microstructures similar to
dislocations and walls in his overaged Al-Mg-Si alloy subjected to cyclic
loading. His results indicate that many more cycles are necessary for the
wall feature to form than for the dislocations. The in situ experiments by
Styczyńska and Łojkowski [15] show that dislocations start by bowing
out from the GB into the PFZ as half-loops at very low strains. These
half-loops are pinned by precipitates at the PFZ boundary, and look
similar to the dislocations feature. The strain that was required for these
half-loops to form in the in situ study was very low, and only a few PFZs
contained them, while other PFZs were unaffected by deformation.
Further deformation caused dislocations to gather along the PFZ edge,
similar to the walls in the present work. The study by Khadyko et al.
[18] considered the same alloy and heat treatment as the present study,

Fig. 6. GB with dislocation wall at the PFZ boundary in one of the grains. The parent-parent misorientation is φ=21°, and the CA-GB angle is Φ=64° as indicated by
the double arrow in a). A dislocation wall, i.e., a wall feature, is seen at the boundary of the right-hand side PFZ in the BF TEM image shown in a). In b) the
misorientation angles in degrees of each grain are shown, and the wall feature of the right-hand side PFZ corresponds to misorientations 2° to 3°. The GB plane is
shown as a thin grey line. Pole figures of the (100), (110), and (111) poles are given in c), where 80514 and 107070 data points are included for the left-hand and
right-hand sides, respectively. The parent orientation of the right-hand side grain is marked by a cross.
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but under tension rather than compression. Dislocations were observed
both inside and outside the neck of the specimens, while walls were only
observed inside the neck. Additionally, bands were sometimes also seen
inside the neck, but less often than walls. These three reports indicate
that walls and bands require higher strains in order to form, compared to
dislocations. The only previous report of features similar to grains known
to the authors, is the one by Schwellinger [4]. In the present work,
grains were only observed in specimens compressed to 20% engineering
strain or more, and they seemed more frequent in specimens com-
pressed to 50% engineering strain. We therefore suggest that the den-
sity of PFZ grains increases with increasing strain.
A full and rigorous discussion on the mechanisms responsible for

each feature is out of scope of the current work. However, a brief dis-
cussion on the evolution of the features is given. Based on our and
previous results it is reasonable to assume that the local strain around
GBs determines what PFZ feature is formed at each particular GB. If a
GB is subjected to low local strains, dislocations are formed, while for
larger strains, walls, bands, or grains are formed. Because the local strain
required for walls is lower than what is required for bands, it follows
that each feature develops from another. As very low strains are re-
quired for dislocations, this is the first feature to form in any PFZ. When
the global strain increases, so does the local strain, and eventually the
walls feature may form where the local strains are large enough.

Similarly, bands will also form once the local strain reaches some cri-
tical value. We therefore propose the following: during straining, dis-
locations are emitted as loops from the GBs and are pinned by pre-
cipitates at the outer edges of the PFZ, and all PFZs develop dislocations
initially. As the deformation continues and GBs experience different
stress and strain states, some PFZs develop walls due to many disloca-
tions emitting from the GB and forming tangles among the precipitates
in the PFZ transition region. This is supported by other studies as well
[15,16]. Upon further straining, some of these walls progress and de-
velop into bands. As strain concentrates yet further at some GBs, the soft
PFZ must form small grains in order to maintain compatibility with the
harder grain interior and the neighbouring grain. It is clear that sig-
nificant strains are required to form the large misorientations related to
grains. Because some GB PFZs develop dislocations, while others develop
grains, there must be large differences in local strains in GB PFZs in
peak-aged AA6060.
The angle between the deformation axis and the GB plane is one

parameter that has proven to influence the localisation of strain in PFZs
[8,18,31], and this angle will then influence which features form at the
different PFZs at a given global strain. For example, the only case of PFZ
grains observed in this study occurred at a GB inclined 45° to the CA,
which would result in maximum shear along the GB and large strain
localisation in the PFZ. However, during deformation of a polycrystal,

Fig. 7. PFZs exhibiting the band and wall feature. The parent-parent misorientation is φ=28°, and the CA-GB angle is Φ=16° as indicated by the double arrow in a).
The BF TEM image in a) shows a band-like contrast in the left-hand side PFZ, while the contrast to the right of the GB is not as regular. In b) the misorientation angles
in degrees of each grain are shown, and the band-like contrast of the left-hand side PFZ corresponds to misorientations 4.5° to 7°, which is labelled as a band feature.
In the right-hand side PFZ, the misorientations indicate that a wall is present. The GB plane is shown as a thin grey line. Pole figures of the (100), (110), and (111)
poles are given in c), where 86568 and 103610 data points are included for the left-hand and right-hand sides, respectively. The parent orientation of the left-hand
grain is marked by a cross.
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the individual grains will change shape and rotate, causing the angle
between the CA and the GB planes to change. Therefore, a GB may pass
through the 45° orientation and strain may localise before the GB ro-
tates away from this critical orientation. It is therefore difficult to
perform systematic studies on the importance of this parameter. The
other features seem to form with no clear dependence on the CA or-
ientation.
The effect of the observed PFZ features on material properties is

challenging to establish. The work hardening in most PFZs is limited,
since most PFZs exhibit the dislocations feature which corresponds to
low dislocation densities compared to their parent grain. Some models,
e.g. the one used by Pardoen and Massart [11], assumes extensive work
hardening potential in PFZs. Such models will not be valid for most
PFZs in peak-aged AA6060. On the other hand, the other three features
will provide additional barriers for dislocation movement, and lead to a
modified work hardening behaviour.
Perhaps most interesting, is the effect of grains on the PFZ strength.

Assuming the PFZ behaves as a polycrystal consisting of grains with
diameter d ≈ w, a Hall-Petch type of approach is reasonable. When a
general polycrystal deforms, dislocations slipping on the same slip
plane will pile-up against grain boundaries which act as dislocation
motion barriers. The shear stress in front of a pile-up increases linearly
with the number of dislocations, and the applied shear stress. Once
enough dislocations have piled-up to initiate slip in the neighbouring

grain, the frontmost dislocation may transmit to the other grain.
However, if the grains in the polycrystal are small, there will be a
limited number of dislocations that can fit inside each grain. Because of
this, a higher stress must be applied in order to transmit dislocations
across grain boundaries. This will strengthen the material, and leads to
the so-called Hall-Petch grain boundary strengthening mechanism ex-
pressed by = +σ σ k d/HP 0 [32,33]. In the Hall-Petch relation, σ0 is the
friction stress, k is a constant describing the strength of the boundaries,
and d is the grain diameter of the material. An identical relationship is
applicable for materials with small cells separated by dislocation walls
[9]. For aluminium alloys, k is in the range ∼ −0.01 0.3 MPa m , de-
pending on the nature of the boundaries and/or cell walls [9,34]. In the
case of PFZ grains, the number of dislocations that may pile-up inside a
single PFZ grain is very limited, and the strength of the PFZ should
increase. Assuming that the PFZ is completely drained of solute, the
friction stress of the PFZ is equal to the flow stress of high purity alu-
minium, i.e. σ0 ≈ 11 MPa [35]. Fig. 9 shows how σHP changes as a
function of d for different values of k. Approximating the PFZ grains as
spherical grains, the equivalent diameters of the different grains present
in the PFZs shown in Fig. 8b were also calculated and are plotted for
reference. It is obvious that for weak boundaries, i.e. k<0.1MPa m ,
the strength of the PFZ is much lower than the flow stress of the alloy.
However, for k ≥ 0.1MPa m , the strength of the PFZ will be com-
parable to the grain interior. The important point in this analysis is the

Fig. 8. PFZ with small regions of high misorientations relative to parent grain orientations, i.e. grains, observed by BF TEM and SPED orientation mapping. The
parent-parent misorientation is φ=38°, and the CA-GB angle is Φ=45° as indicated by the double arrow in a). The PFZs to either side of the GB have formed regions
of different contrast in the BF TEM image shown in a). In b), the misorientation angles in degrees of each grain are shown. The GB plane is shown as a thin grey line.
Pole figures of the (100), (110), and (111) poles are given in c), where 103805 and 82316 data points are included for the left-hand and right-hand sides, respectively.
The parent orientation of the two grains are marked by crosses.
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fact that PFZs with grains may become stronger than the grain interior.
This will cause dislocations approaching from the grain interior to pile-
up against the PFZ. As a result, PFZ grains will screen the GB from pile-
ups and will thus inhibit void nucleation at the GB. On the other hand,
Schwellinger [4] suggested that large dislocation densities at the PFZ
boundaries could provide locations for void nucleation through vacancy
condensation, especially when impinged by slip bands from the grain
interiors. Recent work on pure tantalum suggests that dislocation
structures formed during deformation, rather than pre-existing GBs, are
preferred sites for voids as well [14]. It should be noted, however, that
very large local stresses would be required for voids to nucleate purely
through plasticity and whether or not this may occur at the PFZ
boundary will depend on whether the material favours planar slip.
Thus, while PFZ grains might screen GBs from pile-ups and inhibit void
nucleation, dislocation pile-ups at PFZ boundaries might nucleate voids
there instead.
The different PFZ features found in the present work should be

considered when designing models and simulations. Further work
should include experimental investigations of whether the same fea-
tures appear in alloys with different strengths and PFZ widths, as well
as simulations of the impact of these features on material properties.
Finally, it should be noted that the thin foil preparation of the

specimens might have influenced the microstructure. Especially dis-
locations originally present within PFZs might have escaped as a result
of the thinning process. Therefore, the dislocation density in PFZs ex-
hibiting dislocations may be higher than observed in the present work.
However, it is unlikely that the sample preparation has altered the
original microstructure of the grains feature markedly.

5. Conclusions

A detailed TEM and SPED orientation mapping study of four dif-
ferent HAGBs in the AA6060 aluminium alloy in peak aged condition
compressed by 20% engineering strain has been performed along with a
more general BF TEM study of specimens compressed to 5%, 10%, 20%
and 50% engineering strain. The results show that different PFZs in the
same material can develop significantly different crystal orientations

than their parent grains. We also show that in regions where such or-
ientation differences do not form, the dislocation density inside the PFZ
is much smaller than inside the grains. Four different microstructural
features can be used to describe PFZs in the deformed state. These are
“perpendicular dislocations” that span the PFZs, dislocation “walls”
along the PFZ/bulk transition regions, PFZ “misorientation bands”, and
PFZ “grains”, labelled as dislocations, walls, bands, and grains, respec-
tively. A PFZ with dislocations tends to contain sets of dislocations
parallel to each other, all showing large angles to the GB interface.
Walls are characterized by relatively small misorientation (∼ 3°) be-
tween PFZ and parent grain. PFZ bands are similar to walls, but have a
higher misorientation (between 4.5° and 7°) relative to their parent
grain. PFZ grains are misoriented between 12° and 20° from their parent
grain, and are separated from each other by LAGBs. The different fea-
tures have been observed before, but the misorientations have not been
quantitatively studied in detail. Based on the current investigation and
reports from the literature, it is suggested that the features develop
from each other during deformation. Dislocations appear in PFZs at
small strains, but at larger strains, walls at the transition region between
the PFZ and the grain interior may form. Further deformation results in
PFZ bands. Finally, PFZ grains form at large strains. The local environ-
ment of the individual PFZ, including the angle between CA and GB, GB
misorientation angle, and the orientation of each grain relative to the
CA, is assumed to influence the global strain required to form each
feature at a particular GB PFZ. GBs oriented close to 45° to the loading
axis are suggested to form PFZ grains earlier than other GBs. Future
works should investigate the impact of these PFZ features on material
properties, and whether these features occur in other alloys with dif-
ferent strengths and PFZ widths.
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ABSTRACT

This paper compares the nano-scale structure of β” precipitates in a peak-aged Al-Mg-Si alloy before

and after deformation. Three complementary advanced transmission electron microscopy techniques

are used to reveal the structures and elucidate the interaction between dislocations and β” precipitates.

We show that the needle-like and semi-coherent β” precipitates are sheared several times on different

planes by dislocations during deformation, with no indications that they are bypassed or looped. Our

results suggest that dislocations cut through precipitates and leave behind planar defects lying on planes

inclined to 〈100〉 directions inside the precipitates. Single precipitates are sheared on more than one

intersection, and we propose that the planar defects introduced by the shearing increase the local

precipitate strength.

Introduction

Age-hardenable aluminium alloys, such as the Al-Mg-Si alloys, have a high strength to weight ratio and

offer valuable alternatives to e.g. steels in a number of industrial applications. However, the mechanical



properties of these alloys can be challenging to predict, as they depend on numerous parameters. Therefore,

numerical models are valuable tools for both alloy development and product design in for example5

metallurgical, automotive, and aerospace industries1–4. In this respect, knowledge and understanding

of the underlying physical processes responsible for the mechanical properties are essential. One of

the most important physical processes is the interaction between gliding dislocations and nanoscale

metastable precipitates in the material, as this interaction has a large impact on strength, work hardening,

and fracture5, 6. Because the dislocation-precipitate interactions occur on the nanoscale and at very short10

time intervals, they are not easily accessible for direct study, but can be indirectly studied by comparing

the atomic structure of precipitates before and after deformation.

Precipitates in age-hardenable aluminium alloys are formed toward the end of the heat-treatment

process and serve as obstacles to moving dislocations. They usually start out as small and coherent phases

embedded in the aluminium matrix early in the ageing procedure. With increasing ageing time, they grow15

and change both in structure, composition, and shape. To predict the strength and work hardening of

age-hardenable aluminium alloys, it is necessary to know both the phase, size, shape, and number density

of precipitates as well as the individual dislocation-precipitate interactions for the various precipitate

phases. There are two main types of precipitate-dislocation interactions: bypassing and shearing. Whether

a particular precipitate is bypassed or sheared depends on the phase, size, and shape of the precipitate.20

Dislocations bypass non-shearable precipitates during deformation by looping mechanisms, which

result in various dislocation structures around the precipitate7. For example, the Orowan mechanism

leaves precipitates encircled by dislocation loops that increase the dislocation density and contribute to the

initial work hardening of the material.

When shearable precipitates are cut by dislocations, steps will form on the precipitate-matrix interface25

and various defects inside the precipitate structure can form8. The shearing mechanism is directly linked to

the structure of the precipitate, and different precipitate phases will behave differently during deformation.

For instance, Deschamps et. al.9 observed that both of the lath-like δ ′ and T1 precipitates in an Al-Cu-Li

alloy were shearable, but the T1 precipitates were sheared in single steps only. Slip was localised in the δ ′

strengthened alloy, but not in the T1 strengthened alloy. Hence, even though precipitates in both cases30

were shearable, the mechanism for shearing was different and this affected the mechanical properties. In

2/25



other words, complex shearing mechanisms must be understood for each precipitate phase present in an

alloy.

The precipitates in peak-aged Al-Mg-Si alloys are usually of the β” phase, which is semi-coherent

with the matrix and appear as needles oriented along 〈001〉Al
10, 11. In situ investigations performed on an35

Al-Mg-Si-Cu alloy, containing both needle-like β” precipitates and lath-like L precipitates, suggest that

both shearing and bypassing of precipitates occur at room temperature, and that increasing temperature

facilitates cross-slip and bypassing12, 13. However, whether the lath-like or needle-like precipitates are

sheared was not determined. Donnadieu et. al.14 measured the strain fields around the precipitates and

performed simulations of the dislocation-precipitate interactions. Their results suggest that the lath-like40

precipitates were sheared, and the rod-like precipitates were looped. However, the in situ study by Misumi

et. al15 shows that β” precipitates are shearable, indicating that the strain field simulations by Donnadieu

et. al. might have some shortcomings. Ryen et. al.16 showed that after large deformations, the needle-axis

of β” precipitates changed, indicating that they were uniformly sheared by dislocations. Furthermore,

Poole et. al.17 showed indirectly that β” precipitates are sheared as well, through slip-line and work45

hardening investigations. Hence, there is strong evidence that β” precipitates are shearable. However,

despite these studies, the internal structure of β” precipitates after deformation is still unknown. Studies of

the internal structure of precipitates in plastically deformed materials could provide detailed information

on the interaction between dislocations and precipitates that would be useful for models of strength, work

hardening and fracture of these industrially important alloys.50

The atomic structure of β” precipitates is characterised by stackings of a specific basic unit usually

referred to as a β” "eye"18. The most common arrangement of eyes produces a monoclinic unit cell

(space group C2/m) with a = 1.516 nm, b = 0.405 nm, c = 0.674 nm, and β = 105.3◦, and composition

Mg5Si4Al2, but less common stacking variations produce other unit cells10, 18, 19. The orientation relation-

ship between the unit cell of the most common β” and the matrix is (001)Al ‖ (010)β”,
[
3̄10

]
Al

‖ [001]β”,55

and [230]Al ‖ [100]β”
10, 19.

Shearing of β” precipitates by dislocations is a complex problem. Because the internal structure of

this phase is not compatible with the matrix, the slip systems of the two phases do not match. Hence,

β” eyes cannot be shifted by a matrix Burgers vector and remain well-ordered with respect to unit cells

3/25



above and below the shearing plane. There are therefore two options. Either the atoms in the shearing60

plane must reorganise and form a planar defect (referred to as incompatible shearing), or the eyes must

shift by a compatible shift (referred to as compatible shearing). The planar defect in the former case

disrupts the crystal structure of the precipitate close to the shearing plane, while the precipitate shearing

and matrix deformation in the latter case will be incompatible. This incompatibility, in turn, must be

accommodated by elastic strain fields in the matrix or defects at the interface between the precipitate and65

the matrix. The main difference between the compatible and incompatible shearing processes is that the

latter disrupts the internal structure of the precipitate, while the former disrupts the surroundings of the

precipitate instead. Based on investigations of the structure after shearing, it is thus possible to say which

process has occurred, and possibly what plane the precipitate was sheared on. This will be important

information, especially when considering multiple shearing events and the evolution of the precipitate70

strength during deformation.

Ardell8 describes five different strengthening contributions for shearable precipitates: chemical

strengthening due to steps on the precipitate-matrix interface; stacking fault strengthening due to difference

in stacking fault energies in the two phases; modulus hardening due to difference in elastic modulus of the

two phases; coherency strengthening from the strain field surrounding the precipitates; and order strength-75

ening due to formation of anti-phase boundaries on the shear plane within the precipitate. In the case of

β” precipitates, it seems reasonable that the local order strengthening contribution in the shearing plane

will be the one most affected by shearing if β” precipitates deform by incompatible shearing. Conversely,

if β” precipitates deform by compatible shearing instead, coherency and elastic modulus strengthening

will likely be the ones most affected. Hence, determining if planar defects form in β” precipitates after80

deformation will provide valuable information regarding the strength evolution of these precipitates during

deformation. In addition, because dislocations in Al-Mg-Si alloys may cross-slip and change their glide

plane to {001}Al at room temperature20, it will also be important to determine which planes the possible

planar defects lie on. With this in mind, there are two important questions that should be addressed: on

which planes are β” precipitates sheared by dislocations, and will this shearing of the precipitates introduce85

interfacial or planar defects?

To address these questions, we have studied a lean Al-Mg-Si alloy (Mg + Si less than 1 at.%) in peak
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hardness condition by several advanced transmission electron microscopy (TEM) techniques before and

after plastic deformation in compression to 5%, 10%, and 20% engineering strain. Firstly, precipitates

with their longitudinal axis aligned with the electron beam (i.e. oriented out-of-plane) have been studied90

in high-resolution TEM (HRTEM) and high-angle annular dark field (HAADF) scanning TEM (STEM).

Secondly, precipitates with their longitudinal axis aligned perpendicular to the electron beam (i.e. oriented

in-plane) were investigated by scanning precession electron diffraction (SPED) and non-negative matrix

factorisation (NMF) machine learning21–24. These advanced techniques depend on complex electron

interactions within the material and are succinctly described in the following.95

HRTEM is a technique where the projected crystal structure is imaged through complex electron

interference processes25. The resulting exit wave will be thickness dependent and advanced techniques

are needed to directly infer the projected electrostatic potential26. Nevertheless, the interference between

electrons will depend on the crystal periodicity, as this reflects the periodicity of the electrostatic potential

in the specimen. Hence, HRTEM images will exhibit the same periodicity as that of the projected crystal100

lattice even for a relatively thick crystal. In the present work, HRTEM is used to study the periodicity of

the projected crystal structure of precipitates and especially how the periodicity change after deformation.

If precipitates contain planar defects (incompatible shearing), the projected lattice should become blurred.

If the shearing is compatible with the precipitate structure, the projected crystal lattice should be preserved

after deformation.105

In atomically resolved HAADF STEM, a small and converged electron probe is scanned across a

specimen oriented in a zone axis, and a Z-contrast image is formed by collecting electrons scattered to

high angles27, 28. The electron beam channels along the atomic columns and scatters to high angles with a

probability that increases with the mass of the scattering atoms. Hence, intensities in each pixel in the

resulting image scale with the average Z-number. HAADF STEM images are formed "sequentially" as the110

beam propagates through the specimen, and this leads to challenges when interpreting images of thick

specimens, especially if there are structural variations along the beam direction. For thick specimens,

the channelling process can become quite complex and prevent direct quantitative interpretation of the

image28. Still, HAADF STEM is most sensitive to the structure of the specimen close to the entrance

surface and less sensitive to the structure close to the exit surface. Defects close to the entrance surface115
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will therefore influence the images more than defects close to the exit surface of the specimen. However,

exactly how different defects and interfaces affect the channelling is difficult to predict without also

performing STEM simulations. The main application of the HAADF STEM technique in the current

paper is to verify the atomic structure of the precipitates after deformation. In addition, this technique will

also provide valuable information for future modelling studies. As a final point, it should be mentioned120

that the scanning of the electron probe introduces noise that complicates the interpretation of the data.

The noise can be reduced by acquiring stacks of several short-exposure images of the same area and

then applying various rigid and non-rigid image registration algorithms to the data. Smart Align is a tool

for performing such registrations, and all STEM images shown in this work have been smart-aligned29.

However, conventional STEM images have also been acquired and used to validate the smart-aligned125

images.

SPED is another scanning diffraction technique, but in this case, the electron beam is precessed about

the optical axis to average out dynamical diffraction effects, although some of these effects will still be

present22, 24. Unlike HAADF STEM, where all the electrons scattered to higher angles are collected for

each pixel, SPED collects a complete 2D precession electron diffraction pattern for each scan pixel. The130

resulting dataset therefore has four dimensions: two spatial dimensions (x, y, image), and two reciprocal

space dimensions (kx, ky, diffraction pattern) that contain crystallographic information. The dataset can

be reduced by post-processing by creating virtual images. These images are 2D spatial maps of the

intensity of certain regions in the diffraction patterns. In the case of a virtual bright field (VBF) image, the

intensity within a region containing the direct beam is integrated for each diffraction pattern, and assigned135

to corresponding scan pixels. A VBF image is therefore comparable to a conventional TEM bright field

image, but with reduced dynamical effects. Intensities within annular regions can be chosen to create

virtual annular dark field (VADF) images. These virtual images provide a compact way of visualising the

spatial variation of certain diffraction conditions, without the complexity introduced by dynamical effects

as in conventional TEM imaging.140

An alternative to creating virtual images is to apply machine learning algorithms. In this work, the NMF

algorithm is used to learn the individual parts that make up different diffraction patterns21. NMF factorises

each SPED dataset into a set of factors or basis images. These factors are statistical representations of
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contributions to the different diffraction patterns, and the corresponding loading maps are arrays that

determine how these representations are mixed. NMF is therefore able to extract signals that are very145

weak in individual diffraction patterns, but are statistically significant in the dataset. In this work, NMF

factors corresponding to in-plane precipitates have been manually identified, and their loading maps are

used to highlight in-plane precipitates in VBF images. In addition, VADF images sensitive to precipitate

cross-section scattering are also formed in order to separate these cross-sections from other features in

both the VBF images and the NMF loading maps. This is necessary because the NMF is not completely150

capable of separating the relatively sparse scattering of in-plane needles from the dense scattering of

precipitate cross-sections. Hence, while the HRTEM and HAADF STEM techniques provide information

about the precipitate structures in cross-section, SPED can be used to investigate the precipitate structure

along the length of the needle-shaped precipitate.

Results155

Initial study

An initial conventional TEM bright field study established the need for more advanced characterisation

techniques. As Fig. 1 shows, the bright field contrast in deformed alloys is dominated by dislocations,

making it nearly impossible to study the precipitates. Nevertheless, it is clear that the strain fields around

precipitates, seen as dark regions along the needle lengths in Figure 1a, seem to be suppressed or to160

disappear completely in deformed specimens. This suppression can either be due to a cancellation between

the strain fields of precipitates and dislocations or because the coherency of the precipitates is lost. The

latter indicates the presence of interfacial defects or internal changes inside the precipitate structure. In

some cases, small disturbances in contrast (see Fig. 1b) or slight bends (see Fig. 1d) can be discerned as

well.165

Study of precipitate cross-sections

Figure 2 presents HRTEM images of precipitate cross-sections reflecting the variation in sharpness of

the precipitate projected crystal lattice in each condition. Precipitates in the undeformed state usually

produce HRTEM images where the crystal lattice of the β” precipitate is visible, but a few precipitates
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Figure 1. TEM [001]Al zone axis bright field images of the alloy in (a) the undeformed condition and

after (b) 5%, (c) 10%, and (d) 20% compressive engineering strain. Some precipitates labelled "p" have

been marked, as well as dislocations "d" in some cases. The arrow in (d) shows a bend in one of the

precipitates. Imaged areas are approximately the same as those studied using SPED. The precipitates in

(a) and (d) marked by dashed boxes are studied in greater detail in Figure 5.

appear blurred or with reduced resolution or contrast. This variation is natural, as some precipitates do not170

pass through the entire thin foil and overlap with the matrix, destroying the coherency of the exit wave.

With increasing deformation, precipitate cross-sections appear more and more blurred. This indicates that

the projected crystal lattice of precipitates after deformation is disturbed. After 20% compression, all

precipitate cross-sections appear blurred. In addition, the blurring is not uniform, and the periodicity of

the crystal lattice of the β” precipitate along one 〈110〉Al is usually preserved. This is most clearly seen175

by the inset power spectrum in Fig. 2h. Hence, deformation appears to smear out the projected crystal

lattice of the precipitates, except in one particular direction. It should be mentioned that the projected

crystal lattice of precipitates in the compressed specimens is often too severely blurred to identify the

crystal structure, and some of the imaged precipitates may not be β” precipitates but have other structures.

However, most of the imaged precipitates should be β” precipitates, as this is the predominant phase in180

the bulk microstructure as confirmed by the HRTEM images in the undeformed condition. The blurring

gives precipitate cross-sections in the deformed specimens a more roundish shape and slightly increased

cross-sectional area. Measurements indicate that the mean cross-sectional areas of precipitates are 19 nm2

and 24 nm2 in undeformed and 20% compressed specimens, respectively (see Supplementary Fig. S1

online for histograms).185

Figure 3 presents filtered averages of smart-aligned29 HAADF STEM image stacks of precipitate

cross-sections in specimens from different compression levels. The atomic columns of precipitates are
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Figure 2. Representative [001]Al zone axis HRTEM images of precipitate cross-sections in undeformed

condition (a,e), and after 5% (b,f), 10% (c,g), and 20% (d,h) compressive engineering strain. The global

compression axis lies in-plane. Power spectra of fast Fourier transforms of each image are inset in

top-right corners. The top row (a-d) is representative of precipitates with the sharpest outline and sharpest

lattice, while the bottom row (e-h) is representative of precipitates with the most blurred lattices. In (h),

the missing precipitate frequencies are marked in the fast Fourier transform spectrum by a dashed circle,

and the remaining frequencies are marked by an arrow.

resolved in both undeformed and deformed specimens, and the β” eyes can be easily identified. This

means that the precipitates do not change their overall structure after deformation. However, precipitates

in deformed specimens usually exhibit blurred regions close to some of its edges where the β” eyes cannot190

be identified. The appearance of these regions varies from precipitate to precipitate, and also with the

focus of the electron probe.

Study of the longitudinal precipitate structure

Figure 4 presents results from SPED experiments on specimens in undeformed and 20% compressed

conditions. Precipitates in 5% and 10% compressed specimens show results similar to the 20% compressed195

specimens, and have been omitted for brevity (see the Supplementary Fig. S2, S3, S4, and S5 online for

more detailed presentation of individual NMF factors and loadings for undeformed, 5%, 10%, and 20%

compressed conditions, respectively). VBF and VADF images of the two conditions are shown, along with
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Figure 3. Smart-aligned and filtered [001]Al zone axis HAADF STEM images of precipitates in (a)

undeformed, and after (b) 5%, (c) 10%, and (d) 20% compressive engineering strain. An overlay of the β”
precipitate structure is also included, based on Wenner et al.30. The relative position of the overlaid atoms

in the out-of-plane direction is indicated by full and empty circles, referring to 1/2 ·bβ” and 0 ·bβ”,

respectively. A β” unit referred to as a β” "eye" is circled in yellow in (a). Precipitates in deformed

specimens typically have regions (dashed) with reduced contrast/resolution along some of the edges.

selected precession electron diffraction patterns and NMF results. There are two distinct orientations for

each set of in-plane needle axis orientations. Green pixels show precipitates with their longitudinal axis200

aligned vertically ([010]β” ‖ [010]Al), while red pixels show precipitates aligned horizontally ([010]β” ‖
[100]Al). NMF separates both variants for each orientation of the longitudinal axis. In undeformed

specimens, the SPED results are as expected. Precipitates are surrounded by strain fields and appear

straight with an even distribution of NMF loading intensity. The selected precession electron diffraction

pattern of a precipitate cross-section shows that out-of-plane needles are in a [010]β” zone axis (compare205

with the fast Fourier transform spectra insets in Fig. 2). After 20% compression, however, the precipitates

scatter differently. Firstly, no strain field contrast is observed around in-plane precipitates. Secondly, the

selected precession electron diffraction pattern indicates that scattering from precipitate cross-sections

is suppressed, especially for some of the small scattering angles. Finally, the NMF loading intensities

vary along the needles. This is clear from the loading maps, where the colouring appears segmented and210

irregular. Sometimes, this segmentation appears like a series of spots, and the VADF images must be used

to establish whether a spot is due to a cross-section, or is indeed due to an in-plane needle.

Figure 5 shows a close-up comparison between a needle in undeformed and in 20% compressed

condition. The needles have the same orientation and therefore their most significant NMF loading is also

similar. While the needle in the undeformed specimen shows a clear strain field in VBF, the needle in215

the 20% compressed specimen does not. Instead, this needle shows a dark contrast at one end, which is
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due to a dislocation that is pinned by the precipitate, as seen in Figures 1d and 4g. The NMF loading

intensities of the two needles are also different, being relatively constant in the undeformed specimen,

whereas it varies along the needle in the 20% compressed specimen. There are three plateaus visible in the

NMF loading profile of the needle in the deformed specimen, and these correspond to three regions with220

different intensity in the loading map. This indicates that the different parts of the same precipitate scatter

electrons differently. The interfaces between these parts are also important. They are slanted with respect

to the longitudinal direction of the needle and of significant width. The width of these interface regions

indicates that the interface plane is inclined to the electron beam which travels along [001]Al. Hence, the

interface between the different regions cannot be any of the {001}Al planes. Instead, the
(
11̄1

)
Al

plane225

is more likely, as this will both have a trace along [110]Al in the (001)Al plane, and be inclined to the

electron beam. Because this is one of the primary glide planes for dislocations in the matrix, it is likely

that the regions visible in the NMF loading maps are related to shearing of the precipitate by dislocations

gliding on these planes.

Finally, it should be mentioned that the variation of in-plane needle NMF loadings only means that the230

different regions scatter in different ways. Thus, the actual scattering may vary within the dark segments as

well, as the NMF loadings only show that the scattering in these regions is different compared to the bright

regions. This means that different parts of dark regions may, in principle, also scatter differently from

each other. The intensity of the reflections in the precession electron diffraction patterns corresponding

to in-plane needles is often too weak to be seen in the raw data, and it is therefore not possible to say235

anything about the actual differences between the dark and bright regions in the NMF loadings. It might

therefore be that the total scattering in the dark regions is weaker, or that the dark regions scatter to other

angles.

Discussion

The HRTEM results show that the internal precipitate structure is affected by deformation. Because240

HAADF STEM images show that the precipitate interiors have the expected β” structure, the blurry

HRTEM images cannot be due to an overall structural change. This suggests that when β” precipitates are

sheared, the internal structure must change locally. Such local changes must be planar defects. Furthermore,
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Figure 4. [001]Al zone axis SPED results from undeformed (a-d) and 20% compressed (e-h) specimens.

Single-pixel precession electron diffraction patterns of precipitate cross-sections marked "A" and "B" are

shown in (a) and (e), normalised NMF factors from in-plane precipitates are shown in (b) and (f), VBF

with overlaid normalised NMF loadings are shown in (c) and (g), while precipitate cross-section sensitive

VADF images are shown in (d) and (h). NMF loadings also highlight some precipitate cross-sections and

the VADF images should be used to separate precipitate segments and cross-sections. Green pixels in the

factors and loadings are due to precipitates with [010]β” ‖ [010]Al (vertical orientations), while red pixels

are due to precipitates with [010]β” ‖ [100]Al (horizontal orientations). Precipitates in the deformed

specimen appear segmented, some are marked by white arrows. Blue areas in the NMF factors correspond

to reflections from the aluminium matrix that were masked out during the decomposition. The dashed

circle in (e) marks weak precipitate reflections. The framed precipitates in (c) and (g) are studied in

greater detail in Fig. 5. "C" marks amorphous contamination features formed during SPED alignment and

preliminary SPED scans.
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Figure 5. Close-up comparison between in-plane needles (marked by boxes in Figures 1 and 4) in SPED

scans of undeformed (a-c and g) and 20% compressed specimens (d-f and h). VBF images are shown in

(a) and (d), while NMF loadings corresponding to the factors shown in (g) and (h) are shown in (b) and

(e). Vertical sums (profiles) of the NMF loadings are shown in (c) and (f). Three plateaus are identified in

the profile of the needle in the 20% compressed specimen, labelled 1, 2, and 3. The interfaces between the

regions in (e) that correspond to these plateaus are shown as dashed lines and are approximately along

[110]Al. The NMF factors of the loadings are shown in (g) and (h).
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this means that the shearing is incompatible with the precipitate structure, i.e. that the precipitates are

sheared by matrix Burgers vectors. In addition, the shearing introduces steps at the precipitate-matrix245

interface, which increase the projected cross-sectional area of the precipitates and further blur the edges of

precipitates in HRTEM. Whether the shearing is achieved by a gliding dislocation through the precipitate

or by a collective shift of the precipitate structure is not known however.

Figure 6 summarises our interpretations of the results. This figure illustrates that the steps and planar

defects induced by the shearing may overlap when projected along the needle longitudinal axis. When a250

sheared precipitate is observed along the needle lengths using HRTEM or HAADF STEM, the images

will contain regions that are a mix of β” and matrix structures (from the steps) and disrupted structures

(from the planar defects). The figure also shows schematically how the defects overlap when projected

perpendicularly to the needle longitudinal direction, as is the case in SPED (see Figure 4 and 5). The

NMF results from SPED show that in-plane needles have small regions that scatter as expected, and255

other regions that scatter differently. Our hypothesis is that the planar defects disrupt scattering enough

to make the loadings of the NMF factors of the in-plane needles considerably weaker. This is based on

the fact that the atomic disruptions introduced by a planar defect likely will affect one or two β” eyes

above and below it, and that this region makes out a significant part of the precipitate as the beam travels

through its transverse direction. In addition, the signal from in-plane needles is originally very weak in260

undeformed specimens, and any reduction in this signal will influence the NMF loadings. Hence, wherever

the beam intersects one of these planar defects, the resulting precession electron diffraction pattern will

contain less intensity in corresponding diffraction spots. The width of the interface between the NMF

loading plateaus in the needle in Fig. 5 indicates that the planar defects are observed at an angle, and that

they must lie on any other plane than {001}Al. This is consistent with shearing on {111}Al matrix glide265

planes, and we therefore propose that shearing of β” precipitates does not require cross-slip to e.g. the

{001}Al planes. In addition, due to the interfaces and the large and continuous dark regions (the plateaus

in Figure 5), we suggest that several closely spaced planar defects overlap when needles are observed

along 〈100〉Al and perpendicular to their longitudinal axis, as illustrated in Fig. 6. Repeated shearing

events in the same plane seem unlikely, as this would lead to relatively narrow dark regions in the NMF270

loading maps and bigger steps on the needle interfaces. However, this has not been possible to confirm
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directly. If this interpretation is correct, it will mean that the loss of precipitate strength due to a reduction

in cross-sectional area in the shearing plane is compensated by a local increase in e.g. order hardening in

this plane. This local hardening would then cause dislocations gliding in the same plane to e.g. cross-slip

to nearby planes before shearing the precipitate and introduce new planar defects. As more and more275

planes become sheared, dislocations must cross-slip further and further in order to find an undisturbed part

of the precipitate to shear through. This is in agreement with observations made by Poole et al.17 on an

Al-Mg-Si-Cu alloy and similar to processes proposed for the Al-Cu-Li alloy studied by Deschamps et al.9.

Figure 6. Schematic illustration of a [100]Al section of a sheared β” precipitate and how deformation

induced defects will appear in HRTEM, HAADF STEM and SPED. The precipitates are sheared on

{111}Al planes (marked by the projection of their 〈111〉′Al plane normals), and the shearing planes

become planar defects because these are not slip planes in the β” phase. Each shearing event also creates

steps on the precipitate-matrix interface. Traces of the planar defects and steps are shown in red and blue,

respectively. The cross-sectional view to the left is a projection of the needle along [001]Al, and shows the

defects and steps in projection, with overlap between planar defects and steps shown as magenta regions.

The SPED NMF loading intensity variation of in-plane needles is shown schematically as well and is

explained as the projection of the planar defects along [010]Al. Whether the projection of the steps

influence scattering is not known.

HAADF STEM shows that the atomic structure of the precipitate interiors is unchanged by deformation.

How the blurred regions observed in the HAADF STEM results fit together with the planar defects and280

steps revealed by HRTEM and SPED is challenging to explain. First of all, a sheared precipitate should

contain three different regions when observed along its longitudinal axis; an interface step on one side

where the beam first travels through the matrix and then through the precipitate, an internal region where

the beam travels across the planar defect, and finally a second interface step on the other side where the
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beam first travels through the precipitate and then through the matrix. These three regions are observed285

in the HAADF STEM images in Fig. 3, where an internal well-resolved region lies between two blurry

edges and are schematically illustrated in Figure 6. It therefore seems likely that the blurry regions in the

STEM images are due to the steps, and the well-resolved region corresponds to the area with overlapping

β” structures and a planar defect somewhere in the thickness direction. However, this raises the question:

why does the internal structure of sheared precipitates appear blurry in HRTEM, but well-resolved in290

STEM? If the atomic columns of the precipitate are well-aligned above and below the shearing plane,

the STEM images should show well-resolved β” eyes. However, this would mean that the precipitates

are sheared in a manner compatible with their structure. This is at odds with both the SPED and the

HRTEM results, however, and therefore does not offer a satisfactory explanation. Hence, it is more likely

that the difference between the HRTEM and HAADF STEM results originates from the image forming295

mechanisms. A possible explanation in this regard is that only parts of the precipitate contribute to the

STEM image, as STEM is most sensitive to the specimen closest to the entrance surface. However, if this

was the case, the steps should not be blurry either. The fact that the steps remain blurry and detectable

indicates that the shearing plane lies close enough to the entrance surface to contribute significantly to the

image. The contrast in the STEM images therefore cannot be explained solely by the sequential nature300

of the STEM image forming mechanisms. Another explanation is that the beam channelling conditions

might be very different in the different regions. However, to address this issue, detailed STEM image

simulations coupled with accurate structural models of sheared precipitates are necessary, but out of scope

of the current study.

Our results support observations and experiments done by Poole et al.17 and Ryen et al.16. Poole et al.305

observed macroscopically that β” precipitates must be sheared, but could not observe this directly. This

is not surprising, given the detailed study required for such observations. Meanwhile, the rotations of

the precipitates longitudinal axis observed by Ryen et al. can be explained by several shearing events of

the needles in a preferred direction. In addition, the planar defects observed in the present work provide

information of the shearing process on the sub-nanometre level, which may be used to refine simulations310

that previously only accounted for the precipitates elastic strain fields14. However, some important details

are still missing, but further studies based on atomistic simulations of sheared structures coupled with
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TEM image simulations may provide more detailed insight in the future.

Conclusion

We conclude that β” precipitates in peak hardness Al-Mg-Si alloys are sheared several times by matrix315

dislocations gliding on {111}Al. This introduces planar defects within the precipitates, as the shear is not

compatible with the precipitate structure. The planar defects are not anti-phase boundaries, but their exact

atomic structure is unknown. They are inclined to 〈001〉Al directions and appear to be closely spaced,

but not co-planar, suggesting that dislocations avoid shearing a precipitate in the same plane. These

conclusions are important for further development of models of strength, work hardening, and fracture of320

alloys containing these precipitates.

Methods and Materials

Material

The AA6060 aluminium alloy used in this study has been investigated in several other studies, and the

reader is referred to these previous works for details, while a short summary is presented here31–33. The325

alloy contained 0.422 wt% Si and 0.468 wt% Mg, and was extruded as a 10 mm thick profile measuring 83

mm in width. Cylindrical compression specimens (13 mm in length and 9 mm in diameter) were machined

with their longitudinal direction along the transverse direction (TD) of the profile. These compression

specimens were then solution heat-treated at 540 ◦C for 15 min before being quenched in water. They were

subsequently naturally aged for 15 min at room temperature, and finally artificially aged to peak hardness330

at 185 ◦C for 5 hours. After heat-treatment, the average precipitate length, cross-section, number density,

and volume fraction measured by TEM were l̄ = 40±1 nm, σ̄ = 19.1±0.8 nm2, ρ̄ = 5556±629 #/μm3,

and V̄f = 0.42±0.05%, respectively33. All of the observed precipitates were consistent with the β” phase,

except for relatively few inhomogeneously nucleated precipitates that were of an over-aged character. The

material has an equiaxed grain structure with a strong cube texture and minor Goss components31, 32.335
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Compression tests

Three heat-treated compression specimens were subjected to uniaxial compression at a strain rate of

2×10−4 s−1 in a universal testing machine to a final engineering strain of 5%, 10% and 20%, respectively.

Dow Corning Molykote G-n Metal Assembly Paste was used to reduce the friction at the contact surfaces

between the specimen and the platens, resulting in barrelling less than 6%.340

Thin foil preparation

TEM thin foils were made by sectioning the compression specimens along the extrusion plane so that

the global compression axis lies in the thin foil plane. Sections close to the specimen centres were

mechanically polished down to ≈ 300 μm before standard 3 mm disks were punched out. The disks were

further polished down to ≈ 100 μm before they were electropolished with a standard electrolyte (a mixture345

of 1/3 HNO3 and 2/3 CH3OH) in a Struers TenuPol 5 twin-jet electropolisher. The electrolyte was kept at

−25±5 ◦C, and a voltage of 20 V was applied. The thin foils were plasma cleaned in a Fischinone 1020

Plasma Cleaner for 5 min before the TEM investigations. It should be noted that the preparation of TEM

thin foils and the investigation itself were conducted three years after the completion of the compression

tests. In the meantime, the specimens were stored at room temperature.350

Microscopy

A JEOL JEM2100F operating at 200 kV was used to perform HRTEM and SPED. A Gatan 2k UltraScan

CCD was used for the HRTEM studies. More than 50 precipitates for each condition were imaged in

HRTEM, and representative images reflecting this variation were chosen for this paper. SPED was done by

the NanoMEGAS DigiSTAR system, with a precession angle of 1◦ and precession frequency of 100 Hz22, 24.355

The nominal probe size was 1 nm, and a step size of 1.52 nm was used to scan the specimen. Typical

scan sizes were 400×400 pixels (608×608 nm2). An external Allied StingRay CCD camera binned to

144×144 pixels with 8-bit depth was used to acquire images of the phosphorous screen (showing the

precession electron diffraction patterns) with an exposure time of 40 ms. The exposure time and typical

scan size resulted in acquisition times of approximately two hours.360

A double-corrected cold-FEG JEOL ARM200F operating at 200 kV was used to perform HAADF

STEM imaging of precipitate cross-sections to complement the HRTEM studies. The images were acquired
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using the Smart Align plugin to Gatan Digital Micrograph, and both rigid and non-rigid registration were

used to produce aligned stacks of images formed with a collection angle of 48 – 206 mrad29. HAADF

images presented in this work are averages through these aligned stacks. The scans were conducted with a365

pixel dwell time of 2 μs and with pixel sizes < 8 pm. Typically, 10 or 12 frames were acquired for each

image stack. Conventional HAADF STEM images of each area were also acquired to validate the smart

aligned images.

Analysis

ImageJ was used to measure the cross-sectional area of precipitates from HRTEM images. Only precipi-370

tates in undeformed and 20% compressed specimens were measured. There are significant uncertainties

and error sources connected to these measurements, the largest being difficulties in determining the edges

of precipitate cross-sections in deformed specimens. The relative error in cross-sectional area measure-

ments for precipitates in the deformed state is estimated to be approximately 10%. Only precipitates in a

single grain were measured. The average cross-sectional area measured in undeformed alloys matches375

perfectly that of a previous study, which suggests that the variation in precipitation in different grains is

limited in this material33.

HAADF STEM images were filtered in Fourier space by applying a mask with radius 8.38 1/nm

≈ 1.2 ·d220, where d220 is the reciprocal spacing of the aluminium (220)Al planes. The edge of the mask

had a Gaussian shape with a half-width of 10% of the mask radius. Intensities of all TEM, HRTEM,380

HAADF STEM, and virtual SPED images in this paper have been limited to the 0.01 and 0.99 percentiles

of the data to enhance contrast.

The open-source Python packages HyperSpy and PyXem were used to create VBF and VADF images of

the SPED data34, 35. These virtual images were made by assigning pixel intensities based on the integrated

intensity within certain regions of the corresponding precession electron diffraction patterns. For VBF385

images, this region was 0 – 4.91 ·10−4 mrad (slightly larger than the size of the direct beam), while for

VADF images, intensities within the virtual annulus of 4.83 ·10−4 – 1.29 ·10−2 mrad (from the edge of

the direct beam and up to the edge of the {002}Al reflections) were used.

The same python packages were used to perform unsupervised NMF machine learning of the SPED
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data21. In the current work, the NMF algorithm was used to separate the data into 100 linearly independent390

factors and corresponding loadings. The factors and loadings corresponding to in-plane needles are of

special interest and were extracted from the NMF results by manual examination. This was done by

comparing the factors to simulated kinematic selected area electron diffraction patterns of in-plane needles

of the β” phase, and by considering the corresponding loadings. Electrons propagating perpendicularly

to the needle longitudinal directions may scatter from planes with a relatively large excitation error395

because of the thin needle dimensions. Hence, needles of different phases can scatter quite similarly

when observed edge-on. Therefore, several different phases contribute to the in-plane needle NMF factors

and loadings. Similarly, these factors will also contain some signals that overlap with the signal from

precipitate cross-sections, and the loading maps will therefore also show precipitate cross-sections. VADF

images can be used to identify the cross-sections, and the NMF loading maps should be considered in400

parallel with these.

Distortions in SPED

Because the acquisition time of SPED scans can be quite long (∼hours), specimen drift will distort the

scans and cause a square scan grid to become non-square on the specimen. This distortion is important to

have in mind when considering the SPED results, as it affects angles between objects in virtual images.405

Specimen drift is unavoidable but can vary in severity. Therefore, conventional TEM images have been

used to validate the SPED scans and to make sure that the scan distortions are not too severe. In principle,

the SPED scans can be made to fit the TEM images using affine transformations, but such processing has

not been done in the current work. In addition, the precession electron diffraction pattern is formed on a

tilted screen, and the external camera is also tilted relative to the screen. Hence, the resulting precession410

electron diffraction patterns are also distorted. However, this distortion is of little consequence to the

present study, as the interest is in relative orientations and qualitative considerations.

Data availability

The datasets generated during and/or analysed during the current study are available in the Zenodo

repository, https://doi.10.5281/zenodo.265290636. This repository contains many more415

TEM, HRTEM, and STEM images than shown here, in addition to the smart-align image stacks.
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olution and annular dark field scanning transmission elec-
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Introduction

In a recent study, both high resolution TEM (HRTEM) and annular dark field (ADF) scanning TEM (STEM) techniques
were applied to study the shearimg mechanism of β” precipitates in the age-hardenable Al-Mg-Si alloy system (Chris-
tiansen et al., 2019). The study concluded that these precipitates, which are coherent with the aluminium matrix and
appear as needles (∼ 40 nm long in the present case) along 〈100〉 aluminium directions, were sheared by dislocations
and supports previous studies (Poole et al., 2005; Misumi et al., 2014). The β” precipitate crystal phase usually has
a monoclinic unit cell (a = 15.16 Å, b = 4.05 Å, c = 0.674 Å, and β = 105.3°) with composition Mg5Si4Al2, and the
following orientation relationship to the matrix: (001)Al ‖ (010)b′′ , [310]Al ‖ [001]b′′ , and

[
2̄30

]
Al ‖ [100]b′′ (Edwards

et al., 1998; Andersen et al., 1998; Saito et al., 2018). Because of this structure, the fcc slip systems of the matrix are
not valid for the precipitate phase, and one of the goals of the study was to investigate whether the precipitates were
sheared on the matrix slip systems, or by some other mechanism. While providing evidence that the precipitates are
sheared on matrix slip systems, it was not possible to provide definite answers regarding the distribution of shearing
events along their lengths. In addition, it was not determined how the shear induced steps on the precipitate-matrix
interface affected the HRTEM and ADF STEM images of β” precipitates in deformed specimens. Figure 1 shows some
experimental HRTEM and ADF STEM images. In specimens compressed by 20% engineering strain, the HRTEM im-
ages of precipitates observed edge-on in a [001] matrix zone axis become blurred. In FFT power spectra of these
images, Fourier components along bands parallel to ∼ 〈110〉 matrix directions are weakened. In ADF STEM images
however, some precipitates are blurred, while others remain similar to precipitates in undeformed specimens. Addi-
tionally, many precipitates appear with some atomic resolution, but with dark shadow-like regions surrounding them
on one end. While producing atomic resolution STEM images, the contrast in these images is disturbed compared to
the undeformed case. Features such as blurred wavy lines, or dumbbell-like shapes similar to two merged β” units
can be seen in some cases. Given the many possible variations in both shearing plane, direction and combination
between several shearing events, interpretations of these experimental results are challenging. The thickness of the
specimens was ∼ 60 nm, so that the HRTEM images can not be regarded as a direct projection of the crystal electro-
static potential (Xu et al., 2010), and the Z sensitivity of the STEM experiments is reduced (Hillyard and Silcox, 1993;
Hillyard et al., 1993; Klenov and Stemmer, 2006; Martinez et al., 2018). At the same time, due to both the sequential
image forming mechanisms of ADF STEM, and to the channelling of the convergent beam, the ADF STEM images
are believed to depend greatly on the position(s) of the shearing plane(s). The present study applies multislice TEM
image simulations of rigidly sheared precipitate models in order to better understand the experimental findings, and to
elucidate more details regarding the shearing of β” precipitates. In particular, it is of interest to determine the number
of shearing events required to produce the blurry HRTEM images, while at the same time preserving the ADF STEM
image contrast. Another task is to investigate the role of how shearing events are distributed along the needles, and
how different distributions of shearing events influence the final images.

Methods

The models used in the multislice simulations consist of rigidly displaced β” segments in a matrix of aluminium. To
get an accurate model, the precipitate structure and size is set up using values for bulk β” calculated from density
functional theory (Ninive et al., 2014). The surrounding aluminium matrix is relaxed, after shearing the precipitates,
using molecular statics simulations with LAMMPS (Plimpton, 1995) and the Al-Mg potential by Liu and Adams (1998),
while the precipitate is fixed. Precipitates are sheared n times on a given matrix slip system in different configurations.
The shears are either distributed along the needle lengths, producing n + 1 segments, or they are localised within
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F IGURE 1 Experimental TEM images of β” precipitates, acquired in a [001] zone axis of aluminium. HRTEM
images of precipitates in undeformed and after 20% global compression are shown in a and b, respectively.
Corresponding FFT power spectra of Hann-windowed parts of the images (larger than shown here) are presented
below their respective HRTEM image, in f and g, where Fourier components corresponding to (200) and (020)

aluminium periodicities are indicated. ADF STEM images of precipitates in the deformed state are shown in the
remaining sub-figures. In some STEM images (c, h), the β” unit can be distinguished (dashed circles) and the
precipitates appear similar to the ones in the undeformed condition (not shown). In other images (d, i), a
dumbbell-like shape (marked by "D") reminiscent of two β” units merged together can be seen, while wavy lines
(marked "W") are also present in some cases. Additionally, some precipitates appear as a general blurry contrast (e
and j). All scale bars are 2 nm. HRTEM images were acquired on a JEOL 2100F operating at 200 kV. STEM images
were acquired using a double-corrected JEOL ARM200-F operating at 200 kV, a collection angle of 48.21 – 206.4

mrad and a convergence angle of 27.42 mrad. The STEM images presented here are averages of non-rigidly
registered STEM stacks produced by SmartAlign (Jones et al., 2015).
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either a single plane (producing two segments translated by n �b) or a narrow region (producing two large segments
and several closely spaced smaller segments). Figure 2 shows one of the distributed shear models. In the case of
HRTEM simulations, the complete model is imaged, while the STEM images are simulated for only a small part of the
model in order to reduce calculation time.

F IGURE 2 One of the models used in the study. The β” precipitate embedded in an aluminium matrix has been
sheared n times on a certain slip system at regular intervals (in this case, n = 10 and the slip system is a

2

[
1̄01

]
(111),

but other slip systems are also used in the investigations). For STEM simulations, only a section containing half of
the top precipitate cross-section is used, while the whole model is simulated in the HRTEM simulations. The open
visualisation tool OVITO was used to visualise the models (Stukowski, 2010).

Multislice simulations were carried out using the MULTEM software by Lobato and Dyck (2015); Lobato et al.
(2016), using scattering potentials from Lobato and Dyck (2014). Due to the nature of the problem, relatively large
models are required, which calls for fast and efficient computing. Simulations were therefore performed on a cluster
using NVIDIA TESLA P-100 GPUs. An acceleration voltage of 200 kV, a STEM convergence angle of 27.42 mrad, and
slice thickness of aAl

2 = 2.025 Å was used. The model measured 81.0, 81.0, and 405.0 Å in the x , y , and z directions,
respectively. The atomic potentials were resolved with a sampling size of 2048 × 2048 pixels in the x and y directions,
resulting in a real space resolution of 0.012Å and amaximum scattering angle of 214mrad. A total of 20 randomphonon
configurations were averaged for both STEM and HRTEM simulations, using root-mean-square displacements of Al,
Mg, and Si atom species of 0.1006 Å, 0.1533 Å, and 0.0793 Å, respectively. These values correspond to the Debye-
Waller factors of crystals of the pure elements at 300 K (Peng et al., 1996). For STEM simulations, the probe was
scanned using a step size of 0.162 Å. Because the STEM experiments were conducted on an aberration corrected
microscope, a low spherical aberration coefficient of C3 = −0.3 μm was used in the STEM image simulations. The
HRTEM images, on the other hand, were acquired on an uncorrected microscope, and a relatively large spherical
aberration coefficient of C3 = 40 μmwas used for HRTEM simulations. STEM images were formed from three angular
intervals: 0.0–40.0 mrad, 48.21–206.4 mrad, and 100.0–206.4 mrad, representing bright field, ADF, and high-angle
annular dark field images, respectively. The ADF angular interval is based on the collection angle used in the actual
STEM experiments, and only results from this angular interval will be presented. The other collection angles used
in the simulations were used for verification. In particular, the simulated ADF images appeared qualitatively similar
to the simulated high-angle annular dark field images, indicating that the ADF collection interval produces images
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with sufficiently incoherent contrast. The present study is limited to a qualitative comparison between experimental
and simulated images, as quantitative comparisons are considered challenging due to the large number of possible
permutations of shear configurations.

Results and Discussion

Figure 3 presents multislice image simulations of β” precipitate models after varying degree of total shear, when the
shearing events are distributed along the needle lengths. In the ADF STEM simulation results, the β” unit correspond-
ing to the initial precipitate segment becomes increasingly diffuse with increasing number of shearing events and
decreasing segment thickness. The lower segments are not resolved by ADF STEM, instead these segments reduce
the contrast of the final image and lead to a dark region adjacent to the position of the initial segment. After 5 shearing
events, the β” unit of the initial segment can barely be distinguished. After 10 shearing events, the contrast from the
initial segment vanishes, and the complete precipitate cross section appears like disturbed part of the matrix, with
low contrast. It is therefore clear, that if the precipitates are sheared more than 5 times, they may not be resolved
by ADF STEM, if these shearing events are distributed along the precipitate lengths. In the HRTEM simulations, dy-
namical scattering cause the Mg columns of the undeformed β” precipitate structure to become dark, while the Si
and Al positions remain visible. With increasing shear, the precipitate outline becomes blurred, and the internal con-
trast becomes difficult to interpret. In the corresponding FFT power spectra however, the β” periodicities can still be
seen. After 5 shearing events however, bands of β” spatial frequencies become slightly weaker, and after 10 shearing
events the weakening in these bands is more prominent. The bands are oriented perpendicular to the projection of the
shear direction in the image plane, and pass through the spatial frequency corresponding to the shear direction. By
inspecting the HRTEM images as they evolve through the thickness (not shown) it is clear that the weakening of the
HRTEM Fourier components appear after passing through only three segments, in both the 5 and 10 shearing cases.
It is therefore clear that the spacing between the shearing events is the important factor, and not the total number of
shearing events. As the weakening of Fourier components does not appear in the 3 shearing case, but does appear
in the 5 shearing case, the maximum spacing between shearing events required to weaken the Fourier components
is ≈ 18 – 10 nm (the segment thickness in the 3 and 5 shearing cases, respectively). This means that a certain phase
shift must be produced in the beam, and some degree of through-thickness overlap between β” precipitate segments
and/or the matrix is required, in order to produce simulation results similar to the experimentally obtained images.

Because of the orientation relationship between the β” phase and the matrix, different matrix slip systems will
produce different effects for a given precipitate orientation. Figure 4 presents multislice image simulations of β”
precipitate models sheared 5 times distributed along their lengths, and the effect of different slip systems. Four
slip systems are studied:

[
1̄1̄0

]
/(001),

[
11̄0

]
/(001),

[
1̄01

]
/(111), and

[
11̄0

]
/(111), labelled "S1", "S2", "S3", and "S4",

respectively. Slip systems S1 and S2 will require dislocations gliding on {001} matrix planes rather than the close-
packed {111} planes. While these glide planes are less likely, they can occur at room temperature and will become
increasingly common with increasing temperature (Delmas et al., 2003). Slip system S3 is the same as was studied
in Figure 3. It is clear that different shear directions are more important than the shear plane, at least for the image
forming mechanisms. The precipitate atoms in the current models are not relaxed after shearing, and will hence not
reflect the actual physical interface between two neighbouring segments. Therefore, while the energy required to
shear on {111} and {001} planes may be very different, the image simulations do not capture eventual perturbations
these energies may introduce in atomic positions close to the interface planes. However, the shear directions are
important, as these influence the alignment of atomic columns through the thickness. Shearing on the S1 system (i.e.
almost parallel to [001]β”) produces ADF STEM images where no β” units can be distinguished. However, as discussed
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F IGURE 3 Multislice image simulation results of β” precipitates after different degree of total shear distributed
along their lengths. The precipitate models have been sheared on the

[
1̄01

]
/(111) matrix slip systems in single steps

of �b =
aAl
2

[
1̄01

]
spaced evenly along the length of the needles by a total of 1 (b, h, n), 2 (c, i, o), 3 (d, j, p), 5 (e, k, p),

and 10 (f, l, r) times. Simulation results of an unsheared β” precipitate is shown in a, g, and m. The top row (a–f)
shows ADF STEM simulation results, the middle row (g–l) shows HRTEM simulation results, while the last row (m– r)
shows FFT power spectra of the HRTEM results. Dashed circles in a–e indicate the β” unit. The general morphology
of the precipitate model is indicated by schematic representations above each corresponding column. Total length of
precipitate is 401 Å. Arrows indicate shear direction and magnitude (only direction is indicated for the FFT power
spectra). Fourier components corresponding to (200) and (020) aluminium periodicities are indicated in i.

previously, the β” unit can barely be distinguishedwhen themodel is sheared on the S3 system. Shearing on the S2 and
S4 systems (i.e. almost parallel to [100]β” on (001) and (111) planes) produces images where distinct dumbbell shapes
are visible. These dumbbell shapes appear as two overlapping β” units, similar to the ones observed in experimental
ADF STEM images (see Figure 1 d and i). In the HRTEM images, no clear distinction between the slip systems can
be seen, except from the general morphology and shape changes of the precipitates. The FFT power spectra of the
simulated HRTEM images still show the characteristic suppression of Fourier components, where the bands remain
perpendicular to the shear directions. It is therefore clear that the blurring of HRTEM images depends mostly on the
total shear, while the appearance of ADF STEM images depends on both the total shear and the shear direction.

In order to investigate the role of through-thickness overlap between the precipitate phase and the matrix, two
other sets of models were prepared, labelled "B" and "C". The "B" models are sheared on a single plane 81 Å below the
entrance surface, while the "C" models are sheared on parallel planes distributed within 95 – 142 Å. Figure 5 presents
multislice image simulations of these models, where each model has been sheared a total of 10 times. For the "B"
type models, it is clear that an initial segment of 81 Å contributes significantly to the final ADF STEM image, even if
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F IGURE 4 Multislice simulation results of β” precipitates after 5 rigid translations distributed through the
thickness on different slip systems. Figures a – d show ADF images, figures e–h show HRTEM images, while i–l
show FFT power spectra of corresponding HRTEM images. In the STEM simulations, the scanned region contains
the complete precipitate cross-section in the "undeformed" case, while only half of the initial precipitate segment is
simulated for the sheared precipitates. Dashed circles indicate the β” unit, and "dumbbell" and "wave" features in b
and d are are also indicated. Total length of precipitate is 401 Å. Arrows indicate shear direction and magnitude (only
direction is indicated for the FFT power spectra). Fourier components corresponding to (200) and (020) aluminium
periodicities are indicated in i.

the beam travels through 320 Å of the matrix phase below it. The matrix below this initial segment contributes to the
image by smearing most of the atomic columns. The central atomic columns in the β” units align more or less perfectly
with the matrix columns below, and hence appear bright and sharp. The surrounding Mg and Si columns however,
appear smeared because of their relative shift compared to the matrix columns below. For the lower segment, which
lies below 81 Å of aluminium matrix, the precipitate atomic columns can not be distinguished, but reduce the contrast
of some of the atomic columns while preserving the contrast of others. In the case where the precipitate is sheared on
the S1 slip system, the upper and lower segments are shifted quite far away from each other. The region separating
the two segments in the image plane appears dark in STEM. This is because the strain fields of the two segments shift
the aluminium matrix atoms slightly differently above and below the shear plane. Hence, resolution and contrast is
lost in this region. When the precipitate is sheared on the S2 slip system instead, the two segments barely touch at
one end, and no matrix-region is separating them in the image plane. Instead, the strain field of the lower segment
causes a disturbance of the aluminium matrix below the initial segment, and the contrast in this part of the STEM
image is modified compared to when the precipitate was sheared on the S1 slip system. This modification appears
as a wavy line along the shear direction. In the HRTEM images, not much difference between the two slip systems is
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visible, and the FFT power spectra resemble those of unsheared precipitates. Distributing the shear across a narrow
region does not change the images dramatically, as seen in the results from the "C" type models. The sheared region
is not visible in any of the images, and its main effect is to change the relative thickness of the two segments. The
initial segment has a thickness comparable to the "B" models, while the lowest segment is shorter than the lowest
segment in the "B" models. Hence, only slight contrast perturbations is seen in the ADF STEM images where the
beam has scanned across the lowest segment. Where the beam has scanned the initial segments instead, the contrast
is similar to the "B" models, but the contrast is lower. This is because of the through-thickness overlap between the
initial segment and the thin segments within the sheared region.

F IGURE 5 Multislice simulation results of β” precipitates after 10 rigid translations concentrated (left) or
distributed within a narrow region (right). Figures a – d show ADF images, figures e–h show HRTEM images, while
i–l show FFT power spectra of corresponding HRTEM images. Only a region containing half of the upper precipitate
segment and most of the lowest segment is simulated. Dashed circles indicate the β” unit, and the dashed wavy lines
in b and d indicate a modulated contrast induced by the overlap with the strained matrix below. Total length of
precipitate is 401 Å. Arrows indicate shear direction and magnitude (only direction is indicated for the FFT power
spectra). Fourier components corresponding to (200) and (020) aluminium periodicities are indicated in i.

The number of experimental HRTEM images showing a decrease in Fourier components along narrow bands was
much higher in the deformed case than in the undeformed case, indicating that the decrease of these components are
due to precipitate shearing. The simulated HRTEM images only show a similar decrease in Fourier components if the
precipitate model is sheared with a spacing of ∼ 10 nm, or a frequency of f ∼ 1

10 nm
−1. This frequency corresponds

to 5 times or more for precipitates of length ∼ 40 nm. The local frequency of shearing events can not be too high
either, as the thin segments in the "C" models are incapable of weakening the Fourier components. Additionally, the
segments must overlap through the thickness, indicating that they can not be shifted too much relative to each other.
The multislice simulations therefore indicate that the β” precipitates must be sheared several times, and that these
shearing events must be distributed along the precipitate lengths in some fashion. Of course, during deformation,
precipitates may be sheared back and forth and on different slip systems. It is therefore not possible to say for certain
that each shearing event introduces a single Burgers vector step at the precipitate-matrix interface. However, for
a given strain, only a certain number of dislocations will have sheared a precipitate. If many dislocations localise in
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planes, then the total number of segments is reduced and their spacing is increased (if the localised planes are randomly
distributed along their lengths). Given a shearing event frequency f , and a number of dislocations involved in each
shearing event N , the local strain will be f N | �b |. For f ∼ 10 nm−1, local strain will be large for relatively low values of
N . For N = 2 and N = 3, the local strains will be γ = 0.06 and γ = 0.09, respectively. The local strain required to shear
precipitates so that the FFT power spectra of their HRTEM images exhibit the characteristic band-like suppression of
Fourier components will therefore be very high, if dislocations glide collectively on each glide plane. Distributing the
dislocations along the precipitate length instead of localising themwill cause precipitates to formHRTEM images with
the band-like suppression of Fourier components at lower local strains. The experimental images presented in Figure
1 are from specimens compressed by an engineering strain of 0.2, but similar results were observed for specimens
compressed by engineering strains of 0.1 and 0.05, although the more compressed specimens showed cleared signs of
e.g. weaker HRTEM Fourier components. It is therefore plausible that dislocations shear precipitates in single steps,
but it can not be said for certain. The ADF STEM simulation results (see b and d in both Figure 4 and Figure 5) also
indicate that the first shearing event of precipitates where ADF reveals atomic resolution with "dumbbell" and "wave"
features lies ∼ 10 nm below the entrance surface. This agrees with the shear event frequency of 1/10 nm necessary
to produce HRTEM images that fit experimental results. Hence, both experimental HRTEM and ADF STEM images
indicate that β” precipitates are sheared along their lengths with this frequency.

As a final note, the steps introduced by the shearing events are also of interest. It seems, from the "B" models,
that the coherency between β” and the matrix enables precipitate atomic columns to be resolved by ADF STEM,
even if they do not pass through the complete specimen thickness, as long as the initial segment thickness is above a
threshold. The dark shadow-like regions surrounding the precipitates are due to several lower segments on one side
of the precipitates. Hence, steps on one side of the precipitate will appear dark in ADF STEM (where the segments
overlap through the thickness), while the steps on the other side will appear like a more blurred part of the precipitate
cross-section (where the initial segment overlaps with the matrix below).

Conclusions

Simulated HRTEM and ADF STEM images match experimentally obtained images if the atomic models are sheared
with a frequency ≈ 1/10 nm−1. If the shearing frequency is too high, the phase shift induced in each segment is not
enough to be captured and will not lead to a blurring in the HRTEM images. Furthermore, a too high shear frequency
will cause the first shearing events to lie too close to the entrance surface and render atomically resolved ADF STEM
impossible. Conclusions regarding themagnitude of each shearing event is not possible based on the simulation results
alone. However, given the shearing frequency, the local strain required to produce the observed images must be very
large if several dislocations are involved with each shearing event. Hence, it is unlikely that many dislocations shear
the precipitates on each shear plane. As a final note, shearing events on {001} or {111} planes cannot be distinguished
by observing precipitates edge-on using HRTEM and ADF STEM.
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Abstract

The yielding, plastic flow and fracture of age hardenable aluminium alloys depend on the quench rate to room
temperature after the solution heat-treatment at elevated temperature and before the artificial ageing. We
investigate three AlMgSi alloys with different grain structure and crystallographic texture experimentally to
determine the effects of quench rate (either water-quenching or air-cooling) on the precipitate microstructure
and the mechanical properties, i.e., yield stress, work hardening and ductility. Tensile tests on smooth and
V-notch specimens and Kahn tear tests are performed to study the influence of stress state on plastic flow
and fracture. In addition, finite element simulations of the mechanical tests are performed for one of the
alloys to investigate the validity of an extension of the Gurson model to high-exponent anisotropic plasticity.
Transmission electron microscopy investigations show that the alloys and their precipitation microstructure
are differently affected by the quench rate. Common for the three alloys is that the precipitate free zones
around dispersoids and grain boundaries become larger, and the yield strength of the alloys becomes lower,
after air-cooling than after water-quenching. Due to the lower yield strength and a higher work-hardening
rate after air-cooling, the failure strain is increased for the smooth and V-notch tensile tests. The crack
propagation energy, calculated from the Kahn tear tests, is markedly affected by the quench rate and the
effect is different depending on the grain structure and plastic anisotropy, caused by the crystallographic
texture. The anisotropic porous plasticity model used in the finite element simulations is able to precisely
capture the fracture initiation in all the specimen geometries of the considered alloy, whereas the crack
propagation energies of the Kahn tear tests are slightly overestimated.

Keywords: Quench sensitivity, Ductile fracture, Precipitate free zones, Finite element simulations,
Anisotropic porous plasticity

1. Introduction

Age hardenable aluminium alloys are widely used, such as in car body panels, aeroplane fuselages, and
in load-bearing components for structural applications. High strength and ductility are typically desired for
practical applications, and aluminium alloys are attractive due to their high load-bearing capacity and low
weight. In addition, properties such as good formability and corrosion resistance, combined with a great5

potential for recycling, make them appealing to, e.g., the automotive and offshore industry. The thermo-
mechanical processing of age hardenable aluminium alloys influences microstructural characteristics such
as the grain structure, crystallographic texture and precipitate structure. Thus, by changing the chemical
composition, heat treatment and mechanical processing, one can control the yield stress, work hardening and
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plastic anisotropy of the alloy. While this flexibility is desired, it can also give rise to processing related issues10

such as quench sensitivity. The quench rate after homogenization or the solution heat-treatment can affect
the age hardening capability of these alloys and slower cooling rates can lead to a lower strength [1]. Albeit
high quench rates are favourable to attain preferred mechanical properties, it is not always achievable in
practical applications, and in industry it is a common practice to limit the quench rate to prevent distortion
[2].15

Quench sensitivity is primarily caused by the precipitation of non-strengthening phases on dispersoids
and at grain boundaries during cooling, and the number density of the dispersoids is known to increase
quench sensitivity [1, 2, 3, 4, 5, 6, 7]. Thus, the age hardenable aluminium alloys experience a solute loss
due to this precipitation, and the formation of the strengthening precipitates during the subsequent artificial
ageing is reduced. High strength alloys tend to be more quench sensitive, as the alloying elements provide20

a greater driving force for nucleation of non-strengthening precipitates during quenching [3]. While the
dispersoids contribute significantly to the quench sensitivity of the alloys, they are wanted due to their
ability to delay and hinder recrystallization during the thermo-mechanical processing, which is beneficial for
the mechanical properties of the alloy [8].

Whereas high strength alloys tend to be more quench sensitive, also lean alloys with few dispersoids have25

been observed to exhibit substantial quench sensitivity [2, 3, 9]. Here the quench sensitivity has been linked
to the supersaturation of vacancies, as the high number of vacancies after fast quenching leads to a possible
increased rate of precipitate formation during artificial ageing [4, 7, 10, 11, 12, 13]. This mechanism has
also been found to affect quench sensitivity in alloys with a high content of dispersoids [4].

Due to vacancy and/or solute diffusion, precipitate free zones (PFZs) form around dispersoids and grain30

boundaries in age hardenable aluminium alloys [2, 4, 14]. Since the PFZs lack strengthening precipitates,
these zones are softer than the rest of the grain, but are typically stronger than pure aluminium as the PFZs
retain some solute in solid solution [14]. The PFZs located adjacent to grain boundaries are the location and
probably the cause of intercrystalline fracture [15]. Plastic deformation will localize in these weaker zones
and crack initiation and growth can occur more easily in the PFZs [16, 17, 18, 19]. Due to this localization35

of deformation, the PFZs can develop significant misorientations relative to their parent grains, which in
turn could contribute to the strengthening of the PFZs [20] and thus delay fracture initiation.

In general, a competition between intercrystalline and transcrystalline fracture is observed in age hard-
enable aluminium alloys. It has been reported that the fracture mode may change from transcrystalline to
intercrystalline fracture due to the precipitation of coarse phases on grain boundaries and the formation of40

PFZs, which decrease the fracture toughness of the alloy [17, 21, 22, 23, 24]. As a result, fracture toughness
may be significantly more sensitive to the quench rate than the strength of the alloy [25]. Dumont et al.
[21, 22, 23] studied two 7000 series aluminium alloys using Kahn tear tests and found that a lower quench
rate resulted in a lower fracture toughness, which was a result of the increased intercrystalline fracture
caused by grain boundary precipitation and variations in the work-hardening rate. Morgeneyer et al. [17]45

used synchrotron radiation computed tomography to study the failure mechanism ahead of the crack tip in
Kahn tear tests for a 6000 series aluminium alloy. They found after a slow quench that fracture was mainly
intercrystalline and that there was relatively little damage evolution prior to crack initiation.

In metallic materials, the mechanism for damage evolution and ductile fracture is nucleation, growth
and coalescence of microscopic voids [26]. Voids may nucleate at constituent particles or inclusions either50

by decohesion or by particle cracking [27], or voids may pre-exist in the material [28]. Based on unit cell
calculations using the finite element method (FEM), it has been found that damage evolution and ductile
failure depend on a number of factors including the volume fraction of voids and particles, their distribution
and shape, the plastic anisotropy, strength and work hardening of the matrix material, and on the local
stress state [26]. Modelling of ductile materials is often done using micromechanically motivated homoge-55

nized material models such as porous plasticity models. In these models, the evolution of microstructural
variables is included to describe effects such as material softening. These variables typically account for
physical phenomena occurring at the lower scales of ductile failure. The most renowned model based on
this micromechanical framework, is the model proposed by Gurson [29]. This model is attractive due to
its simple formulation, incorporating only a single microstructural parameter through the volume fraction60

of microscopic voids. The Gurson model has later been enhanced to give better agreement with unit cell
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calculations [30] and extended to include effects such as void nucleation and coalescence [31]. Versions of
the model which take the plastic anisotropy of the matrix material into account have also been proposed
[32, 33].

In this study, the effect of quench rate on the plastic flow and fracture of age hardenable aluminium65

alloys is investigated. Using tensile tests on smooth and V-notch axisymmetric specimens, in addition to
Kahn tear tests, the influence of stress state on the fracture of three AlMgSi alloys with different grain
structure and crystallographic texture is determined. The alloys were solution heat-treated, cooled either in
water or air to achieve different quench rates and artificially aged. It is found that the quench rate affects
the precipitate structure of the alloys differently, and the slower cooling rate typically leads to wider PFZs70

around dispersoids and grain boundaries. In addition, finite element simulations of the mechanical tests are
performed for one of the alloys, using the Gurson [29] model extended by Dæhli et al. [33] to account for
plastic anisotropy. Failure initiation is accurately captured in the finite element simulations, whereas the
crack propagation energy in the simulations of the Kahn tear tests is somewhat overestimated.

2. Materials75

Three aluminium alloys, namely 6060, 6082.25 and 6082.50, are studied experimentally. The chemical
composition of the alloys is given in Table 1. The alloys were provided by Hydro Aluminium as extruded
rectangular profiles with a thickness of 10 mm and a width of 83 mm. Three types of specimens were
machined from the extruded profiles for mechanical testing, see Section 3.1.

Table 1: Chemical compositions of the aluminium alloys in wt%.

Alloy Fe Si Mg Mn Cr Cu Zn Ti Al

6060 0.193 0.422 0.468 0.015 0.000 0.002 0.005 0.008 Bal.
6082.25 0.180 0.880 0.600 0.530 0.150 0.020 0.005 0.011 Bal.
6082.50 0.200 1.020 0.670 0.540 0.001 0.003 0.005 0.010 Bal.

All specimens were solution heat-treated and artificially aged to temper T6 (peak strength). After the80

solution heat-treatment, the specimens were cooled to room temperature using either air-cooling (AC) or
water-quenching (WQ) to attain two different microstructures for each alloy, giving a total of six distinct
materials. The solution heat-treatment consisted of keeping the specimens in a salt bath at 540 ◦C for 15 min,
followed by either water-quenching to room temperature or air-cooling to 50 ◦C followed by water-quenching
to room temperature. In the latter case, the temperature reached 50 ◦C after approximately 20 min with85

air-cooling. Subsequently, the specimens were stored at room temperature for 15 min before the artificial
ageing to temper T6. To obtain the peak hardness condition, the specimens were kept in an oil bath at
185 ◦C for five hours and then air-cooled to room temperature. Figure 1 illustrates the temperature history
of the specimens during the artificial ageing with either air-cooling or water-quenching after the solution
heat-treatment. For each combination of specimen type and heat-treatment procedure, the temperature of90

one of the specimens was logged by a drilled-in thermo-couple.
The three aluminium alloys have different grain structure and crystallographic texture. The grain struc-

ture of the three alloys is shown in Figure 2. The 6060 alloy has a recrystallized grain structure comprised
of equiaxed grains of 60-70 μm and exhibits a cube texture with a minor Goss component. A typical fibrous,
non-recrystallized grain structure is observed for the 6082.25 alloy, which has a cube texture with orienta-95

tions along the β-fibre. These grains are several millimetres long in ED, approximately 150 μm in TD and
10 μm in the ND. In addition, the fibrous grain structure comprises sub-grains approximately 2-10 μm in
diameter. The large elongated, recrystallized grains of the 6082.50 alloy exhibit a rotated cube texture, and
are several millimetres long in ED, about 1-2 mm in TD and 300-400 μm in the ND [34].

For further details about the alloys, the reader is referred to Christiansen et al. [20], Frodal et al. [34]100

and Khadyko et al. [35].
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Figure 1: Heat-treatment of the alloys to temper T6, with either air-cooling (AC) or water-quenching (WQ) after the solution
heat-treatment.

1 mm

ED

ND

(a)

1 mm

ED

ND

(b)

1 mm

ED

ND

(c)

Figure 2: Grain structure of the three alloys: (a) 6060, (b) 6082.25, and (c) 6082.50. Reprinted by permission from Springer
Nature [34].

3. Experimental procedures

3.1. Mechanical testing

In order to study the deformation and fracture mechanisms of these materials, different types of specimens
were tested under quasi-static loading conditions, including cylindrical smooth and V-notch tensile specimens105

and Kahn tear test specimens. Figure 3 shows the geometry of the three types of test specimens. The
specimens were machined from the centre of the extruded profile. The tensile axis of the smooth and V-
notch tensile specimens was oriented along the transverse direction (TD) of the profile. The Kahn tear test
specimens were machined either with the tensile axis along the extrusion direction (ED) or along TD, and
always perpendicular to the thickness direction (ND).110

A displacement-controlled testing machine was used to perform the experiments, and a constant cross-
head velocity of 1.00 mm/min, 0.12 mm/min and 1.00 mm/min were used for the tests on the smooth tensile
specimens, the V-notch tensile specimens and the Kahn tear test specimens, respectively.

An in-house measuring system [34] was used to measure the minimum diameters along ED and ND of
the smooth and V-notch tensile specimens. The force and minimum diameters of the tensile specimen were115

continuously measured during the test until fracture. The current area of the minimum cross-section of the
axisymmetric tensile specimen can be estimated by an elliptical area as

A =
π

4
D1D3 (1)
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Figure 3: Geometry of the test specimens: (a) Smooth tensile specimen, (b) V-notch tensile specimen, and (c) Kahn tear test
specimen with a red line indicating the virtual extensometer used. Dimensions in mm.

where D1 and D3 are the measured diameters in ED and ND, respectively. The true stress over the minimum
cross-section area is then

σt =
F

A
(2)

where F is the measured force. Assuming plastic incompressibility and negligible elastic strains, the loga-120

rithmic strain is given by

εl = ln

(
A0

A

)
(3)

where A0 is the initial cross-section area of the specimen. It is important to note that σt and εl represent
average values over the minimum cross-section area of the tensile specimen.

In the Kahn tear tests, the force F and the cross-head displacement u were tracked continuously during
testing. In addition, the displacement field on the surface of the specimen was obtained by digital image125

correlation (DIC). The displacement v across the crack tip of the Kahn test specimen was extracted using a
virtual extensometer (Figure 3c). In order to quantify the energy required to initiate and propagate a crack
across the Kahn test specimen, the unit initiation energy (UIE) and unit propagation energy (UPE) were
determined for each test. The UIE is calculated by

UIE =
1

bw

up∫
0

F du (4)

where up is the displacement at peak force, b is the initial thickness, and w is the initial minimum width of130

the specimen. Similarly, the UPE is calculated by

UPE =
1

bw

uf∫
up

F du (5)

where uf is the displacement where the force has dropped to 1% of the maximum force [36]. These energy
measures can provide useful insight when investigating a material’s resistance to crack growth, as both
strength and ductility are considered.
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Three tests were conducted for each combination of specimen type, tensile direction and material, i.e.,135

alloy and cooling rate (air-cooling or water-quenching) after the solution heat-treatment. Hence, a total of
18 tensile tests on smooth specimens, 18 tensile tests on V-notch specimens, and 36 Kahn tear tests were
conducted.

3.2. Microstructure characterization

Undeformed samples were anodized at room temperature for 2 min using HBF4 to reveal the grain140

structure under polarized light in the optical microscope. Fracture surfaces of the failed V-notch and Kahn
tear test specimens were investigated in a Zeiss Gemini Supra 55VP FESEM operated at 20kV.

Precipitation in the different alloys was characterized using transmission electron microscopy (TEM).
Thin foils of the materials were prepared using conventional thin foil preparation procedures. Sections from
the undeformed regions of the Kahn tear test specimens were cut using an automated high-speed saw. These145

sections were then polished down to ≈ 300 μm before 3 mm diameter disks were punched out and further
polished down to ≈ 100 μm thickness with a mirror-like finish. A twin-jet Struers TenuPol 3 electropolishing
system operated at 20 V was used to electropolish the disks and provide electron transparent regions for
TEM investigations. The electrolyte consisted of 1/3 HNO3 (nitric acid) and 2/3 CH3OH (methanol), and
was kept at ≈ −25 ± 5 ◦C during the process. Reliable TEM investigations of precipitation require the150

thin foil surface normal to be close to a 〈001〉 direction, i.e., a [001] zone axis is desired at relatively low
specimen tilt. Because the thin foil preparation technique produces specimens with an inherent variation
in quality and the thin areas of the final foils might not contain any grains with a [001] zone axis, several
thin foils from each specimen were prepared. In the 6082.50 alloy, this was especially challenging due to the
abnormally large grains, and electron backscattering in the scanning electron microscope (SEM) was used155

to select sections from the Kahn test specimens. Before TEM investigations, the finished thin foils were
cleaned for ≈ 3 min in a Fischione 1020 Plasma Cleaner.

TEM investigations were carried out on two different instruments. The water-quenched 6060 alloy was
characterized on a Philips CM30 with a LaB6 filament operated at 150 kV in a previous study [20]. The
remaining materials were characterized on a JEOL JEM2100 with a LaB6 operated at 200 kV. The thickness160

of the imaged areas in the thin foils was measured by electron energy loss spectroscopy (EELS), using a
Gatan PEELS model 601 on the CM30 microscope and a Gatan Imaging Filter system on the JEM2100
microscope. Precipitation in the different materials was evaluated by measuring the average needle length,
cross-sectional area, number density, and volume fraction, following the procedure of Andersen [37] and
Marioara et al. [38].165

4. Experimental results

4.1. Initial microstructure

Figure 4 shows TEM bright field images of the undeformed materials. Air-cooling has an adverse effect
on precipitation in all alloys, but the precipitate microstructure of the alloys is differently affected. In the
case of the 6060 alloy, the number density of precipitates is reduced in the air-cooled alloy compared to170

the water-quenched alloy. In the 6082.25 alloy, precipitation becomes very inhomogeneous and is limited
to small regions that contain slightly larger precipitates compared to the water-quenched condition. The
6082.50 alloy also exhibits inhomogeneous precipitation after air-cooling, but not to the same degree as the
6082.25 alloy. Where precipitates have formed in the air-cooled 6082.50 alloy, the local number density is
greater and the precipitates are smaller, compared to the water-quenched condition. Figure 5 presents TEM175

images of the dispersoids responsible for the inhomogeneous precipitation in the two 6082 alloys. Air-cooling
causes dispersoids to nucleate large precipitates and drain their neighbouring region of solute, suppressing
precipitation of strengthening precipitates. Because the number density of dispersoids in the 6082.25 alloy is
greater than in the 6082.50 alloy, the PFZs around dispersoids and grain boundaries (GBs) overlap, resulting
in PFZs that span entire grains and leave only a few regions of sparse precipitation. Dislocations observed in180

the PFZs of this alloy are probably generated due to the constraint that are introduced by the growth of large
precipitates nucleated on dispersoids. In the 6082.50 alloy, the dispersoid density is substantially lower, so
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that strengthening precipitates may form in regions situated a certain distance from each dispersoid. Grain
boundary PFZs are also changed by the cooling rate. Figure 6 presents representative TEM bright field
images of grain boundary regions and surrounding PFZs. The observed trend is that the slow cooling rate185

leads to wider PFZs around grain boundaries, similar to the trend of PFZs around dispersoids. Table 2
summarises the TEM observations, where average numbers for needle length, cross-sectional area, number
density, and volume fractions are presented, along with approximate PFZ widths. Precipitate statistics were
not performed for the air-cooled 6082.25 alloy, due to its severe inhomogeneous precipitate microstructure.
Note that the number density estimate for the air-cooled 6082.50 alloy is an overestimate of the average190

number density, as it is estimated based on the dense precipitation regions. The PFZs around GBs and
dispersoids will reduce the actual number density of precipitates in this alloy after air-cooling.

(a) 6060-AC (b) 6082.25-AC (c) 6082.50-AC

(d) 6060-WQ (e) 6082.25-WQ (f) 6082.50-WQ

Figure 4: TEM [001] zone axis bright field images of precipitation in (a-c) air-cooled and (d-f) water-quenched undeformed
materials. The imaged areas are of comparable thickness and identical scale. Precipitates oriented along [100] and [010] matrix
crystallographic directions, i.e., lying in the paper plane, are visible through the dark strain field in the surrounding matrix.
Precipitates oriented along [001], i.e., out of the paper plane, appear as black dots. Differences in contrast and precipitate
appearance are largely due to different specimen tilt and diffraction conditions.

The main result from the TEM study is that air-cooling reduces the total number density of strengthening
precipitates in all the studied alloys. Preciptiation is less affected by the cooling rate in the 6060 alloy, and
most affected in the 6082.25 alloy where it is almost entirely suppressed. In the 6082.50 alloy, air-cooling195

results in very dense precipitation with large PFZs around dispersoids scattered throughout the grains. This
means that the precipitation microstructure of the 6082.50 alloy becomes inhomogeneous, with soft regions
(dispersoids with PFZs) dispersed in a strong matrix (preciptiate strengthened regions), where the strong
matrix has a strength comparable to the water-quenched state.
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(a) 6082.25-AC (b) 6082.50-AC

(c) 6082.25-WQ (d) 6082.50-WQ

Figure 5: TEM images of precipitation (marked ”P”) around dispersoids (marked ”D”) in the dense 6082 alloys after air-cooling
(a,b), and after water-quench (c,d). The image in subfigure (a) is a medium-angle annular dark field scanning TEM (STEM)
image, while the other images are TEM bright field images. The reason for applying STEM is that the air-cooled condition of
6082.25 contains many dislocations, as indicated, and their strain fields dominate the bright field contrast. Note the difference
in scale between subfigure (c) and the other images.

Table 2: Average estimates of precipitation in the alloys. Precipitation in the air-cooled 6082.25 alloy is inhomogeneous, and
no statistics are available.

Material
Needle length Needle cross-section Number density Volume fraction PFZ width

(nm) (nm2) (#/μm3) (%) (nm)

6060-AC 41.8± 2.4 23.4± 4.2 2839± 272 0.27± 0.02 478± 114
6060-WQ 40.0± 1.0 19.1± 0.8 5556± 629 0.42± 0.05 146± 41
6082.25-AC - - - - 334± 138†

6082.25-WQ 22.9± 0.6 7.0± 0.3 40232± 3563 0.64± 0.05 61± 16
6082.50-AC 26.5± 0.5 8.3± 0.3 53870± 3826* 1.18± 0.08 211± 33
6082.50-WQ 32.1± 2.3 10.2± 0.5 42183± 7534 1.26± 0.14 59± 11

* The precipitation statistics for the air-cooled 6082.50 alloy is from dense precipitate regions, and the number density do
not reflect the inhomogeneous precipitate microstructure.

† PFZs usually span entire grains.
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(a) 6060-AC (b) 6082.25-AC (c) 6082.50-AC

(d) 6060-WQ (e) 6082.25-WQ (f) 6082.50-WQ

Figure 6: TEM bright field images of grain boundaries (marked by ”GB”) and surrounding PFZs in (a-c) air-cooled and (d-f)
water-quenched materials. Black dashed lines mark the PFZ width, while the white dashed lines mark the estimated error of
the PFZ width. The scale in subfigures (a-c) is the same, but for subfigures (d-f) the scale is larger for subfigure (e) than for
subfigures (d) and (f).

4.2. Mechanical response200

4.2.1. Tensile tests on smooth and V-notch specimens

Figure 7 presents the true stress-strain curves from the tensile tests on smooth specimens plotted up
to failure. Three parallel tests were performed for each material. Only two repeat tests were successful
for the water-quenched and air-cooled 6082.50 alloy, as the other specimens failed close to the grip section.
Comparing the two heat-treatments, it is obvious that the strength is lower with air-cooling than with water-205

quenching for all the alloys. The strain to failure is greater with air-cooling than with water-quenching for
the 6060 and 6082.25 alloys. For the 6082.50 alloy, a large scatter is observed in the failure strain for the
water-quenched material, and the failure strain for the air-cooled material is within this range. The scatter
is caused by the large grains of this alloy, as the number of grains across the specimen diameter is small.
Relatively little scatter is observed for the other materials. For the water-quenched materials, the initial210

yield stress is the lowest for the 6060 alloy, while the two 6082 alloys have a higher and similar initial yield
stress, with the 6082.25 alloy a little higher than the 6082.50 alloy. With air-cooling, the initial yield stress
of the 6082.25 alloy is the lowest, and the initial yield stress of the 6060 alloy is between the two 6082
alloys. Thus, the largest difference in strength due to the heat-treatment is observed for the 6082.25 alloy,
see Table 3.215

The stress-strain curves up to failure from the tensile tests on V-notch specimens are presented in Figure 8.
Three repeat tests are shown for each material and the scatter is small. It is evident that the stress level is
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Figure 7: Stress-strain curves from the tensile tests on smooth specimens: (a) 6060, (b) 6082.25, and (c) 6082.50. Simulation
results are shown for the 6082.25 alloy.

Table 3: Initial yield stress at 0.2% plastic strain, σ0.2, from the smooth tensile tests, with standard deviations.

Material σ0.2 (MPa)

6060-AC 132.6± 0.5
6060-WQ 176.4± 2.7
6082.25-AC 113.4± 3.0
6082.25-WQ 327.7± 0.5
6082.50-AC 179.5± 6.4
6082.50-WQ 315.0± 1.3
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Figure 8: Stress-strain curves from the tensile tests on V-notch specimens: (a) 6060, (b) 6082.25, and (c) 6082.50. Simulation
results are shown for the 6082.25 alloy.

elevated in the V-notch specimens compared to the smooth specimens due to the notch strengthening effect,
which is caused by the triaxial stress field in the notch. Similar trends are observed here as in Figure 7,
but the failure strain is clearly lower with water-quenching than with air-cooling in the tensile tests on the220

V-notch specimens—and this holds for the 6082.50 alloy as well. By comparison of Figure 7 and Figure 8,
it is found that the failure strain is substantially lower in the tensile tests on V-notch specimens, due to the
increased stress triaxiality induced by the sharp notch.

Lankford coefficients measured in the tensile tests on smooth and V-notch specimens are given in Table 4.
These coefficients give the ratio between the incremental strains in ED and ND, and thus represent the225

evolution of the cross-section of the specimen with plastic deformation. Small variations in the Lankford
coefficients are observed between the materials with the different cooling rates. For the 6060 and 6082.50
alloys, the air-cooled materials appear to be slightly less anisotropic than the water-quenched materials, in
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Table 4: Measured Lankford coefficients from the smooth and V-notch tensile tests, with standard deviations.

Material Smooth V-notch

6060-AC 3.67± 0.07 1.94± 0.15
6060-WQ 3.95± 0.11 2.04± 0.25
6082.25-AC 0.84± 0.00 0.81± 0.01
6082.25-WQ 1.10± 0.01 0.94± 0.01
6082.50-AC 0.32± 0.09 0.35± 0.04
6082.50-WQ 0.19± 0.05 0.22± 0.06

the sense that the Lankford coefficient is closer to unity, whereas the opposite trend is found for the 6082.25
alloy. The Lankford coefficients obtained from the tensile tests on the smooth and V-notch specimens are230

similar for the two 6082 alloys, while the coefficients for the 6060 alloy are markedly lower in the V-notch
specimens. The latter observation indicates that the plastic flow is strongly influenced by the triaxial stress
field imposed by the sharp notch.

4.2.2. Kahn tear tests

Figure 9 displays the force-displacement curves from the Kahn tear tests. The virtual extensometer235

situated across the notch tip, depicted in Figure 3c, is used to obtain a measure of the notch tip opening
displacement. The differences in strength of the air-cooled and water-quenched materials observed in the
tensile tests on smooth and V-notch specimens are also seen here. The peak force is consistently lower
for the air-cooled than for the water-quenched materials, and thus crack initiation always occurs at a lower
force for the former materials. Variations between the two loading directions are also observed. For the 6060240

alloy, the test in the transverse direction (TD) has the highest peak force, whereas the test in the extrusion
direction (ED) has the highest peak force for the two 6082 alloys. For the 6082.50 alloy, tests along ED give
markedly higher ductility than tests along TD, while the difference for the 6082.25 alloy is small. This large
difference in ductility with loading direction is attributed to the grain structure of the 6082.50 alloy. The
large elongated grains of this alloy, which are several millimetres along ED [34], make the material more245

susceptible to intercrystalline fracture when loaded along TD, see Section 4.3.
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Figure 9: Force-displacement curves from the Kahn tear tests showing the mean curve with the scatter in shaded colour: (a)
6060, (b) 6082.25, and (c) 6082.50. Simulation results are shown for the 6082.25 alloy.

Table 5 presents the unit initiation energies (UIEs) and unit propagation energies (UPEs) calculated
based on the Kahn tear tests, see Equation (4) and (5). Here, the cross-head displacement has been used
to calculate these energies in accord with ASTM [36]. The UIE and UPE are the energies per unit area
required to initiate crack growth and propagate a crack through the material, respectively. Similar values250

of the UIE are found for the same alloy and loading direction. Albeit the force level is significantly lower
for the air-cooled materials than the water-quenched materials, the UIEs are similar, indicating that the
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displacement to crack initiation is larger for the air-cooled materials.

Table 5: Unit initiation energy (UIE) and unit propagation energy (UPE) from the Kahn tear tests, with standard deviations.

Material
UIE (kJ/m2) UPE (kJ/m2)

ED TD ED TD

6060-AC 94.0± 0.7 102.5± 4.0 231.0± 2.0 250.0± 7.1
6060-WQ 87.8± 7.7 109.2± 1.8 249.2± 8.1 267.2± 0.9
6082.25-AC 144.7± 2.7 132.5± 5.8 213.1± 1.1 218.0± 3.2
6082.25-WQ 147.6± 9.9 135.5± 9.5 145.1± 9.1 118.2± 16.0
6082.50-AC 115.9± 3.5 81.6± 3.9 244.8± 24.6 153.6± 16.7
6082.50-WQ 128.3± 5.1 98.9± 5.1 276.2± 18.5 101.5± 3.7

The UPE is greater for the water-quenched material than for the air-cooled material in both loading
directions for the 6060 alloy, suggesting that the water-quenched material has a higher resistance to crack255

propagation. This trend is reversed for the 6082.25 alloy, and the air-cooled material has the greatest
propagation energy in both loading directions. For the 6082.50 alloy, the loading direction has a substantial
effect on the UPE, and this effect is greater for the water-quenched material than for the air-cooled material.
The result is that for the 6082.50 alloy, the water-quenched material has the highest UPE in ED, whereas
the air-cooled material has the highest UPE in TD.260

4.3. Fractography

To get a deeper understanding of the mechanisms involved in the fracture process, a fractographic analysis
of the tested specimens is performed in the SEM. Figure 10 presents the fracture surfaces of the V-notch
tensile specimens for the three alloys with air-cooling and water-quenching. Three distinct fracture surface
shapes are observed, where each alloy exhibits a distinct shape. The 6060 alloy displays a flat diamond-265

shaped fracture surface. A flat circular cross-section is recognized for the 6082.25 alloy, whereas the 6082.50
alloy demonstrates a slant circular fracture surface which is a result of the large grains. The diamond-
shaped fracture surface found for the 6060 alloy is caused by the strong cube texture in combination with
the superimposed triaxial stress field of the V-notch specimen [39]. This diamond-shaped cross-section will
yield inaccuracies in the logarithmic strain measure, defined by Equation (3), for large deformations, as the270

area calculation used in the strain measure is based on an assumption of an elliptical minimum area, see
Equation (1).

Fracture is mainly transcrystalline for the 6060 and 6082.25 alloys, with some areas of intercrystalline
fracture. In contrast, the 6082.50 alloy has substantial amounts of intercrystalline fracture, see also Fig-
ures 11, 12, and 13. In general, the same fracture surface shapes and fracture modes are observed for the275

air-cooled and water-quenched materials in Figure 10. The air-cooled materials have smaller fracture areas
than the water-quenched materials, in agreement with larger fracture strains, see Section 4.2.1. For the 6060
and 6082.25 alloys, the fracture is mainly transcrystalline for both the air-cooled and the water-quenched
materials, whereas the amount of intercrystalline fracture is greater for the water-quenched material than
for the air-cooled material for the 6082.50 alloy.280

Figure 11 shows the fracture surfaces of the Kahn tear test specimens for the 6060 alloy, including the two
loading directions and the air-cooled and water-quenched materials. The fracture surfaces are clearly distinct
and variations are seen between the two loading directions and the two cooling rates. For the materials loaded
along ED, transcrystalline fracture is dominant. In contrast, along TD a considerable amount of the fracture
surface is covered with areas of intercrystalline fracture. As this alloy has equiaxed grains, the more probable285

cause of this difference is the crystallographic texture. The Goss texture component is likely to cause greater
imbalance and stress concentrations between grains when loaded along TD, leading to highly localized
deformation in the PFZs and along grain boundaries. This will in turn lead to different behaviours along
different material orientations as observed for loading along ED and TD. Comparing the different cooling
rates it is evident that the width of the fracture area for the water-quenched material is smaller than that for290
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(a) 6060-AC (b) 6082.25-AC (c) 6082.50-AC

(d) 6060-WQ (e) 6082.25-WQ (f) 6082.50-WQ

Figure 10: Fracture surfaces of the V-notch tensile specimens for the three alloys with air-cooling, AC (top) and water-quenching,
WQ (bottom).

the air-cooled material loaded along ED, suggesting that the water-quenched material has a greater ductility.
For the specimens loaded along ED, the fracture surfaces of the air-cooled and water-quenched materials
are similar, displaying similar dimple structures. A greater difference is observed between the two cooling
rates for the specimens loaded along TD. The air-cooled material has a larger amount of intercrystalline
fracture than the water-quenched material, again suggesting that the water-quenched material has a greater295

ductility.
Figure 12 depicts the fracture surfaces of the Kahn specimens for the 6082.25 alloy, including the two

cooling rates and the two loading directions. The fracture surfaces are similar in all these cases. Tran-
scrystalline fracture is dominant with only minor intercrystalline fracture, i.e., some areas of intercrystalline
fracture can be seen between the large areas filled with dimples formed in the grain interior.300

The fracture surfaces of the Kahn specimens for the 6082.50 alloy, including the two cooling rates and
the two loading directions, are shown in Figure 13. In contrast to the 6082.25 alloy, the 6082.50 alloy clearly
shows distinct fracture surfaces for the different cases. For the tests loaded along ED, only transcrystalline
fracture is seen for the water-quenched material. In contrast, large areas of intercrystalline fracture are
observed for the air-cooled material, indicating a failure mode with lower ductility than for the water-305

quenched material. Larger amounts of intercrystalline fracture are observed for the Kahn specimens loaded
along TD due to the grain structure of this alloy. The large elongated grains, see Figure 2, make the material
less susceptible to intercrystalline fracture in ED as the fracture path is forced through the grains by the
notch of the Kahn specimen. The ratio of intercrystalline to transcrystalline fracture for the specimens
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(a) 6060-AC-ED (b) 6060-AC-TD

(c) 6060-WQ-ED (d) 6060-WQ-TD

Figure 11: Fracture surfaces of the Kahn tear test specimens for the 6060 alloy.

loaded along TD appears to be larger for the water-quenched material than for the air-cooled material.310

Thus, different trends of intercrystalline fracture are seen for the two loading directions. This indicates that
for loading along ED, the water-quenched material is the most ductile, whereas it is the air-cooled material
that is the most ductile when loaded along TD.

Constituent particles can be seen at the bottom of many of the dimples for all materials, indicating ductile
fracture involving nucleation, growth and coalescence of voids. Voids may be nucleated from constituent315

particles either by decohesion or by particle cracking [27], or may pre-exist in the materials [28]. The
6060 alloy contains constituent particles of type AlFeSi, while the two 6082 alloys contain constituent
particles of type AlFeSiMn, and the particles are larger in the two 6082 alloys than in the 6060 alloy [34].
Cracked particles can be found at the bottom of some dimples. These particles cracked during the extrusion
process, and fully or partially cracked particles can be found in undeformed samples [34]. In some areas,320

intercrystalline fracture with a high density of smaller dimples is revealed, it is reasonable to assume that
these dimples are caused by void growth within the PFZ, possibly nucleated at grain boundary precipitates
[19].
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(a) 6082.25-AC-ED (b) 6082.25-AC-TD

(c) 6082.25-WQ-ED (d) 6082.25-WQ-TD

Figure 12: Fracture surfaces of the Kahn tear test specimens for the 6082.25 alloy.

5. Numerical study

5.1. Constitutive model325

In this section, the constitutive relations of the porous plasticity model, which is used in the subsequent
finite element simulations of some of the tests, are outlined. It is assumed that that elastic deformations
are infinitesimal, while plastic deformations and rotations may be finite. A corotational formulation of the
anisotropic porous plasticity model is used, and the components of the Cauchy stress tensor and the rate of
deformation tensor are expressed in a co-rotated coordinate system by330

σ̂ij = RkiσklRlj ∧ D̂ij = RkiDklRlj (6)

where R is the rotation tensor from the polar decomposition of the deformation gradient F. The rate of
deformation tensor D is additively decomposed into elastic and plastic parts

D̂ij = D̂e
ij + D̂p

ij (7)
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(a) 6082.50-AC-ED (b) 6082.50-AC-TD

(c) 6082.50-WQ-ED (d) 6082.50-WQ-TD

Figure 13: Fracture surfaces of the Kahn tear test specimens for the 6082.50 alloy.

where De and Dp are the elastic and plastic rate of deformation tensors, respectively. In the co-rotated
coordinate system, the rate form of the generalized Hooke’s law can be expressed as

˙̂σij =
E

1 + ν
D̂′e

ij +
E

3 (1− 2ν)
D̂kkδij (8)

where D′e is the deviatoric part of the elastic rate of deformation tensor, δij is the Kronecker delta, and E335

and ν are Young’s modulus and Poisson’s ratio, respectively.
Plastic yielding is governed by the heuristic extension of the Gurson-Tvergaard-Needleman model [29,

30, 31] proposed by Dæhli et al. [33], and the yield function takes the form

Φ (σ, p, f) =

(
ϕ (σ)

σy

)2

+ 2q1f
∗ cosh

(
q2σ̂kk

2σy

)
− 1− (q1f

∗)2 ≤ 0 (9)

where σy is the matrix flow stress, f∗ is the effective void volume fraction introduced by Tvergaard and
Needleman [31], and qi are the model parameters suggested by Tvergaard [30]. The equivalent stress ϕ340

is now defined by the Yld2004-18p model proposed by Barlat et al. [40], which accounts for the plastic
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anisotropy of the matrix material, as

ϕ (σ) =

(
1

4

3∑
k=1

3∑
l=1

∣∣∣S(1)
k − S

(2)
l

∣∣∣a
) 1

a

(10)

where a is an exponent determining the the curvature of the yield surface, and S
(1)
k and S

(2)
l are the

principal values of the tensors s(1) and s(2), respectively. The tensors s(1) and s(2) are determined by the
linear transformations345

ŝ
(1)
ij = Â

(1)
ijklσ̂

′
kl ∧ ŝ

(2)
ij = Â

(2)
ijklσ̂

′
kl (11)

where the fourth-order tensors A(1) and A(2) contain coefficients describing the plastic anisotropy [33, 40],
and σ′ is the deviatoric part of the Cauchy stress tensor. The associated flow rule is used, and the plastic
rate of deformation tensor reads

D̂p
ij = λ̇

∂Φ

∂σ̂ij
(12)

where λ̇ ≥ 0 is the plastic multiplier. The matrix equivalent plastic strain is then related to the plastic
power through350

p =

t∫
0

ṗ dt =

t∫
0

σ̂ijD̂
p
ij

(1− f)σy
dt (13)

where f is the void volume fraction.
The flow stress of the matrix material is described by an extended Voce hardening rule

σy = σ0 +
3∑

i=1

Qi

(
1− exp

(
− θi
Qi

p

))
(14)

where σ0 is the initial yield stress, and Qi and θi are parameters controlling the work hardening. Plastic
incompressibility of the matrix material gives the evolution of the void volume fraction as

ḟ = (1− f) D̂p
kk (15)

The effective void volume fraction is given by [31]355

f∗(f) =

{
f if f ≤ fc

fc +
f∗
U−fc

fF−fc
(f − fc) if f > fc

(16)

where fc is the critical void volume fraction where an accelerated void growth is initiated, f∗
U = 1/q1 is

the ultimate value, and fF is the void volume fraction where the material has completely lost its load-
carrying capacity. In the subsequent finite element simulations, element deletion is used to describe crack
propagation, and the element is deleted when f = fF in all integration points.

Finally, the loading/unloading conditions of plasticity are given in Kuhn-Tucker form as360

Φ ≤ 0, λ̇ ≥ 0, λ̇Φ = 0 (17)

whereas the consistency condition, used to determine the plastic multiplier λ̇ in the plastic domain, is
expressed by

λ̇Φ̇ = 0 (18)

The porous plasticity model has been implemented into a user material subroutine (VUMAT) for
Abaqus/Explicit [41]. To ensure sufficient accuracy of the integration point values, sub-stepping is em-
ployed [33].365
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5.2. Finite element modelling and simulations

In the following, finite element simulations of the tensile tests and the Kahn tear tests for the 6082.25
alloy are presented, which are based on the porous plasticity model described in Section 5.1. The other
two alloys demonstrate effects and properties that the porous plasticity model is unable to capture. The
6060 alloy develops a diamond-shaped minimum cross-section in the V-notch tensile tests, see Section 4.3,370

which can only be replicated by crystal plasticity finite element analyses, see Khadyko et al. [39]. Failing
to simulate the correct deformation mode will yield uncertainties in the strain measure and thus on the
calculated failure strain. For the 6082.50 alloy, the less ductile fracture mode observed especially for loading
along TD, see Section 4.3, is poorly described by the porous plasticity model. This model considers growth
and coalescence of voids in a homogeneous solid which is unable to capture the highly localized damage375

evolution and failure mode of intercrystalline fracture.
Isotropic elasticity is assumed in the simulation with a Young’s modulus of E = 70000 MPa and a

Poisson’s ratio of ν = 0.3, which are typical values for aluminium. The standard Tvergaard [30] parameters
q1 = 1.5, q2 = 1 are used to define the pressure sensitivity of the yield surface. As an alternative, these
parameters could have been determined from unit cell computations (see, e.g., [33]) and may depend on,380

e.g., the work-hardening behaviour and plastic anisotropy of the material. Thus, the remaining model
parameters to identify are the anisotropy parameters controlling the shape of the yield surface (Equation (10)
and (11)), the work-hardening parameters (Equation (14)), and the porous plasticity damage parameters
(Equation (16)).

The anisotropy parameters controlling the shape of the yield surface concerning deviatoric stress states385

can be identified either from a large number of experimental tests [42] or from micro-mechanical simulations
[43] by combining crystal plasticity with the finite element method (CP-FEM). The anisotropic yield surfaces
of these alloys have previously been calibrated by Frodal et al. [43] utilising CP-FEM. Figure 14 depicts the
initial yield surface of the 6082.25 alloy for porosity f = 0, together with the normalized initial yield stress
in uniaxial tension, and Lankford coefficients versus tensile direction in the ED-TD plane.
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Figure 14: (a) Initial yield surface of the 6082.25 alloy depicted in the ED-TD plane with contours of normalized shear stress
plotted in 0.1 increments, with the maximum value in the centre, and (b) normalized yield stress and (c) Lankford coefficient
versus tensile direction for uniaxial tension in the ED-TD plane.

390

The finite element meshes of the smooth and V-notch tensile specimens and Kahn tear test specimen are
shown in Figure 15. Due to the orthotropic material symmetry, only one-eighth of the smooth and V-notch
tensile specimens and one-quarter of the Kahn tear test specimen are modelled to reduce the computational
time. Linear eight-node solid elements with reduced integration (C3D8R) are used. The dimensions of the
elements located in the centre of the specimens are 30×40×40 μm3, with the shortest element length along395

the tensile direction. Mass scaling is used to reduce the computational time, and it is ensured that the
response is quasi-static, i.e., that the kinetic energy is negligible compared with the internal energy. The
appropriate symmetry boundary conditions are enforced and loading is applied to the end of the smooth
and V-notch tensile specimens. An analytic rigid pin is used to apply the load onto the Kahn tear test
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specimen, where a friction-less surface-to-surface contact formulation is used between the specimen and the400

rigid pin.
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Figure 15: Finite element meshes of (a) the smooth tensile specimen, (b) the V-notch tensile specimen, and (c) the Kahn tear
test specimen.
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In order to determine the work-hardening parameters of the materials, finite element simulations of the
tensile test on the smooth specimen are run in Abaqus/Explicit combined with the non-linear optimization
software LS-OPT [44]. The parameters of Equation (14) are calibrated by minimising the mean squared error
between the stress-strain curves up to failure from the finite element simulation and the experimental tests.405

During this calibration, the material is assumed to have zero porosity (i.e., f = 0). The work-hardening
parameters of the water-quenched material have previously been determined, and the reader is referred to
Frodal et al. [43] for further details on the calibration process. Table 6 presents the resulting initial yield
stress and the work-hardening parameters, where the parameter set has been adjusted to account for the
minor softening introduced by the initial porosity calibrated below (i.e., f = f0).

Table 6: Initial yield stress and parameters of the work-hardening rule.

Material σ0 (MPa) θ1 (MPa) Q1 (MPa) θ2 (MPa) Q2 (MPa) θ3 (MPa) Q3 (MPa)

6082.25-AC 99.6 2824.3 78.8 153.1 90.8 − −
6082.25-WQ 302.1 489.1 30.1 474.5 28.7 50.4 281.8

410

The damage parameters of the porous plasticity model, including the initial porosity f0, the critical
porosity fc, and the porosity at complete material failure fF , are here calibrated using a similar approach
as with the initial yield strength and the work-hardening parameters. Simulations of tensile tests on the
smooth and V-notch specimens are performed in Abaqus/Explicit, and the distance between the point of
maximum true stress (i.e., the true stress at incipient strain softening) is minimized simultaneously for both415

tests by means of the LS-OPT software. This ensures that the point of failure is precisely captured for both
the tensile tests on the smooth and V-notch specimens. The resulting porous plasticity parameters are given
in Table 7.

Table 7: Porous plasticity parameters, including initial porosity f0, critical porosity fc, and porosity at complete material
failure fF .

Material f0 fc fF

6082.25-AC 1.20 · 10−3 8.39 · 10−3 2.12 · 10−1

6082.25-WQ 1.30 · 10−3 8.38 · 10−3 6.08 · 10−2

The stress-strain curves from the finite element simulations of the tensile tests of the smooth and V-
notch specimens are shown in Figure 7 and Figure 8, respectively. A good agreement is found between the420

numerical and experimental results up to fracture for both the smooth and V-notch specimens, and the
point of maximum true stress is well captured. In the tests of the smooth tensile specimens, the stress level
drops abruptly after reaching the point of maximum true stress. Similarly, the stress level drops rapidly
for the water-quenched material in the finite element simulation, whereas the decrease is less swift in the
simulation of the air-cooled material. In the tests of the V-notch tensile specimens, accelerated damage425

induced softening is observed and the stress level decreases after the point of maximum true stress before
a sudden drop of the stress level occurs. The same trends are seen in the numerical simulations, but the
sudden drop in stress level is somewhat delayed. Thus, more energy is dissipated in the simulations than
in the experiments before the material has lost all of its load-carrying capacity, i.e., the tensile ductility is
somewhat overestimated in the simulations. It should however be noted that predictions of crack propagation430

by element deletion are mesh dependent and more accurate results might possibly have been obtained with
an even finer mesh.

The resulting force-displacement curves from the simulations of the Kahn tear tests are presented in
Figure 9. The peak force is slightly underestimated in the simulations for both the water-quenched and
air-cooled materials, and the drop in the load level is not as steep after the peak force as observed in the435

experiments. In view of the results obtained in the simulations of the V-notch specimen subjected to tensile
loading, it is reasonable to attribute the lower slope of the numerical force-displacement curves and the
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higher energy dissipation during crack propagation to the more ductile failure mode of the finite element
model. In addition, errors in the calibrated yield surface may become apparent for this loading condition.
However, the differences observed experimentally between the water-quenched and air-cooled materials are440

well captured in the simulations, i.e., the predicted load level for the water-quenched material drops below
that of the air-cooled material when the displacement increases.

Figure 16: Contour plot of equivalent von Mises strain during crack propagation in the Kahn tear test of the air-cooled 6082.25
alloy loaded along ED: (left) experiment and (right) finite element analysis. Extracted images from the experiment and finite
element analyses at the same crack opening displacement, see Figure 17.

Figure 16 depicts contours of the equivalent von Mises strain at failure initiation and during crack propa-
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gation in the Kahn tear tests from the experiment and the finite element simulation of the air-cooled 6082.25
alloy loaded along ED. In the experiment, the strain field was calculated based on full-field measurements of445

the surface displacement field using digital image correlation (DIC). The strain fields from the experiment
and the simulation are in relatively good agreement. Highly localized deformation is observed close to the
notch and crack tip, where the equivalent strain is the highest. At peak force �, ”butterfly wing” shaped
contours are seen close to the notch and further away from the notch tip the contours are more circular.
As the crack progresses through the alloy, �-�, the ”butterfly wing” shaped contours persist in front of450

the crack tip. Figure 17 depicts the corresponding image locations on the force-displacement curve for the
air-cooled 6082.25 alloy loaded along ED.
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Figure 17: Force-displacement curve from the finite element analysis of the Kahn tear test with the air-cooled 6082.25 alloy
loaded along ED. Markers correspond to the images in Figure 16.

6. Discussion

From the microstructural investigation in Section 4.1, it is evident that the precipitate structure is
markedly influenced by the quench rate. A slower quench rate, i.e., air-cooling, gives a reduced volume455

fraction of strengthening precipitates within the grains, and wider PFZs at the grain boundaries and around
the dispersoids. The influence of quench rate on the number density, cross-sectional area and length of
the precipitates depends on the alloy. The lean 6060 alloy has a lower number density of precipitates after
air-cooling and the precipitates have a larger cross-section area and length. The air-cooling is detrimental
to the precipitate structure of the 6082.25 alloy, which has a fibrous grain structure with flat, elongated460

grains and small sub-grains, and results in an inhomogeneous microstructure where entire grains are free of
strengthening precipitates. Precipitation in the 6082.50 alloy also becomes inhomogeneous after air-cooling,
consisting of strong regions with dense precipitation resembling the water-quenched state and relatively
large soft regions around dispersoids (due to PFZs around dispersoids).

The reduced number density of precipitates in the air-cooled 6060 alloy is most likely due to diffusion465

of solute and vacancies to GBs and other inhomogeneities in the microstructure. In the 6082.25 alloy, the
inhomogeneous precipitation observed is due to overlapping PFZs from GBs and dispersoids. PFZs around
dispersoids are also the reason for the inhomogeneous precipitate microstructure observed in the 6082.50
alloy. The physical origin of the increased precipitation outside these PFZs compared to the water-quenched
state of this alloy has not been established. This particular aspect is outside of the scope of the current470

article, but should be of interest for future studies.
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Albeit the width of the PFZs increases if air-cooling is used instead of water-quenching in all the three
alloys, the relative increase depends on the alloy and is largest for the high-strength 6082 alloys. The reason
for this observation is the very narrow PFZs in these alloys after water-quenching due to the increased
precipitation potential of high-solute alloys. If one considers the absolute change in PFZ widths instead,475

the PFZs in the 6060 alloy widen more than those in the 6082.50 alloy. However, it should be mentioned
here that there are some challenges in measuring PFZ widths in the dense alloys. In the 6082.25 alloy,
precipitates were rarely observed, and in the 6082.50 alloy, few grain boundaries could be found in the TEM
specimens due to the large grains.

In the following, the physically based model NaMo is used to predict the effect of different cooling480

conditions, grain structures and PFZ widths on the resulting yield strength after the final ageing heat
treatment. NaMo is a combined precipitation, yield strength and work hardening model for 6xxx alloys.
The model predicts the evolution of the precipitate structure for each time step during a non-isothermal
heat treatment based on user-defined inputs including the alloy composition. The relevant parameters from
the precipitate module of NaMo are used to calculate the yield stress and the work hardening rate through485

dislocation mechanics, and a complete stress-strain curve at room temperature can be predicted. The model
has previously been outlined in several publications, see, e.g., [45, 46, 47, 48], and the readers are referred to
these for a comprehensive description of the underlying theory and mathematical framework of NaMo. In
the present article, only some special characteristics of the model, which are related to quench sensitivity,
are described in more details, to explain how the model handles the different grain structures and PFZ490

widths for the alloys in the present investigation.
The model assumes that the alloy consists of two different materials, i.e., PFZ material that forms

adjacent to grain boundaries and dispersoids, and matrix material that forms outside the PFZs. NaMo
estimates the yield stress in each of these zones as well as the overall volume fraction of PFZs in the alloy
based on grain structure data, dispersoid density data and PFZ widths. In the present study, the dispersoid495

density data of the two 6082 alloys has been determined using the Alstruc model [49, 50]. The estimated
dispersoid number densities are 4.6·1019 #/m3 and 1.0·1019 #/m3, and the average dispersoid diameters are
54 nm and 84 nm for the 6082.25 and 6082.50 alloy, respectively. Figure 18 shows how the volume fraction of
PFZs is estimated for the different materials in the present work. For large elongated recrystallized grains,
like the ones in the 6082.50 alloy, the grain structure is illustrated in Figure 18a, where d1 and d3 are average500

grain sizes along the extrusion direction (ED) and thickness direction (ND), respectively. The grain size d2
in the transverse direction (TD) is not shown in the two-dimensional figure, but for the 6082.50 alloy, it is
about the same size as d1. The volume fraction of PFZ, i.e., fPFZ, for this type of grain structure can be
estimated as follows

fPFZ = 1− (d1 − δ)(d2 − δ)(d3 − δ)

d1d2d3
(19)

Here, δ is the total PFZ width, i.e. on both sides of the grain boundary, and it is assumed that δ is the505

same in all the three directions ED, TD, and ND.
The recrystallized grains in the 6060 alloy are assumed to be equiaxed like the one schematically illus-

trated in Figure 18b. In this case, fPFZ can be calculated by substituting d1, d2 and d3 in Equation (19) by
an average grain size d, which gives

fPFZ = 1− (d− δ)3

d3
(20)

Equation (20) is not restricted to recrystallized grains, but can also be used to estimate the volume fraction510

of PFZs associated with the equiaxed subgrain structure of the 6082.25 alloy based on the measured average
subgrain-size.

NaMo also calculates the volume fraction of PFZ associated with dispersoids by assuming that each
particle is encircled by a spherical PFZ. The volume fraction is then simply given as the volume of PFZ for
each particle multiplied by the particle number density Nv as described by the following equation515

fPFZ =
4

3
π
[
(r +Δr)

3 − r3
]
Nv (21)
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Figure 18: Schematic diagram showing the assumed PFZs in the different materials. The hatched regions illustrate precipitates
that form within the matrix material after ageing, while the white regions are PFZs: (a) elongated grains, and (b) equiaxed
grains.

Here r and Δr are the radius of the particle and the width of the PFZ adjacent to the particle surface,
respectively. Note that in the following calculations, the contribution from PFZs around dispersoids is
neglected as the PFZ width around these particles has not been determined in the present work.

In the estimation of the yield stress of the PFZ regions, it is simply assumed that this material does not
respond to any ageing. This means that there is no nucleation of particles in these zones. The yield stress520

is therefore given by the solid solution concentrations of the different elements after the water-quenching
or air-cooling described in Figure 1, as calculated by NaMo. For the matrix material, NaMo calculates the
precipitation and resulting yield stress during the subsequent artificial ageing without any modifications of
the model. In both the PFZ and matrix material, NaMo accounts for the negative effect of the dispersoids
on the resulting yield strength due to coarse β′-type of particles that may nucleate at dispersoids during525

cooling [51]. In the PFZ material, this lowers the solid solution strengthening due to reduced solid solution
concentrations of Mg and Si that are consumed to form these non-hardening particles during the cooling
stage. In the matrix material, this reduction in Mg and Si lowers the hardening potential of the alloy, which
in turn leads to a reduction in yield stress after artificial aging [51].

Finally, when the volume fraction of PFZs and the yield stress in each of the two zones, i.e., matrix and530

PFZ, are known, the resulting yield stress σ0 is simply calculated as follows

σ0 = (1− fPFZ)σM + fPFZ · σPFZ (22)

Here, σM and σPFZ are the yield stress of the matrix material and the PFZ material, respectively. Equa-
tion (22) is obviously a crude approximation of the integrated effect of the two individual materials on the
resulting yield stress. In reality, σ0 depends not only on the individual volume fractions of PFZ material
and matrix material, but also on the spatial distribution and size of the individual PFZs.535

Table 8: Calculated volume fractions of PFZs from grains, subgrains, dispersoids, and the total volume fraction, and calculated
yield stresses, where σM, σPFZ and σ0 are the yield stress of the matrix material, the PFZ material and the overall yield stress,
respectively.

Material
fPFZ (%)

σM (MPa) σPFZ (MPa) σ0 (MPa)
grains subgrains total

6060-AC 2.2 - 2.2 166 90 164
6060-WQ 0.7 - 0.7 191 42 190
6082.25-AC 3.6 42.0 45.6 187 129 161
6082.25-WQ 0.7 8.9 9.6 327 132 308
6082.50-AC < 0.1 - < 0.1 164 107 164
6082.50-WQ < 0.1 - < 0.1 348 129 348
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Table 8 shows the calculated volume fractions of PFZs for the six different combinations of alloy and
cooling rate, and the corresponding yield stresses of the matrix material, the PFZ material, and the overall
yield stress. Figure 19 shows a comparison between the calculated yield stresses σ0 from Table 8, and the
corresponding measured values given in Table 3. It is evident that the agreement between simulation results
and measurements is good, and NaMo seems to capture the effect of alloy composition, grain structure, PFZ540

widths and cooling rate on the resulting yield stress with a good degree of accuracy.
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Figure 19: Comparison between the measured (Table 3) and calculated (Table 8) yield stress for the different alloys and cooling
conditions.

The predictions of yield stress from NaMo are very close to the experimental values for all the alloys and
heat treatments. In the 6060 alloy, NaMo predicts an overall reduction in precipitate strengthening upon
air-cooling, and the effect of PFZs is low. In the 6082.25 alloy, the dramatic increase in PFZ volume fraction
is responsible for the much lower yield stress of the air-cooled alloy compared to the water-quenched alloy.545

For the 6082.50 alloy, NaMo predictions are also good. In this case, NaMo predicts an overall lower number
density of precipitates in the air-cooled alloy compared to the water-quenched alloy, which is responsible
for the reduction in yield stress, as the volume fraction of PFZs are estimated to be relatively low. The
TEM investigations indicated, however, that σM should be relatively similar for both the air-cooled and
water-quenched states of this alloy, and that the inhomogeneous precipitate microstructure observed after550

air-cooling should increase the volume fraction of PFZs. It appears that the complex precipitation behaviour
of this alloy is not captured by NaMo, and that the inhomogeneous distribution of precipitates and PFZs
around dispersoids leads to a state of complex yielding and plastic flow in the material. This complex
microstructure will probably affect the response observed in the tensile tests, and may explain the greater
work-hardening rate in the air-cooled state compared to the water-quenched state of the 6082.50 alloy.555

Because the precipitation in these two materials primarily differs with respect to PFZs around dispersoids,
making the air-cooled microstructure quite inhomogeneous, the difference in work hardening may be related
to storage of dislocations within soft PFZs around hard impenetrable particles. Kawabata and Izumi [52]
showed that the initial yield stress and plastic deformation of materials can depend on the PFZs, and of the
strength difference between precipitate strengthened regions and PFZs. In particular, they suggested that560

early strain localization can lead to a high initial work-hardening rate and that this effect can increase with
increasing PFZ size. This is in agreement with our experimental findings, where a higher work-hardening
rate is observed for the air-cooled materials.

In previous studies on various aluminium alloys, the tensile ductility has been found to decrease with
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increasing yield strength for similar grain structure [53, 54, 55, 56]. Consistent findings are made in this565

study, i.e., the tensile tests on air-cooled smooth and V-notch specimens give higher failure strain than those
on water-quenched specimens. A plausible explanation for this finding is that the higher yield strength of
the water-quenched materials accelerates void nucleation at constituent particles [26]. In addition, the work-
hardening rate is greater for the air-cooled than for the water-quenched materials, see Figure 7 and Table 6,
which is typically observed when the yield strength is reduced. The higher work-hardening rate of the570

air-cooled materials contributes to distributing the plastic deformation over a larger area of the specimen
which delays necking, plastic localization and ductile fracture [57].

The crack initiation energies (UIEs) for the 6060 and 6082.25 alloys are similar for the air-cooled and
water-quenched materials, see Table 5. As the peak force of the Kahn tear tests is lower after air-cooling, see
Figure 9, the displacement to fracture initiation is larger than after water-quenching. This is consistent with575

the observed higher tensile ductility after air-cooling from the smooth and V-notch specimens. In contrast,
air-cooling gives a slightly reduced crack initiation energy for the 6082.50 alloy compared to water-quenching.

The crack propagation energies (UPEs) are significantly affected by the quench rate for all the three
alloys. For the 6060 alloy, the energy required for crack propagation is lower for air-cooling, but the
difference in UPE compared with water-quenching is of the same magnitude as the difference in UPE580

between loading along ED and TD. Thus, the effect of quench rate on the UPE is equally large as the effect
of plastic anisotropy for this alloy. Albeit a significant amount of intercrystalline fracture is observed for
loading along TD, see Figure 11, the UPE is higher than what was observed for loading along ED, where
very little intercrystalline fracture was observed. This indicates that the plastic anisotropy, caused by the
crystallographic texture, has a significant influence on the UPE for this alloy having equiaxed grains. While585

the UPE is reduced after air-cooling for the 6060 alloy, it is drastically increased after air-cooling for the
6082.25 alloy compared with water-quenching. This suggests that the microstructure of this alloy after
air-cooling, comprised of precipitate-free regions spanning entire grains, is favourable for the tear resistance
compared to the water-quenched condition where the material consists of hard precipitate-strengthened
grains surrounded by thin PFZs. For the 6082.50 alloy, the UPE is lower for the air-cooled material when590

loaded along ED and markedly higher when loaded along TD compared with the water-quenched material.
These findings can be linked to the amount of intercrystalline fracture observed on the fracture surfaces,
see Figure 13, as the intercrystalline fracture reduces the UPE [21, 22, 23, 17]. When the water-quenched
material is suseptible to intercrystalline fracture, as the 6082.50 alloy is when loaded in TD, air-cooling
increases the UPE by decreasing the amount of intercrystalline fracture. This is likely due to the increased595

capacity of wider PFZs to alleviate stresses ahead of slip bands, as suggested by Kawabata and Izumi [52]
and Ryum [58]. However, when the water-quenched material is not susceptible to intercrystalline fracture,
i.e., when the 6082.50 alloy is loaded in ED, air-cooling reduces the UPE despite a lower yield stress, by
promoting intercrystalline fracture instead. In this case, the increased amount of intercrystalline fracture
may be related to strain localization and preferential deformation in the wider PFZs, or the increased number600

of large particles (precipitates on dispersoids) that may act as void nucleation sites [59].
The porous plasticity model is capable of describing the plastic flow and failure initiation in the tensile

tests on smooth and V-notch specimens with good accuracy, while the crack propagation speed is underes-
timated, i.e., the stress level in the simulations drops more gradually than in the experiments. The failure
initiation is well predicted also for the Kahn tear test specimen, although the peak force is slightly under-605

estimated, most probably due to inaccuracies in the calibrated yield surface. During crack propagation, the
predicted force level is higher than that observed experimentally and the dissipated energy due to plastic
deformation is overestimated. In the numerical simulations, the crack propagation is predicted by element
deletion, and as such the crack tip radius is governed by the element size, rendering the crack propagation
highly mesh dependent. As a result, the adopted failure modelling approach, i.e., combining porous plasticity610

with element erosion, is best suited for situations where the mechanisms of damage evolution and fracture
are not as localized as in the Kahn tear test. However, it is assumed that the results could be improved by
further decreasing the mesh size and thus increase the crack propagation speed in the simulations, see e.g.
Besson [60] for a detailed discussion of mesh size sensitivity in finite element simulation of ductile fracture.
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7. Concluding remarks615

The role of quench rate after the solution heat-treatment on the plastic flow and fracture of three
aluminium alloys was studied by conducting tensile tests on smooth and V-notched specimens as well as
Kahn tear tests. The three AlMgSi alloys considered, i.e., 6060, 6082.25 and 6082.50, had different grain
structure, grain size and crystallographic texture. The alloys were differently affected by the quench rate,
as obtained by water-quenching or air-cooling. The TEM study showed that air-cooling is detrimental for620

precipitation in all alloys. In lean alloys, like the 6060 alloy, the detrimental effect is due to an overall
reduction in precipitate number density and slightly coarser precipitates. In dense alloys that contain
dispersoids, like the 6082 alloys, PFZs around the dispersoids become much wider after air-cooling. If the
density of dispersoids is high and the grain size is small, such as in the 6082.25 alloy, the PFZs of adjacent
dispersoids overlap, and due to the small grain and subgrain size in this material, entire grains can become625

free of precipitates. If the density of dispersoids is low and the grain size is relatively large, as in the 6082.50
alloy, PFZs around dispersoids do not necessarily overlap, resulting in an inhomogenous microstructure
consisting of strong regions of dense preciptiation a certain distance from dispersoids that are surrounded
by wide PFZs. Air-cooling gave consistently larger precipitate free zones around both GBs and dispersoids
in the three alloys than water-quenching.630

The changes in the precipitatate microstructure affects the initial yield stress, and air-cooling gave a lower
yield stress for all three alloys. These changes were captured by the nanostructure model NaMo with good
accuracy. In all materials, NaMo was able to predict correct precipitation and strengthening contributions,
except for the air-cooled 6082.50 alloy where a homogeneous reduced precipitation was predicted. In this
material, the microstructure is highly complex and inhomogeneous, which is not easily captured by such635

models. The plastic behaviour of this material is possibly linked to a complex interplay between the soft
PFZs and hard precipitate strengthened regions.

In the Kahn tear tests, the displacement to crack initiation was larger for the air-cooled materials, as the
crack initiation energies were similar for different quench rates, but the peak force was drastically reduced.
The crack propagation energy was markedly affected by the quench rate after the solution heat-treatment,640

but the effect was different for the different alloys. Compared with water-quenching, air-cooling led to
lower crack propagation energy for the 6060 alloy and higher crack propagation energy for the 6082.25 alloy,
where entire grains are free of strengthening precipitates due to the slow cooling. For the 6082.50 alloy,
the influence of quench rate on the crack propagation energy was different for the two loading directions,
i.e., either along the extrusion direction or along the transverse in-plane direction, and can be linked to the645

amount of intercrystalline fracture observed on the fracture surface, as intercrystalline fracture reduces the
crack propagation energy.

The anisotropic porous plasticity model used in the finite element simulations was able to precisely
capture the fracture initiation in all the specimen geometries for the 6082.25 alloy. Albeit the dissipated
energy due to plastic deformation was overestimated during crack propagation, the overall response was650

well captured, and the porous plasticity model was able to account for the influence of quench rate. The
6060 and 6082.50 alloys demonstrated effects and properties that the porous plasticity model was unable
to describe. Thus, there is a need for more advanced physically-based models which are able to account
for both the complex anisotropy of textured aluminium alloys and intercrystalline fracture due to the grain
boundary PFZs in these materials.655
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Chapter 5

Conclusion and outlook

Advanced TEM techniques have been used to characterise aluminium alloys after

deformation. SPED has been a very widely applied technique due to its sensitivity,

versatility, and ability to quantitatively study larger areas than traditional TEM

techniques, but HRTEM and atomic resolution STEM have also been used for

detailed studies. The results of the thesis can be divided into two main parts; study

of PFZs and study of dislocation-precipitate interactions in Al-Mg-Si alloys. These

two parts are connected due to their coupling in terms of localisation of stress and

strain, and ultimately are two important parts of ductile failure mechanisms. In this

chapter, conclusions from these two studies are drawn, and suggestions for further

work are discussed.

5.1 Precipitate Free Zones

The deformation mechanisms in PFZs are varied and complex, and depend on a

number of factors. Paper 1 showed that the dislocation density in PFZs of the par-

ticular alloy is usually low, but that various features can develop [88]. Some of

these features consist of dislocation accumulation at the transition region between

PFZ and grain interior, which results in a misorientation between the PFZ as a

whole and the grain interior. However, some PFZs can develop subgrains of high

misorientation ∼ 20◦ relative to the grain interior. These subgrains are likely a

result of strain localisation in the particular PFZs during deformation, and is there-

fore a strain gradient effect phenomena. Instead of storing individual geometric-

ally necessary or statistical dislocations, a form of recovery and strain induced

recrystallisation occurs. This might strengthen the particular PFZ by a Hall-Petch

mechanism [41], [42]. This strengthening mechanism will likely halt strain local-

isation and prevent further refinement of the sub grain structure. However, it is also
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possible that further plasticity is achieved by grain boundary sliding between the

PFZ subgrains. Furthermore, if the subgrain structure interacts with dislocations

during deformation in a manner similar that seen in other pure metals [78], it is

possible that voids may nucleate at the subgrain structures by a vacancy condens-

ation mechanism. The consequence of the observed PFZ features with regards to

ductile fracture is still unknown, and further work is needed. For instance, only

PFZs of one alloy and heat treatment have been studied, and it will be beneficial to

establish whether the features that form are dependent on the width of the PFZs.

In addition, because PFZ strain localisation depends on the relative strength differ-

ence between the grain interior and the PFZ strength, different alloys and tempers

should also be studied. This is particularly interesting considering the possibility

of Hall-Petch strengthening in PFZs where strain localises, and it might be pos-

sible for even finer subgrain structures to form in PFZs of alloys with a stronger

grain interior. In situ deformation experiments of thick specimens in high-voltage

TEMs may be very useful in order to investigate the formation mechanisms of PFZ

subgrain structures in various alloys.

The importance of PFZs has also been shown in relation to quench sensitivity of

Al-Mg-Si alloys [129]. PFZs around GBs and dispersoids can become very wide

if a slow quench rate from solution heat treatment is applied. If the density of GBs

and dispersoids is high, the PFZs may overlap and lead to PFZs that span entire

grains. The effect of this is that the alloy effectively becomes dramatically over-

aged for the same ageing time it takes to peak age it (if a fast water quench was

applied instead). For alloys where the dispersoid content is low, the PFZs around

dispersoids don’t overlap, but they can still reduce the strength of the alloy. This

softening occurs despite very dense precipitation away from the dispersoids. As

such, the presence of wide PFZs inside strong precipitate strengthened regions are

very detrimental to the material strength. The dispersoid PFZs also seem to in-

crease work hardening. These findings are important in order to further develop

simulation tools, such as NaMo [58], that can be used in a multi-scale simulation

framework. There are numerous possible avenues for further work with regards to

the quench sensitivity of Al-Mg-Si alloys and how it can be modelled, but only two

are suggested here. First of all, establishing models for early clustering behaviour

and precipitation is important, as this is required to predict eventual precipitation

inhomogeneities. Secondly, the role of the dispersoid PFZs should be determined,

for example by studying air cooled alloys after deformation. It will be particularly

interesting to apply the same techniques that were applied to study the GB PFZ de-

formation mechanisms discussed in the previous paragraph, in order to investigate

dislocation structures and eventual subgrain formation within the dispersoid PFZs.

As a final note on the role of PFZs, it seems that wide GB PFZs (in slowly cooled

state) increase ductility if the material is susceptible to intergranular ductile failure
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with a narrower GB PFZ (in rapidly cooled state). If the material is not susceptible

to intergranular ductile failure with a narrow PFZ, the wider GB PFZ in the slowly

cooled state may promote intergranular ductile fracture and reduce the ductility

in stead. Hence, GB PFZs are important for the ductility of age-hardenable alu-

minium alloys, but their effects can vary greatly depending on the microstructure

of the material.

5.2 Shearing of β” precipitates

This thesis has shown that β” precipitates are most likely sheared by single steps of

matrix Burgers vectors, distributed along the precipitate lengths [63], [122]. While

most published literature seems to agree that these precipitates are sheared [62],

[130], [131], there are some works that considers them as impenetrable precipitates

that are looped by dislocations [61], [132]. Our work has shown that they must

undergo some structural change during deformation, and we propose that this is

due to planar defects inside the precipitates introduced by shearing. Of course the

precipitates may, in principle, be looped by one or even two dislocations initially,

but they must eventually be sheared. It has been a theoretical possibility that β”
precipitates are sheared by a vector that is compatible with the precipitate crystal

structure, and that the difference between this shearing vector and the Burgers

vector of the matrix could be absorbed as elastic strain around the precipitates.

However, we now know that the internal precipitate structure becomes disrupted by

the shearing, and that they are therefore most likely sheared by the Burgers vector

of the matrix. We also suggest that this shearing creates a local disruption of the

crystal structure on the shearing plane. We observe several shearing planes, which

suggests that the precipitates are sheared several times in more than one location.

Based on this, and the fact that no big steps could be observed on the precipitate

surfaces, it seems likely that the planar defects on the shearing planes makes it

harder for repeated shear in the same plane. Hence, while these precipitates are

shearable, they are not necessarily responsible for eventual strain localisation in

these alloys, supporting earlier studies by Poole, Wang, Lloyd and Embury [130].

Based on multislice image simulations, the spacing between the shear planes must

be about 10 nm in order to produce images similar to experimentally obtained

ones [122]. Given a certain precipitate needle length, in the present case ∼ 40
nm, this requires about 5 shearing events distributed along the precipitates. If

these shearing events are due to the passage of one Burgers vector or several is

not clear. However, if several Burgers vectors glide on the same plane, the local

strain must be very high in order to shear precipitates so that they produce TEM

images like the ones observed. Furthermore, the first shearing event (below the

entrance surface of the thin foils) can not lie too close to the surface for atomic

resolution to be obtained in STEM experiments. The sheared segments below
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this first segment must be ∼ 10 nm thick. Finally, for the shadow-like regions

observed close to precipitates seen in experimental STEM images to form, the

lower segments cannot be too thick or shifted too far relative to the initial segment.

The TEM image simulations in Paper 3 therefore support the experimental results

and conclusions from Paper 2. In combination, the experimental work and the

image simulations provide valuable knowledge and input to models of strength

and work hardening. Applying this knowledge directly to a multi-scale modelling

framework is challenging, however, and future studies are required.

Future work with respect to the shearing of β” precipitates can be divided in two

groups: experiments and simulations. Future experimental work is needed to in-

vestigate how the aspect ratio of β” precipitates influences the shearing process,

and how precipitates of different lengths appear after deformation. In addition,

studies that investigate the same precipitate from different directions (by flipping

the thin foil for instance) with several techniques would give detailed insight into

the nature of the planar defects. If a thin needle-like specimen could be manufac-

tured with a [100] orientation, precipitates oriented along [010] and [001] could be

investigated both parallel and perpendicular to their lengths. Tomography and 3D

imaging of precipitates in deformed alloys will also be useful, especially if the res-

ults can be related to in situ deformation experiments and Burgers vector analysis.

Future simulation work would benefit from this, as the distribution of slip along the

needles could be determined with greater accuracy. Such simulations could consist

of both ab initio simulations and molecular dynamics simulations. Energy barriers

for successive slip on the same plane could be calculated from ab initio and be

compared with the observed geometry of needles in experimental findings. MD

simulations might provide insight into the atomic arrangement within the planar

defects, and the energy required to form them. Coupling molecular dynamics sim-

ulations and ab initio simulations with TEM image simulations provides a way

of validated the results from such simulations, and thus provide physically based

estimates of the strengthening contribution from β” precipitates. Such models may

be connected to models further up in scale and provide more accurate predictions

of strength, work hardening, and ductile fracture of aluminium alloys.
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