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ABSTRACT We studied the photoinduced ultrafast relaxation dynamics of the nucleobase 

thymine using gas-phase time-resolved photoelectron spectroscopy. By employing extreme 

ultraviolet pulses from high harmonic generation for photoionization, we substantially extend our 

spectral observation window with respect to previous studies. This enables us to follow 

relaxation of excited state population all the way to low-lying electronic states including the 
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ground state. In thymine, we observe relaxation from the optically bright 1ππ* state of thymine to 

a dark 1nπ* state within (80 ± 30) fs. The 1nπ* state relaxes further within (3.5 ± 0.3) ps to a low-

lying electronic state. By comparison with quantum chemical simulations, we can 

unambiguously assign its spectroscopic signature to the 3ππ* state. Hence, our study draws a 

comprehensive picture of the relaxation mechanism of thymine including ultrafast intersystem 

crossing to the triplet manifold. 

 

Introduction 

The ultrafast excited state dynamics of the nucleobases, the DNA and RNA building blocks, 

have attracted a lot of research interest. With absorption cross-sections of 10s of Mbarns, they 

are among the strongest UV chromophores in nature. However, lesions in DNA triggered by the 

substantial absorbed photon energies are a comparably rare event,1 which might be the reason for 

the evolutionary selection of the DNA molecules in early earth history. From femtosecond 

pump-probe studies, it is known that the reason for the low photoreactivity is an ultrafast 

photoprotection mechanism involving non-Born-Oppenheimer relaxation dynamics through 

conical intersections. Despite a high number of experimental and theoretical investigations (see 

reviews2–4 and refs. cited therein), the details of the photoprotection mechanism, specifically in the 

pyrimidine nucleobases cytosine, thymine, and uracil, are still heavily under debate. These 

details are most thoroughly investigated in isolated molecules in the gas phase, since the 

molecular response is not obscured by contributions from the environment and the results can be 

compared to high-level quantum chemical simulations.5–7 
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The focus of our present 

investigation is thymine, which 

is distinct from the other 

nucleobases in two aspects: It 

has been observed to show 

relaxed states in the gas phase 

with lifetimes beyond the 

ultrafast regime8–11 and it is the 

nucleobase responsible for the 

main photoinduced mutagenic 

product in DNA.1,2 Thymine can 

be photoexcited at 267 nm to a 

state with ππ* electronic 

character. Additionally, it 

exhibits another, dark excited 

state with nπ* character. 

Several relaxation pathways 

have been proposed in 

experimental and theoretical 

studies, which are summarized in Fig. 1. A number of studies found evidence for trapping of 

population in a 1ππ* state minimum for several hundred fs or even ps, followed by relaxation to 

either the 1nπ* state6,7,12,13 or the ground state.14 Others find rapid relaxation within ~100 fs to the 

1nπ* state7,11,15 or the ground state.16 In our own recent study employing a combination of time-

Figure 1. Schematic overview of the relaxation channels 

of thymine proposed in the literature together with time 

scales. Thymine can be photoexcited at 267 nm from the 

ground state (1GS) to a bright excited state with 1ππ* 

character. Proposed relaxation channels include direct 

internal conversion back to 1GS, indirect relaxation via a 

dark 1nπ* state, and intersystem crossing (ISC) to a 3ππ* 

state mediated by the 1nπ* state. Additionally, trapping of 

1ππ* state population for hundreds of fs in a local 

minimum (1ππ*min) was proposed. 
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resolved near-edge x-ray absorption fine structure (TR-NEXAFS) spectroscopy and coupled 

cluster calculations, we could unambiguously prove that at least a substantial part of the 1ππ* 

state population relaxes within 60 fs through a conical intersection to the 1nπ* state.17 Our TR-

NEXAFS study, however, could not exclude part of the population being trapped in the 1ππ* 

state and relaxing directly to the ground state. The existence of such a competing relaxation 

channel is supported by observations of considerably larger 1ππ* state lifetimes than in TR-

NEXAFS by methods like time-resolved photoelectron spectroscopy (TRPES) and Auger 

electron spectroscopy, which are directly sensitive to the 1ππ* state population.11,18,19 It can, 

however, not be excluded that those lifetimes are limited by the time resolution of the respective 

experimental studies. Fast signal decays with time constants of on the order of 100 fs have also 

been observed in two time-resolved multiphoton-ionization studies.8,20 In one of these studies, it 

was, however, interpreted as an artifact caused by resonance enhancement of the multiphoton 

ionization process.8,21,22  

The observation of features with lifetimes on the ns time scale after photoexcitation of thymine 

has been attributed to a triplet state with ππ* character10,11 (see Fig. 1). It has been argued that 

triplet states play an important role in DNA damage mechanisms due to their high lifetime.23 

Theoretical studies found high spin-orbit coupling strengths in the area of the 1nπ* minimum.7,24 

This suggests an intersystem crossing (ISC) channel from the 1nπ* state to the 3ππ* state. While 

ISC was for long believed not to proceed on (sub) ps time scales, more recent studies prove it to 

be a rather common effect on ultrafast time scales and in organic molecules exhibiting excited 

states with nπ* character.7,25–27 In fact, ultrafast intersystem crossing was predicted for thymine by 

nonadiabatic dynamical simulations.7 The triplet state can be expected to exhibit a characteristic 

TRPES signature. However, its ionization potential (IP) is comparably high (8 eV, see below). 
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The signature, therefore, could not have been observed in a one photon ionization process by 

existing TRPES studies employing probe photon energies ≤ 6.2 eV in the UV.11,18 

In our present TRPES study we, therefore, employ probe photon energies in the extreme 

ultraviolet (EUV) beyond the IP of thymine. Together with ab initio molecular dynamics 

simulations, they enable us to unambiguously prove population of the 3ππ* state on the ps time 

scale. Our <100 fs instrument response function, furthermore, enables us to revisit the question 

of different depopulation channels for the ππ* state with an unprecedented temporal resolution. 

 

Experimental and Theoretical Methods 

Experimental 

The EUV-TRPES spectra were recorded in an apparatus described in detail elsewhere.28,29 In 

short, we used a commercial femtosecond laser system providing pulses with an energy of 7 mJ 

and 30 fs duration and 800 nm central wavelength. A minor fraction of the pulse energy was 

frequency tripled and reflectively focused into the interaction region of a magnetic bottle 

photoelectron spectrometer to excite thymine at 267 nm. The majority of the pulse energy was 

focused by a lens (f=1670 mm) into a 1 mm long high harmonic gas cell. Xenon was used for 

high harmonic generation at pressures in the single torr regime. The majority of the seed laser 

light copropagating with the high harmonics was removed by reflecting off a silicon wafer under 

an angle of incidence of 81°. An indium filter (150 nm thickness) was used to remove the 

remaining seed laser light and to suppress all but the 9th harmonic of the seed laser at 14 eV. The 

9th harmonic was subsequently focused into the interaction region and quasi-collinearly 

overlapped with the focus of the third harmonic excitation pulse. Care was taken to overfill the 

focus of the 9th harmonic (100 µm) with the pump focus (140 µm). Thymine was evaporated at 
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160 °C into the interaction region of the magnetic bottle photoelectron spectrometer using an in-

vacuum oven,30 leading to a sample density on the order of 1012 cm-3. Time-dependent 

photoelectron spectra were recorded by alternatingly collecting photoelectron spectra at a 

negative reference time delay and the target time delay. The spectrometer flight tube was biased 

with a low negative voltage to prevent photoelectrons created by the pump pulse from detection. 

The instrument response function was independently determined by pump-probe two-photon 

ionization of argon to be 90 fs. 

Theoretical: 

Stationary points in the electronic ground state and singlet excited states were optimized on 

coupled cluster level. The geometries and the details of the electronic structure method can be 

found in Ref.17 and its supplement. The minimum geometry of the lowest triplet state was 

optimized at the CCSD level. Valence ionization potentials at those geometries were calculated 

on CCSD/aug-cc-pVDZ level. Ionization cross-sections were evaluated based on Dyson orbitals 

using EOM-CCSD. We used the QCHEM and Dalton programs for these calculations.31,32 

For simulating the long time-limit photoelectron spectra of the “hot” singlet ground state and 

ππ* triplet state, a procedure was developed to approximate sampling molecular geometries from 

the long-time limit of the photodynamics without requiring explicit simulation of the non-

adiabatic dynamics through methods such as AIMS.  AIMD computations for the singlet ground 

state and ππ* triplet state were performed in TeraChem and started from the respective minimum 

geometries at the B3LYP/6-31G** level.33–42 The excess vibrational energy of the pump photon 

was initially randomly distributed as kinetic energy (momenta) drawn from a Maxwellian 

distribution. In the case of the hot ground state spectrum, the excess vibrational energy was 

selected to be the TDA-TD-DFT B3LYP/6-31G** S0-S1 vertical excitation energy of 4.77 eV (in 
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close agreement with the experimental pump energy of 4.65 eV).43 In the case of the triplet state, 

the excess vibrational energy was selected to be the difference between TDA-TD-DFT 

B3LYP/6-31G** S0-S1 vertical excitation energy of 4.77 eV and the UB3LYP/6-31G** S0-T1 

excitation energy of 2.92 eV, for a total excess kinetic energy of 1.85 eV. In each case, the total 

vibrational energy was then computed as the excess vibrational energy plus 3.27 eV of 

vibrational energy representing the ZPVE and average thermal contributions for a 300 K 

harmonic Wigner distribution at B3LYP/6-31G** on S0. The total vibrational energy was then 

randomly distributed with a Maxwellian distribution. From these initial conditions, NVE AIMD 

simulations were propagated adiabatically for the singlet and triplet states for 8 ps to redistribute 

the excess kinetic energy to the anharmonic modes of the full molecular system – 3x separate 

trajectories were run for singlet and for triplet. 50 random geometries were sampled from the last 

4 ps of the AIMD trajectory to avoid any bias from the Maxwellian initial conditions. Overall, 

this procedure generates molecular snapshots which are energetically consistent with long-time-

limit AIMS simulations which have decayed from S1 back to S0 or T1. For each of those 50 

geometries, IPs and cross-sections were evaluated using EOM-CCSD. The resulting stick spectra 

were broadened with Lorentzian line shapes. 

Results 

In Fig. 2, we show the TRPES spectra of thymine in a photoelectron kinetic energy (PEKE) 

region between 6.3 and 9.5 eV. Our experimental dataset extends farther to lower PEKEs. 

However, the signatures below 6.3 eV are more difficult to interpret, since they arise from 

ionization into higher-lying ionic continua. Furthermore, additional contributions from the 

ground state PE spectrum below 5 eV complicate their interpretation. The observable features in 
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Fig. 2 agree very well with earlier published studies.11,18 However, our PEKE window (3.2 eV) is 

considerably larger than in those studies due to our considerably higher probe photon energies. 

Based on their appearance times and decay time scales, we categorize the observable 

signatures into three regions (see Fig. 2). The fastest change in the spectra – apart from turn on of 

transient signal at time zero – takes place in the regime between 8.2 and 9.5 eV labeled as 

Region I. It contains a broad signature at relatively high PEKEs, which decays with a lifetime < 

100 fs. In the region between 7 and 8 eV (Region II), a strong signature appears slightly delayed 

with respect to Region I and considerably shifted to lower PEKEs (see Supporting Figure 1 for a 

comparison of the time-dependent intensities of Region I and II). It experiences a spectral shift 

towards  a lower PEKE region (6.3 - 7.5 eV, Region III)  within <10 ps. The resulting signature 

is stable in the investigated time window of 40 ps. The relative timing of the signatures in 

Figure 2. Time-resolved photoelectron spectra of thymine with photoexcitation at 4.65 eV and 

photoionization at 14.0 eV. Part A shows the temporal evolution of the spectra over a window 

of 15 ps, part B shows the temporal region around time zero in more detail. The different 

regimes of signal evolution (regions I-III) as discussed in the text, are marked by gray frames. 
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regions I-III suggests that they are due to consecutive relaxation processes. We, therefore, 

rationalize the signal with a three-exponential global fit18 of the form 

𝑆(𝐸, 𝑡) = 𝑔(𝑡) ⊗+𝐴-(𝐸) ⋅ 𝑒
0 123

4

-56

 

where S(E,t) is the fitted time and PEKE-dependent spectrum, Ai(E) the so-called decay-

associated difference spectra (DADS) associated with exponential time constants τi, and g(t) a 

Gaussian instrument response function.  

The DADS resulting from the global fit are shown in Fig. 3. They exhibit a clear connection 

Figure 3. Decay-associated difference spectra (DADS) connected to time constants from a 

three-exponential global fit of the TRPES dataset. Positive DADS contributions are 

associated with a signal decrease with the associated time constant, negative contributions 

with a signal increase. 
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between the three time constants and the spectral signatures in region I-III. The DADS connected 

to τ1 = (80 ± 30) fs shows a positive signature in region I and some negative contribution in 

region II. Thus, τ1 is both connected to an exponential decay of intensity in region I and an 

intensity increase in region II. The fact that the negative contribution in region II is not very 

pronounced is due to substantial difference in intensities in region I and II and a tilt in the region 

I signatures (see below), which induce small artifacts to the DADS. The timing of the region I 

and II signals is, however, obvious in Supporting Figure 1. The DADS exhibits an additional 

positive signature at kinetic energies < 7 eV, which is most likely due to a higher-lying ionic 

state. Similar considerations on the DADS connected to the time constant τ2 = (3.5 ± 0.3) ps 

prove that it simultaneously describes an exponential decay of intensity in region II and an 

increase of intensity in region III. Since the signal in region III does not decay on the 

investigated timescale, the value of its time constant τ3 cannot be accurately described. We will in 

the following discuss the signal evolution in the three regions separately.  

Discussion 

Region I 

Region I contains a broad photoelectron (PE) signature which exhibits a slight tilt towards later 

delays and lower PEKE’s. This effect is more obvious, when each spectral slice of the TRPES 

spectrum is normalized to its temporal maximum (see Supporting Fig. 2). Immediately after 

photoexcitation, thymine can be expected to relax out of the Franck-Condon region of the 1ππ* 

state. The shape of the signature fits very well to this expectation: The high-energy cutoff of the 

PE signature at 9.3 eV, which is appearing first, agrees well with the difference between the 

combined pump and probe photon energies ( 4.7 eV and 14.0 eV) and the ground state IP (9.2 

eV44). Due to redistribution of potential energy into kinetic energy in the Franck-Condon active 
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nuclear degrees of freedom and different shapes of excited state and cationic state potentials, the 

1ππ* IP can be expected to increase along the relaxation coordinate. This is also reflected in our 

calculations and the underlying reason for the tilt of the signature towards lower PEKEs at later 

delays. 

Similar tilts at time zero are frequently observed in fs TRPES spectra.45,46 While our global fit 

does not account for the tilt, it can be described analytically by employing a step ladder model as 

detailed in Ref.46. Since the tilt is small with respect to the temporal width of the band, we refrain 

from expanding our global fit with a stepladder model.  

The broad feature in region I was observed in the earlier TRPES studies on thymine.11,18 As 

already mentioned in the introduction, it was connected with a considerably larger time constant 

(175 fs vs. (80 ± 30) fs in the present case),11 which, furthermore, agrees well with a time constant 

assigned to 1ππ* state depopulation in a time-resolved Auger electron spectroscopy study.19 Our 

smaller time constant suggests that the observations in the earlier studies are dominated by their 

time-resolution (200 fs vs. 90 fs in the present case).11 This is further supported by the fact that 

the tilt we observe in region I has not been reported before. Our findings agree within the error 

bars very well with the observed delay in onset of the nπ* state signature ((60± 30) fs) in our 

TR-NEXAFS study.17 Thus, we do not find any evidence for a second channel trapping a fraction 

of population in the 1ππ* state. Similar time constants have also been observed in time-resolved 

multiphoton photoion spectroscopy experiments of thymine.8,20  

Region II 

According to our global fit, the signature in region I decays within (80 ± 30) fs and 

simultaneously gives rise to a more intense signature in region II, which is stable on the ps 

timescale. The process is accompanied by a considerable increase in IP by 1.7 eV, which is most 
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likely due to a sudden change in electronic character during internal conversion between the 1ππ* 

state and the 1nπ* state.47 The different electronic characters correspond to different Koopmans-

correlated ionic continua with π-1 and n-1 character.48 The attribution to 1ππ*/1nπ* internal 

conversion, again, agrees very well with the findings of our recent TR-NEXAFS study.17 

Furthermore, our investigations of the 1ππ* PES on coupled cluster level17 could not confirm the 

1ππ* minima and barriers obtained in earlier studies on different multi-reference levels.6,7,49,50 

Instead, we could identify a 1ππ*/1nπ* intersection seam close to the Franck-Condon region. The 

occurrence of the 1ππ* minimum in studies employing multi-reference methods is sensitively 

dependent on the choice of the active space, the treatment of dynamic electron correlation, and 

the employed basis set. Coupled cluster methods, on the other hand, can fail to describe excited 

state potentials correctly, e.g. close to conical intersections with the ground state. In the case of 

the 1ππ* minimum, however, our coupled cluster approach can be expected to yield a 

qualitatively correct description of the excited state potential. Other than in the 1ππ* state, we 

found a shallow double-minimum in the 1nπ* state connected by a saddle point with Cs 

symmetry, which might be able to trap the population for several picoseconds. 

However, it is not trivial to confirm the assignment of the feature in region II to this minimum. 

We calculate the IP of the 1nπ* minimum to the n-1 continuum to be 5.65 eV (CCSD/aDZ, see the 

methods section in the supporting information). This corresponds to a predicted PEKE of 8.3 eV, 

which is considerably higher than the experimentally observed peak maximum of 7.3 eV in 

region II and, therefore, underestimates the IP by 1 eV. The calculations, on the other hand, also 

exclude the possibility of the feature resulting from trapped 1ππ* population, since any calculated 

1ππ* IPs are below the 1nπ* state minimum IP leading to an even larger underestimation. Thus, 

the TRPES signature of the population in the 1nπ* state is not well described by the vertical IP at 
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the minimum. There are two main reasons for that: According to our calculations, relaxation 

from the 1ππ* Franck-Condon region to the 1nπ* minimum redistributes 0.3 eV of the absorbed 

photon energy into vibrational degrees of freedom. Furthermore, as described above, the 1nπ* 

minimum is shallow. The nuclear wavepacket can, therefore, be expected to be broad. To assess, 

if the IP exhibits strong modulations around the 1nπ* minimum, we scanned it along the lowest 

vibrational mode17 (see Supporting Fig. 3). Already in this mode, we find an increase in the IP by 

0.4 eV whereas the potential energy in the nπ* state only increases by 0.03 eV. The fact that the 

nπ* minimum exhibits several low-frequency modes17 convinces us that the broadness of the 

wavepacket can account for the observed disagreement between calculated IP and observed 

TRPES signature. A more reliable test would be comparison of the TRPES bands to signatures 

based on excited state wavepacket simulations, giving a more complete picture of the directions, 

in which the IP needs to be scanned.46,51 The available standard electronic structure methods for 

such dynamics, however, predict a qualitatively different relaxation process, wavepacket 

trapping in a 1ππ* state minimum. Thus, they cannot be used to calculate photoelectron features 

connected to a process that we identified by independent means: the sub-100 fs 1ππ*/1nπ* internal 

conversion. 

Region III 

The signature in region III is considerably shifted to lower PEKEs with respect to region II i.e. 

arises from population of a state with a considerably higher IP than the 1nπ* state. Therefore, its 

band has not been observed in earlier studies due to insufficient probe photon energies. Its 

intensity maximum appears at 6.7 eV, 2.2 eV above the first photoelectron band of the cold 

ground state. Its lifetime outside our investigated time window permits essentially two 

possibilities for the nature of this state, the singlet ground state and the lowest triplet state with 
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ππ* character. A third possibility, photofragmentation, can be excluded based on a previous 

study.52 Both relaxation from the 1nπ* state to the ground state7 and relaxation via ISC to the 

lowest-lying triplet state with ππ* character permitted by a specifically large spin-orbit coupling 

at the nπ* minimum have been proposed in experimental and theoretical studies.7,11,24  

The high amount of energy redistributed into vibrational motion after relaxation to either the 

singlet ground state or the ππ* triplet state further increases the difficulties already encountered 

in assigning the feature in region II to the 1nπ* state. Hence, it cannot be excluded by a single 

calculated IP at the minimum geometry that vibrational excitation could lead to a shift of the 

ground state photoelectron band by 2.2 eV. However, the states exhibit a significantly higher 

Figure 4. Comparison of the decay-associated difference spectrum connected to the 
stable signature in region III (red) with simulated photoelectron spectra of the hot 
ground state (blue) and the hot triplet state (orange). For comparison, a simulated 
spectrum of the cold ground state (green) is additionally shown. 
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lifetime than the nπ* state. The higher lifetime permits the molecules to achieve a 

microcanonical distribution of the vibrational energy among the nuclear degrees of freedom. 

Additionally, both states can be reliably accessed with comparably cheap theoretical methods. 

We, therefore, simulated the spectra from the singlet ground state and the 3ππ* state based on 

AIMD simulations (see methods). The resulting spectra are shown together with the 

experimental signature in Fig. 4. The comparison shows clearly, that only the simulated spectrum 

of the hot 3ππ* state agrees with the experimental signature. This finding represents the first 

unambiguous proof that thymine undergoes ISC to the triplet manifold within (3.5 ± 0.3) ps after 

photoexcitation. 

The value of our ISC time constant is considerably smaller than corresponding time constants 

reported before in TRPES and time-resolved photoion spectroscopy studies.8,11,18,20 In the case of the 

TRPES studies,11,18 this can be explained by the lower employed probe photon energy. An accurate 

fit result of the ISC time constant requires the ability to reliably detect both the 1nπ* state and the 

3ππ* state. In both studies, the long-lived signal can come only from the high kinetic energy edge 

of the triplet signature. This makes the time constant highly sensitive to changes in the width of 

this signature. Additionally, it is known that multiphoton ionization can induce artifacts due to 

resonant intermediate states.21 In contrast to our present results, we observed a biexponential 

decay of the nπ* signature with time constants of (1.9 ± 01) ps and (10.5 ±0.2) ps in our earlier 

TR-NEXAFS study.17 The reasons for this disagreement are not immediately obvious and require 

further investigation. We speculate that ISC might proceed via an additional geometry minimum 

of the 1nπ* state with a different NEXAFS cross-section. 

Conclusion 
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In conclusion, our study reveals a comprehensive picture of the relaxation mechanism of 

thymine. After photoexcitation at 267 nm, it undergoes 1ππ*/1nπ* internal conversion within (80 

± 30) fs. We do not find any evidence for competing relaxation channels proposed in the 

literature. Our study, furthermore, presents, for the first time, conclusive evidence for 

intersystem crossing from the 1nπ* state to a 3ππ* state within (3.5 ± 0.3) ps. This finding is an 

important contribution to the discussion of possible photodamage mechanisms in DNA.23 
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