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Abstract. This paper studies the ontology matching problem and pro-
poses a genetic feature selection approach for ontology matching (GF-
SOM), which exploits the feature selection using the genetic approach to
select the most appropriate properties for the matching process. More-
over, three strategies are proposed. The genetic algorithm is first per-
formed to select the most relevant properties, the matching process is
then applied to the selected properties instead of exploring all properties
of the given ontology. To demonstrate the usefulness and accuracy of the
GFSOM framework, several experiments on DBpedia ontology database
are conducted. The results show that the ontology matching process ben-
efits from the feature selection and the genetic algorithm, where GFSOM
outperforms the state-of-the-art ontology matching approaches in terms
of both the execution time and quality of the matching process.
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1 Introduction and Related Work

Ontology matching is the process to find the correspondences between different
ontologies represented by the set of of instances, where each instance is character-
ized by different properties. It is applied in diverse fields such as biomedical data
[1], e-learning [2], and Natural Language Processing [3]. Ontology matching is a
polynomial problem in terms of number of instances and number of properties,,
where the trivial algorithm for ontology matching compares each instance of the
first ontology with each instance of the second ontology by taking into account
all the properties of both ontologies. However, for some high dimensional data
like DBpedia ontology 1, the runtime of the trivial algorithms became high time
consuming. To overcome this drawback, some evolutionary approaches have been

1 http://wiki.dbpedia.org/Datasets
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developed. The proposed systems presented in [4, 5] aim to find the similarities
between concepts of the two ontologies. The useless of the genetic algorithm is
to achieve an approximation case close to the optimal alignment between the
two ontologies. The works suggested in [6, 7], proposed several fitness computing
for the ontology matching problem on the genetic process, including maximiz-
ing precision, recall, Fmeasure, and optimizing weights for aggregating more
similarities, where the work developed in [8] aims to reduce the memory con-
sumption by using hybrid genetic algorithm and incremental learning process.
These evolutionary-based approaches improved considerably the runtime per-
formance of the ontology matching problem. However, the overall performance
of these algorithms are still low when dealing with high dimensional data. To
deal with this challenging issue, and motivated by evolutionary techniques, well
applied for solving real world complex problems [9–12], this paper proposes a
feature selection approach called GFSOM that explores the genetic process for
solving the ontology matching problem. To the best of our knowledge, this is
the first work that explores both feature selection and genetic algorithm as pre-
processing step for the ontology matching problem. An intensive experiments
have been performed to demonstrate the usefulness of the suggested framework.
The results reveal that GFSOM outperforms the state-of-the art ontology match-
ing algorithms on the well-known DBpedia database.

The rest of this paper is organized as follows. Section 2 presents a detail
explanation of the GFSOM framework. The evaluation of the GFSOM perfor-
mance is provided in Section 3. Section 4 gives the conclusions and perspectives
for our future work.

2 GFSOM: Genetic Feature Selection for Ontology
Matching

In this part, we present the main components of the proposed framework called
GFSOM (Genetic Feature Selection for Ontology Matching). The aim of GFSOM
is to improve the ontology matching based instance problem by taking into
account the relevant features of the two ontologies to be aligned. This reducing
allows on the one hand to boost the matching process for finding the common
instances between two ontologies, on the other hand, it aims to improve the
quality of the resulted alignment. GFSOM is mainly composed into two steps:
feature selection and matching process steps (See Figure 1 for more details). The
feature selection step is first performed to the set of attributes for each ontology,
which results an optimal subset of attributes that represents perfectly the two
ontologies. This step is considered as pre-processing step, (It will be executed
only one time). To do so, an archive folder will be constructed for each ontology
in the ontology base system. In this step, a genetic algorithm is performed to
improve the feature selection process without losing on the quality of the resulted
features. The process starts by generating randomly a PopSize individuals from
the set of m properties. Each individual is a binary vector of m elements, the
ith element is set to 1, if the ith property is selected, otherwise, it is set to 0.
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Fig. 1. GFSOM Architecture

The crossover, the mutation, and the selection operators are then performed.
The crossover operator is done by merging two individuals x1, and x2 of the
initial population, which yields two new candidate called x11 and x12 such as
the first cp properties of x1 are transferred to x11, and the first c properties of
x2 are transferred to x12. The remaining properties of x1, and x2 are transferred
to x12, respectively x11. Note that cp is the crossover point selected randomly
between 1 and m. The mutation is then applied on the new generated individuals
by switching randomly a property to 0 if it is present in the given individual,
1, otherwise. At the end of each iteration, the selection operator is launched
To keep the same population size, where all individuals are evaluated using a
fitness function. It is determined using the information gain value of the selected
properties, the aim is to maximize the fitness function value. Then, GFSOM
keeps only the best PopSize individuals (the others are removed). This process
is repeated until the maximal number of iterations is reached. Afterwards, the
matching process is applied between the instances of the ontologies by taking
only the attributes selected of the above step. The K-cross-validation model
is used here, where at each pass of the algorithm, the training and the test
alignments are performed. For the training matching process, the proposed model
is learned to fix the best parameters. If the alignment rate exceeds the given
threshold, then the test alignment is started.
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Fig. 2. Comparison of the runtime performance (a) and Fmeasure (b) of the GFSOM,
the EIFPS, and the RiMOM using the DBpedia database
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3 Performance Evaluation

To validate the usefulness of the proposed GFSOM framework, extensive exper-
iments were carried out using the well-known DBpedia database 2. It is a hub
data that can be found on Wikipedia. This database ontology contains 4,233,000
instances and 2,795 different properties. All algorithms were implemented in
Java programming language, and experiments were run on a desktop machine
equipped with an Intel I7 processor and 16GB memory. The quality of the ontol-
ogy matching process was evaluated using the Fmeasure, for each reference align-
ment R, and each alignment A as follows: Fmeasure(A,R) = 2×Precision×Recall

Precision+Recall ,

where Precision(A,R) = |R∩A|
|A| , and Recall(A,R) = |R∩A|

|R| .

The aim of this experiment is to compare the GFSOM with the state-of-the-
art algorithms (EIFPS [13], and the RiMOM[14]) using the DBPedia ontology
database. Figure 2.(a) show the runtime of the three approaches considering all
instances, and properties. When the number of matchings varied from 100 to
1, 000, 000, the GFSOM outperformed the two other approaches. Moreover, the
runtime of the GFSOM stabilized at 105 seconds, where the two approaches were
highly time-consuming, and need more than 900 seconds for dealing 1, 000, 000
matchings in the whole DBpedia ontology database. for a large number of in-
stances and a large number of matchings. These results were obtained using the
preprocessing step, where only the most relevant features were selected using the
genetic approach.

The last experiment was performed to compare the quality of matching of the
GSFOM framework and the baseline algorithms (the EIFPS and the RiMOM)
using the DBpedia ontology database. By varying the percentage of properties
from 20% to 100%, the GFSOM outperformed the other two algorithms regard-
ing the Fmeasure value (See Figure 2.(b)). Moreover, the results showed that
the quality of the GFSOM was not affected by the increase in the number of
properties. Thus, the quality of the GFSOM was up to 90%, whereas the quality
of the EIFS and the RiMOM was under 72%. These results were obtained thanks
to the feature selection and the genetic approach that selected the most relevant
properties of the ontologies.

4 Conclusion

This paper explored both feature selection and genetic algorithm to improve the
ontology matching process. It investigates GFSOM framework, where the genetic
algorithm is first performed to select the most relevant properties, the matching
process is then applied to the selected properties instead of exploring all prop-
erties of the given ontology. To evaluate the GFSOM framework, the intensive
experiments were carried out on DBpedia database. The results show that the
ontology matching process benefits from the feature selection and the genetic
algorithm, where GFSOM outperforms the state-of-the-art ontology matching

2 http://wiki.dbpedia.org/Datasets
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approaches in terms of both the execution time and quality of the matching
process. In our future work, we will explore other data mining techniques for
ontology matching problem. In this context, we aim to use both clustering [15],
frequent pattern mining [11], for dealing with big ontology databases.
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