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Preface

This thesis is the finishing work for my Master’s degree in Engineering Cybernetics at
NTNU. The work has been done during the spring of 2019 and is based on research and
initial work done in the specialization project in TTK4550 during the autumn of 2018.
In the specialization project I researched methods for data mining, classification, feature
extraction and feature selection, and the work done this spring is based on what I learned
during this project. The scope of the thesis has been narrowed since working with the
specialization project, but the data set and overall problem is the same. The data analysis
in this thesis has mainly been done using the software The Unscrambler®by Camo An-
alytics. The licence to the software was provided by NTNU. I have also used MATLAB
and a licence to MATLAB, Simulink and 65 of its toolboxes is available for all students at
NTNU.

The work in this thesis is based on a data set recorded as part of a large research project
lead by Lars Adde and his research group at St. Olav’s University Hospital in Trondheim.
Lars Adde, Espen Ihlen and PhD Research Fellow Daniel Groos have been available for
help throughout the project. This thesis would not be the same without their questions,
suggestions and guidelines, so thank you all for letting me work on this project and giving
me an educational year! Hopefully some of the results found in this thesis can be used
further in the project, if not only for knowing what not to test again.

My supervisor, Frank Westad, has been a big contributor for this thesis. Nearly all
methods were tested based on suggestions from him, and he has always had an answer
to any problem that has occurred during the year. He also proposed the initial modeling
procedure on the dataset, which eventually led to the models in this thesis. Thank you for
always being available for questions no matter if you’re in Trondheim, Abidjan, Berlin or
anywhere else in the world!







Sammendrag

Cerebral parese er en samlebetegnelse pa tilstander med endret motorisk funksjon forar-
saket av en permanent skade pa hjernen. Pavirkningen denne skaden har pa motorisk
funksjon er veldig individuelt og er derfor vanskelig a diagnostisere tidlig. Studier har fun-
net en sammenheng mellom bevegelsesmgnster hos spedbarn 9 — 13 uker etter termindato
og CP [1]. Forskningsgruppen InMotion pa St. Olavs Hospital i Trondheim jobber med
a utvikle digitale verktgy for a benytte denne sammenhenhengen i klinisk bruk. De har
samlet inn 378 videoer av spedbarn i hgy risiko for CP nar de er 9 — 13 uker og utviklet en
algoritme for & spore bevegelsene til spedbarna i videoene. Bevegelsene gis som tidsserier
og disse tidsseriene brukes i denne masteroppgaven for & utvikle klassifiseringsfunksjoner
som skal skille mellom CP og ikke-CP.

For a regne ut egenskaper, eller features, for tidsseriene brukes et rammeverk kalt
hctsa. Det regner ut og sammenlikner tusenvis av egenskaper og har innebygde funksjoner
for seleksjon. Med dette rammeverket velges det ut 7606 egenskaper. Videre utvikles en
PLS-DA modell som brukes for videre seleksjon. Egenskapene med hgyest regresjonsko-
effisienter i PLS-DA modellen velges ut og gir et nytt sett med 416 egenskaper. Denne
prosessen gjentas og med en ny PLS-Da modell star 105 egenskaper igjen. Det er disse
som brukes som input til klassifiseringsfunksjonene.

Det er utviklet modeller av typen PLS-DA, PCA, SVM og Random Forest. Det er
brukt bade test sett validering og kryssvalidering, og alle modellene viser at noen av sub-
jektene med CP er enkle a skille fra de andre og noen er vanskeligere. Det er mange
underliggende faktorer som ikke er tatt hensyn til i denne oppgaven, som andre nevrolo-
giske abnormaliteter, kjgnn, alder og stgrrelse, som kan veare arsaken til denne forskjellen
i subjektene. Det kan ogsa vere tilfeldig, men det bgr ses videre pd. SVM og Random
Forest modellene er testet med bade PCA skarer og det oprinnelige egenskapssettet som
input. De viser at dersom man bruker egenskapssettet direkte sa vil modellene veere séar-
bare for overfitting. A bruke PCA skérer som input gjgr at modellene blir mer generelle
og sannsynligvis vil vaere bedre for klassifisering av nye subjekter.

Ingen av klassifiseringsmodellene utviklet i denne masteroppgaven er gode nok for
klinisk bruk, men de understreker flere utfordringer med denne typen klassifiseringsprob-
lemer og kan brukes som base for videre utvikling. PLS-DA modellen med kryssvalidering
har en spesifisitet pA 100% og sensitivitet pa 45.24%, noe som gjgr det litt bedre enn de
andre modellene men den lave sensitiviteten gjgr at den fortsatt ikke god nok for klinisk
bruk.




Summary

Cerebral Palsy is a syndrome of motor impairment that results from a lesion occuring in
the developing brain. The affect this lesion has on motoric function is individual, and early
diagnosis is therefore a challenge. Studies have found a connection between movement
qualitites at infants 9 — 13 weeks post term and CP [1]. The research group InMotion
at St. Olavs Hospital in Trondheim is working on developing digital tools for using this
connection in diagnosis. They have a video collection of 378 infants at high risk of CP,
and have developed an algorithm that tracks the movements in the videos. The movements
are given as time series and these time series are used in this master thesis to develop
classification functions to separate between CP and not CP.

To compute features for the time series, a framework called Actsa is used. It computes
thousands of features and compares them for feature selection. With this framework, 7606
features are extracted. Further a PLS-DA model is used for selection. The features with
the highest absolute value for the weighted regression coefficients are selected and a new
feature set is made of the 416 selected features. This process is repeated, and with selection
from a new PLS-DA model 105 features remain in the final feature set. This is the feature
set that is used as input to the classification functions.

Classification models are developed of the type PLS-DA, PCA, SVM and Random
Forest. Both test set validation and cross validation are used, and all the models show
that some of the subjects with CP are easier to separate from the healthy than the others.
There are many possible underlying sources of variation that is not accounted for in this
thesis, i.e. other neurological abnormalities, gender, age and size. These may or may not
influence the model, and further research should be done on this. The SVM and Random
Forest models are tested on both PCA scores and the feature set as input. They show that
using the feature set directly makes the models prone to overfitting. Using PCA scores as
input makes the models more general and likely better for classification of new subjects.

None of the classification models developed in this thesis are good enough for clinical
use, but they point out several challenges with this type of classification problems and may
be used as a basis for further research. The PLS-DA model with cross validation have a
specificity of 100% and sensitivity of 45.24%, which makes it better than the other models
in this thesis but the sensitivity must be higher for clinical use.
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Chapter

Introduction

1.1 Background and motivation

1.1.1 Cerebral Palsy

Cerebral Palsy (CP) is a syndrome of motor impairment that results from a lesion occurring
in the developing brain. The syndrome affects everyone differently and several classifica-
tion systems exists to assess the type and form of CP that an individual has. These classifi-
cations are defined according to the anatomical site of the brain lesion, clinical symptoms
and signs, topographical involvement of extremities and classification of degree of muscle
tone [2].

With advances in neonatal intensive care, the survival of very preterm (born < 32
weeks of gestation) and very low-birth-weight (VLBW) (weighing < 1500 g) children
has improved considerably [3]. Cerebral Palsy has a prevalence of 2.0-3.5 per 1000 live-
births [4], but multiple studies demonstrate an increasing prevalence of CP with decreasing
birthweight and gestational age. In a report from Sweden, the prevalence of cerebral palsy
was 6.7 per 1000 live births for children born at 32 to 36 weeks of gestation, 40.4 per 1000
live births for children born at 28 to 31 weeks of gestation, and as high as 76.6 per 1000
live births for children born before 28 weeks of gestation [5]. There was a similar increase
when looking at birth weight.

Because of the different classifications of Cerebral Palsy, prediction at an early age
is a challenge. About 85% of children with CP show an abnormal MRI scan, which can
provide an estimate of the timing of the lesion and whether it causes a motoric impairment
[2]. However, MRI scans are not optimal for children. It requires them to lie still for 30 to
60 minutes, and the hollow tube is easily considered scary.

In a clinical report from 2013 [6], the American Academy of Pediatrics write about
the importance of early diagnosis of Cerebral Palsy. In the report the Academy stresses
the importance of early diagnosis as a way to receive interventions that will help the child
master everyday tasks, increase mobility and improve their quality of life. Early diagnosis
can also address the ongoing anxiety parents have about their child’s health condition [7].
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Chapter 1. Introduction

1.1.2 General Movement Assessment and Fidgety Movements

After birth, infants have a spontaneous movement pattern with a writhing character. At
the age of 6 to 9 weeks post term the form and character of the general movements change
from the writhing type into a fidgety pattern. These fidgety movements are defined as
an ongoing stream of small, circular and elegant movements of neck, trunk and limbs.
Fidgety movements in a healthy infant is a transient phenomenon; they emerge gradually
at 6 weeks, come to full expression between 9 and 13 weeks post term and taper off again
between the age of 14 to 20 weeks post term [§].

In 1997 Prechtl et al. presented a tool to predict motoric dysfunction in infants based on
their movement pattern [1]. The tool, known as General Movement Assessment (GMA),
uses fidgety movements as a marker for a normal neurological outcome. In [1], the 60 in-
fants with abnormal and absent fidgety movements included 57 infants with an abnormal
outcome. 49 of the ones with abnormal FM had cerebral palsy and eight had developmen-
tal retardation or minor neurological signs. Only three were diagnosed as normal at age 2
years [1].

GMA provides a method to predict CP at an earlier age. It is non-invasive and cost-
efficient compared to i.e. MRI scans [9]. A disadvantage is the subjectivity of the physi-
cians. Prechtl et al. found this method to have a higher specificity and sensitivity than ul-
trasound, where their method had a specificity of 96% and sensitivity 95% and ultrasound
only 83% and 80%, but this requires trained experts in the field. Training physicians in
GMA is expensive and time consuming, and hence the method is not available for every-
one. A computer-based tool for prediction has the advantage that it can easier be made
available for clinics all over the world and make early prediction available for everyone.

1.1.3 Related work

The study of fidgety movements in relation with CP is done is several studies [9] [10]
[1] [8] [11]. In some, physicians analyze the movements visually [9] [10] and in others
they use sensors like pressure sensitive mats, Kinect cameras and motion sensors [12]. In
2010, Adde et. al. [11] did a feasibility study on computer-based video analysis of general
movements and found it to be an objective and feasible tool for early prediction of CP in
high-risk infants.

The study of movements through data analysis is an active field of research. In [13],
Principal Components Analysis (PCA) and Probabilistic PCA are used for segmenting
motion capture data, only unordered sets of poses are analyzed and no information about
temporal dynamics is taken into account. Other examples of using PCA as a feature ex-
traction method or preprocessing step to increase the performance of a classifier is shown
in [14] [15] [16]. In [17] Hidden Markov Model’s are applied to discover groupings of
similar objects motions observed in a video collection. [18] uses SVMs to classify motion
from a set of filtered images, [19] uses SVM for nonlinear prediction of chaotic time se-
ries, [20] uses multi-class SVM for recognition of abnormal human activity and [21] uses
a SVM-based computer-aided diagnosis system for early detection of Alzheimer’s disease.

2



1.2 Goal and hypothesis

1.2 Goal and hypothesis

The main goal for this project is to develop a model that can evaluate and separate move-
ments from babies with CP from those without. The model will be trained on motion data
from a video database recorded as part of a large research project driven by Lars Adde and
his research group at St. Olav’s Hospital in Trondheim, Norway.

The hypothesis is that fidgety movements is recognizable as repeating movements with
small amplitude in the healthy babies. In this thesis several features from the motion data
will be investigated, and the goal is to obtain a high accuracy as well as interpretable
results that can be explained to physicians. The field of computer learning algorithms has
gained large success over the previous years, and the hypothesis is that a computer based
model can obtain an accuracy that is just as good, or better, as gestalt perception used by
the physicians.

1.3 Outline of this work

This master thesis will analyze motion data from babies and use multivariate methods to
classify whether the movements indicate CP or not. The input will be raw coordinate
time series and suitable transforms thereof, and several different classification methods
are tested. Dimension reduction as part of the classification process will also be investi-
gated. The performance of the classifiers will be discussed, as well as some of the different
features.

The thesis is structured as follows: Chapter 1 presents the background and motivation
for the project, Chapter 2 looks into relevant theory and methods, Chapter 3 describes the
dataset that is used and some challenges with this kind of dataset, Chapter 4 presents the
results gained, Chapter 5 discusses the results and Section 6 presents a conclusion. Section
7 presents some ideas for future work.

This master thesis is based on initial research and testing done by me in the course
"TTK4550 - Engineering Cybernetics, Specialization Project’ the fall of 2018. The course
resulted in a project report which overlaps with Chapters 1, 2 and 3 of this master thesis.
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Chapter

Theory and methods

2.1 Pre-processing of dataset

2.1.1 Scaling and normalizing

Scaling of data sets can be done in various ways. In this thesis the min-max-normalization
(or min-max scaling) which scales all features to be within a given range will be used.
This scales every time series within the range [0,1] where maximum movement for one
sensor corresponds to 1. Min-max-normalization is computed in the following way:

X — min(X)

Xoe = max(X) — min(X)

2.1

2.1.2 Centering

Given a vector, X, the centered vector X is obtained by calculating the mean of the series
and subtracting this from every entry in the original vector.

X.=X —mean(X) (2.2)

2.1.3 Interpolation

Interpolation is a method of constructing new data points within a field of points. Through
sampling a limited number of data points is obtained. These points represents the values of
a function for a number of values for an independent variable. Interpolating is to estimate
the value for the function for an intermediate value of the independent variable [22].
Linear interpolation is the simplest method of interpolation [22]. Linear interpolation
takes two data points (z,, f(x,)) and (23, f(2)) and the interpolant f(z) is given by

F(@) = F(2a) + (F (@) = f(2a)) —— at the point (z, f(x)) 2.3)

Tp — Lq
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Figure 2.1: Linear interpolation

Interpolation can also be done with other interpolation functions, such as polynomial
functions, a nearest neighbor approach or with a spline function.

A visual example of linear interpolation is shown in Figure 2.1. Here z, = 1, f(z,) =
2,2, = 7 and f(zp) = 4. Hence, for x = 4,

f(x):2+(4—2);:2+2%:3 (2.4)

2.1.4 Hampel filter

The Hampel Filter is in the decision-based filter class, and is closely related to the median
filter as it uses the local median and median absolute deviation (MAD) to detect outliers
[23].

Given a sequence of data points, x1, 2, . . ., Ty, and a sliding-window of length k, the
Hampel filter calculates the local median m; and standard deviation o; for each window.

m; = median(x;—g, Ti—k41,- - -, Titk—1, Litk) (2.5)

oy = kmedian(|x; g — M|, [T _pp1 — M|, [Tigk—1 — Ml [T —mg|)  (2.6)

where k = 1.4826. The scaling factor x makes o; an unbiased estimate of the standard
deviation for Gaussian data [23].
A sample z; is declared an outlier if it is such that

|x; — m;| > nyo; 2.7

for a given threshold n,,. If the point is marked as an outlier it is replaced with m;.

6



2.2 Feature Extraction and Feature Selection

The Hampel filter has the advantage that it doesn’t introduce distortion into the signal.
A standard median filter replaces every point with the median of the window which can
lead to loss of information.

2.2 Feature Extraction and Feature Selection

In order to build a good predictor, good features are needed. Features are measurable prop-
erties or characteristics of the phenomenon being observed, and usually the term "features"
is used for variables constructed from the input variables while the raw input variables are
called "variables" [24]. There are thousands and thousands of features that can be calcu-
lated from a time series data set [25], and in order to build a computationally effective
model one should select the best subset of them to use in developing a model. There
are many benefits of feature selection: simplification of the model to make it easier to
understand and interpret, reducing the measurement and storage requirements, reducing
training and utilization times, defying the curse of dimensionality to improve prediction
performance and enhanced generalization as it reduces overfitting [26] [24].

In this thesis feature extraction and selection is done through the framework Actsa and
using PLSR models.

2.2.1 hctsa: highly comparative time series analysis

In 2017, Ben D. Fulcher and Nick S. Jones presented hctsa: a software tool for computing
over 7700 time series features and a suite of analysis and visualization algorithms to
automatically select useful and interpretable time series features for a given application. It
includes classification algorithms and compares the computed features to find out which
are most important in this classification. The comparative feature-based approach to time
series classification was first introduced in [27] and then the computational framework was
presented in [25].

hctsa is MATLAB-based and the framework is easily run through MATLAB. In this
thesis hctsa is used for feature extraction and feature selection.

2.2.2 Feature extraction

The full feature set of over 7700 features in hctsa is produced by running 165 master
operations. All of these are run with different sets of input parameters, and produces a
set of outputs for each input parameter set. These master operations are divided into 11
broad categories. The categories are described in the hctsa documentation [28] and are as
follows:

Distribution Code summarizing properties of the distribution of values in a time series
(disregarding their sequence through time).

Correlation Code summarizing basic properties of how values of a time series are cor-
related through time.
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Entropy and information theory Entropy and complexity measures for time series

Time series model fitting and forecasting Fitting time series models, and doing simple
forecasting on time series.

Stationarity and step detection Quantifying how properties of a time series change
over time.

Nonlinear time series analysis and fractal scaling Nonlinear time series analysis meth-
ods, including embedding dimensions and fluctuation analysis.

Fourier and wavelet transforms, periodicity measures Properties of the time series
power spectrum, wavelet spectrum, and other periodicity measures.

Symbolic transformations Properties of a discrete symbolization of a time series.

Statistics from biomedical signal processing Simple time series properties derived
mostly from the heart rate variability (HRV) literature.

Basic statistics Basic statistics of a time series, including measures of trend.

Others Other properties, like extreme values, visibility graphs, physics-based simula-
tions, and dependence on pre-processing applied to a time series.

2.2.3 Feature selection

After having run the calculations for the time series, hctsa includes a range of processing,
analysis and plotting functions to understand and interpret the results. One of these is the
function "TopFeatures" which determine the features that individually best distinguish be-
tween the two groups of time series (CP and non-CP). The function compares each feature
individually in terms of its ability to separate the classes. The output of this function is the
mean linear classification accuracy across all operations and a list of the operations with
top performance.

2.3 Exploratory Data Analysis

From an early age people are told that the easiest way to investigate a problem is to do
it piece by piece. In mathematics this is done by changing one variable at a time to see
how the system reacts, only this is too simple for most complex real life systems. With
a large number of variables with unknown, complex relationships, Multivariate Analysis
is needed. Multivariate Analysis is a way of investigating a large number of variables
simultaneously to understand the relationship that may exist between them [29]. For small
data sets with few variables it may be enough to present the data as disjointed graphs, but
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Figure 2.2: PCA decomposition

for big data sets this will be too complex and it will be very hard to find the dependencies
manually.

Exploratory Data Analysis (EDA), or data mining, attempts to find the hidden structure
in large, complex data sets. EDA finds the structure that results from the influence of
all variables acting simultaneously, not just the influence of one variable. The two main
methods used in EDA are cluster analysis and Principal Component Analysis.

2.3.1 Principal Component Analysis

Principal Component Analysis (PCA) is a method that analyzes the variability in a data set.
It’s a mathematical procedure that transforms a number of variables into a smaller number
of orthogonal variables called principal components (PCs). PCA transforms the data using
an orthogonal linear transformation onto a new coordinate system, where the coordinates
are the principal components. The PCs are extracted so that the first PC explains a larger
part of the total variance than the next PC, and so on. This can be visualized in the terms
of the eigenvalues, often in a cumulative way.

Given a zero-mean data matrix X, with n rows containing data from a new repetition
of the experiment and p columns that each gives a particular feature, the PCA splits X
into a structure part M and an error part E.

X = Structure + Noise = M + FE (2.8)

The structure matrix M may be regarded as a sum of contributions from different
functions of the rows and columns

M = f(rows) - g(columns) (2.9)
where each function can be approximated by a linear model, which together forms
M =T1P? (2.10)

The matrix T contains the scores and the matrix P” contains the loadings. The decompo-
sition is shown in Figure 2.2. The scores and loadings can be estimated in different ways,
e.g. through Singular Value Decomposition (SVD) or the NIPALS algorithm [30].

A non-trivial task when using PCA is choosing the number of dimensionality, aka
the number of principal components A,,;. A model with a high percentage of explained
variance is wanted, but one does not want to include the noise in the scores and loadings.
The validation methods of Section 2.5 can be used to find A,p;.
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The NIPALS algorithm

Given the matrix X, the NIPALS algorithm can be used to find the principal components
with the decomposition
X =1P7 (2.11)

where the matrix T contains the scores and the matrix P contains the loadings. The
algorithms initializes with ¢ = 1 and X, = X, and proceeds through the following steps
[31]:

1. Choose t, as any column of X,,.

2. Compute loadings p, = Xo'ta'/ta ta
3. Normalize p, to length 1.

4. Compute scores to = XoPa/Pa'Pa

Then repeat point 3 and 4 until convergence for the a*” principal component. Let X441 =
Xq — tapa'. Let A\, = to't. Increment a = a + 1 and repeat for the next principal
component[31].

The resulting scores and loadings matrices are obtained by assembling the columns of
T from the t, and the columns of P from the vectors p,,.

The implementation used in this thesis uses the NIPALS algorithm with convergence

stopping criteria ||toq — t|| < le-12 [32].

2.4 Classification

The problem of classification is to identify which category or class a new observation be-
longs to [33]. In classification we build a function f(X) that predicts the class membership
Y based on the input attributes or features X.

There are numerous different classification algorithms. Some examples are: Linear
Discriminant Analysis, Partial Least Squares Discriminant Analysis, Support Vector Ma-
chines, Random Forests, Neural Networks and Cluster analysis (e.g. K-means).

Some multivariate methods, like PLS-DA, can handle data with numerous features
where many of them describe the same underlying latent variables, while others are more
prone to overfitting when this is the case. Using score vectors from PCA as input to a
classifier may reduce the danger of overfitting as the dimensionality in the input becomes
smaller.

2.4.1 Partial Least Squares Discriminant Analysis

Partial Least Squares Regression is a dimension reduction method, but unlike PCA de-
scribed in Section 2.3.1 it is supervised. This means that the identification of the principal
components is supervised in such a way that the new features are related to the response
Y [34]. PLSR is a regression method, but can be used as a binary classification method by
defining the classes as i.e. 0 and 1. When using the model to classify new samples each
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sample is assigned to the class which the output value is closest. When used for classifi-
cation the method is called PLS-DA. The method is popular in the field of chemometrics
because of the high number for variables per sample [34], and it is useful as a method to
understand which variables carry the class separating information [35].

2.4.2 Support Vector Machines

A Support Vector Machine (SVM) classifier separates a set of binary-labeled training data
by computing an optimal separating hyperplane: (w X x) + b = 0, to obtain the maximum
margin between the two classes [36]. The function that maps the variables onto the new
space is called a kernel function, and there is no theoretical tool to find the best one. There
are several options, such as a linear function, polynomial function or the Radial Basis
function [37]. In addition to being dependent on the choice of kernel function, SVMs are
in risk of overfitting.

The implementation used in this thesis uses a Radial Basis function as kernel type,
and the C value and I' are chosen through a grid search procedure using segmented cross
validation implemented in the software [38]. C and I are slack variables introduced to
the SVM optimization problem to be able to find a feasible solution when the data is not
linearly separable.

Grid search

Grid search is a method of hyper parameter tuning used for finding the optimal values for
a given model. It is a systematic procedure which creates a model for every set of hyper
parameters within a given range and chooses the parameter values which gives the best
model.

2.4.3 Random Forests

A decision tree is a flowchart-like structure in which each internal node represents a "test"
on an attribute. An example of a decision tree is shown in Figure 2.3. Random Forests
(RF) are "forests" built from individual decision trees, where a random subset of variables
is selected for each tree. It is claimed that Random Forest is unexcelled in accuracy among
current algorithms, and runs efficiently on large data bases [37]. An advantage for the
classification problem for this method is that it gives an estimate and visualization of which
variables that are important.

Random Forests has become a popular technique for both classification, prediction,
studying variable importance, variable selection and outlier detection. Examples of studies
where RF have been applied and compared are explored as a survey in [39].

2.5 Validation

In order to validate that a classification model is useful for new data and evaluate how
well it performs one needs validation methods. Conceptually it is distinguished between
external and internal validation; external validation concerns whether it is used correct

11
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Figure 2.3: Example of a decision tree.

information in making of the model and validating that different models give the same
results, while internal validation is based on numerical validation. Some internal validation
methods are cross validation, test set validation and cross model validation.

2.5.1 Test set validation

For test set validation the full data set is split into two groups: test set and training set.
The model is built with the training samples and then the prediction error is computed by
predicting the outcome for the test samples.

A challenge with test set validation is how to split the data set. Splitting at random is
not sufficient, as it will in most real applications be subgroups in the data due to underlying
sources of variation. In this context this could e.g. be ethnicity of the infants or age group.
One algorithm developed to split the data is the Kennard-Stone sampling algorithm (KS).
It selects a subset of samples that has an uniform distribution over the predictor space, and
hence tries to avoid the problem of subgroups in the two sample sets. Another algorithm
is the One-Sided Selection [40].

Using test set validation with PCA scores

When using test set validation it is important to separate the samples before using any
pretreatment of original variables or methods that are dependent on the data. Even though
PCA is an unsupervised method, the model still depends on the data and must only be
created using the training set samples. If the variance between classes is large compared
to the variance within the classes, variance between the classes will influence the PCA
projection and the test set samples create a bias in the model. If the variance is small it
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Training Model

Figure 2.4: Test set validation.

wont affect the model as much, but it wont contribute to separate the classes in the PCA
model either.

When using PCA scores as input to a classifier, i.e. SVM og Random Forest, the way to
use test set validation in each step without inserting a bias in the PCA model is as follows:

1. Create a PCA model based only on training set samples.

2. Using the resulting PCA scores from the training samples, create a classifier.

3. For validation project the test set samples onto to created PCA model.

4. Classify the projected PCA scores from test set samples with the created classifier.

It is important to use projection onto the existing PCA model and not create a new PCA
model for the test set, for the same reasons as not to create a PCA model for the full sample
set.

2.5.2 Cross validation

In cross validation it is iteratively chosen a new subset of samples to be training and test
set. The cross validation method used in this thesis is usually called k-fold cross validation,
but will only be referred to as cross validation in this thesis for simplicity.

The procedure is as follow: pick out k£ samples from the calibration set and build a
model with the remaining samples. Predict the outcome on the % left-out samples and
calculate the residual. Put these samples back into the calibration set, and repeat the pro-
cedure until all samples have been left out at least once. Combine the prediction residuals
for all iterations.

In cross validation, all samples are used in both training and testing. This avoids the
problem of subgroups in the sample set It is also applicable to smaller data sets that doesn’t
have a sufficient number of samples to take out as an independent test set.
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Figure 2.5: Cross-validation.

2.6 Performance metrics

A confusion matrix is a way to present the prediction result from a classifier. Each row of
the matrix represents the instances in the predicted class while each column represents the
instances in the actual class.

There are several useful metrics to be calculated from a confusion matrix. For simplic-
ity the instances that are correctly classified as healthy are abbreviated TN (true negatives),
instances that are healthy but are classified with CP are abbreviated FP (false positives),
instances that are correctly classified with CP are abbreviated TP (true positives) and the
instances with CP that are classified as healthy are abbreviated FN (false negatives).

2.6.1 Sensitivity

Sensitivity, also called recall, hit rate, or true positive rate, is defined as

TP
TP+ FN @12
2.6.2 Specificity
Specificity, also called selectivity or true negative rate, is defined as
TN
e S 2.1
TN+ FP @13
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Figure 2.6: Confusion matrix.

2.6.3 Positive Predictive Value

Positive Predictive Value (PPV), also called precision, is defined as

TP
_— 2.14
TP+ FP ( )
2.6.4 Negative Predictive Value
Negative Predictive Value (NPV) is defined as
TN
2.15
TN+ FN ( )

2.6.5 Accuracy

Accuracy is used in many ways, i.e. to describe the closeness of a measurement to the true
value [41]. In the case of binary classification it is defined as

TP+TN
TP+ FP+TN+FN

(2.16)
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Chapter

Dataset and challenges

3.1 The dataset

The data in this thesis comes from a database of 378 standardized video recordings at St.
Olav’s University Hospital of infants at risk of neurological dysfunctions from Norway,
USA and India. There are certain prerequisites that must be fulfilled for the videos to
be usable, for example that all infants must not be crying, not be disturbed by external
influence and not be hungry.

The videos are analyzed using a tracker algorithm developed in a master thesis in 2018
done for the InMotion project [42]. The output of this tracker algorithm is time series
for the x- and y-coordinates for 7 points on the body of the infants in the videos. The
tracking is done on the 378 videos which gives 378 x 14 time series. These coordinate
time series are the input for the model developed through this project. An overview of this
data collecting system is shown in Figure 3.1. For each subject the CP status is known.
The CP status is given as 1 and 0, where 1 means that the subject has CP while 0 means it
does not.

As mentioned in Section 1, there are several classification systems used to assess the
type and form of CP that a subject has. One of these classifications is the subtype, specified
by the SCPE Collaborative Group [43]. This system divides CP into Spastic bilateral,
Spastic unilateral, Dyskinetic and Ataxic. The subtype of each subject is known.

The coordinates are normalized so that the coordinate system is the same for every
frame. This is shown in Figure 3.2. Here it is shown that origo is set it the top left corner,
and max value for both x and y is 1.

A graphic representation of the data structure is shown in Figure 3.3, where the I =
378, K = 14 and the time J might be varied as the optimal size of a time segment is not
known. Plots of the data from two of the subjects are shown in Figure 3.4 and 3.5. Every
subject has 14 time series of the same length but the videos are of different length and
hence the time series varies in length from subject to subject. In order to have equal length
on the time series, only the first 60 seconds are used for each subject. The framerate is also
standardized. The original data’s framerate varies between 24 — 32 frames per second. To
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Video recording

Figure 3.1: Overview of collection of raw data.

%

Figure 3.2: Coordinate system on video frames.

y=1
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Variables (K)

Subjects (I)

Figure 3.3: Data structure.

have the same amount of datapoints for every subject, 24 frames per second is chosen and
all the time series are interpolated as to match this framerate.

3.1.1 Sensitive Personal data

Sensitive data is data that must be protected against unwanted disclosure [44]. The Gen-
eral Data Protection Regulation (GDPR) defines personal data as: "‘personal data’ means
any information relating to an identified or identifiable natural person (‘data subject’); an
identifiable natural person is one who can be identified, directly or indirectly, in particular
by reference to an identifier such as a name, an identification number, location data, an
online identifier or to one or more factors specific to the physical, physiological, genetic,
mental, economic, cultural or social identity of that natural person;" [45]. When handling
and dealing with sensitive data, special attention should be given to collecting, processing,
handling and storing data throughout the research process [44]. All steps in the research
process should focus on keeping the sensitive data secure and out of reach from the public.

Video data is sensitive personal data. Combined with data such as gender, date of birth,
size and location of filming the data in this research project must be considered sensitive
and be secured at every step.

There are several ways to ensure the security of the data in a research project, and the
way it has been done in this project to ensure that the data still can be used in this master
thesis is through pseudonymization. Pseudonymization substitutes the identity of the data
subject in such a way that additional information is required to re-identify the data subject
[44]. This differs from anonymization where all person-related data that could allow back-
tracking has been purged, but since the personal identifiers are stored somewhere else it is
still considered a secure approach [44].

To do this master thesis only access to the time series, an ID number and the CP
subtype for each subject has been given. This ensures that no sensitive personal data is
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Figure 3.4: Raw data from a subject with CP.
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ID 375, framerate 30, CP-status 0
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Figure 3.5: Raw data from a healthy subject.
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(a) Coordinate data with typical error spike. (b) Filtered data.

Figure 3.6: Coordinate data with error in tracking. Original signal and filtered.

available. However, it also limits the interpretation for some of the methods. Since no
information about the size of each subject is given, a normalization can’t be done based on
size. The location of filming and nationality of the subjects can’t be accounted for either.
When only the time series are available and not the original videos, verifying the results
with visual inspection must be done on the coordinate series directly.

3.1.2 Errors from tracker

The time series are made through analyzing the videos frame by frame. There is no com-
parison of the tracking between frames, so if a segment is labeled wrong the model does
not correct it. The score for each labeling is not part of the dataset, but some of the er-
rors are still quite visible. One example is shown in Figure 3.6a. Here it is shown that
the tracked point jumps from ~ 0.45 to ~ 0.98 from one frame to the next. One frame
corresponds to ~ 90cm in real life, which means that a change in amplitude of 0.53 means
that the baby would have to move ~ 47 cm in 1/24 second.

The pinpointing and removal of these points can be done in several ways. One way
is to use a Hampel filter which will remove spikes by comparing with the points around
it. The effect of a Hampel filter is shown in Figure 3.6b. The use of this filter is done to
remove the effects rapid changes have on the calculated features.

3.1.3 Class imbalance

The main issue with this dataset is that even though data from 378 subjects are available,
only 42 of these have Cerebral Palsy. This makes up only % of the subjects, meaning
that if every subject is classified as healthy the accuracy will be as high as 88.9%. This
problem is called the accuracy paradox [46], as accuracy is not a good metric for the
predictive model. One way to account for this problem is to use other measurements such
as sensitivity, specificity or precision. Another approach is under- or oversampling. Under-
sampling is to even the balance by deleting instances from the over-represented class and
over-sampling is to copy instances from the under-represented class.
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In this thesis the performance metrics sensitivity and specificity will be emphasized.

The small number of subjects with CP also makes dividing the set into training and test
set a challenge. In [40] this problem is addressed and it is stated that noisy or otherwise
unreliable examples from the majority class can overwhelm the minority class. In this
thesis the majority class is the healthy subjects. The hypothesis is that these infants have
fidgety movements while the ones with CP does not. When the task is to locate specific
movements the training samples of the majority class will be unreliable when they do not
appear to be showing fidgety movements. If this is the case for some of the healthy subjects
they will influence the model greater than the few training samples from the minority class
because of their outnumbering. Selecting samples into training and test sets should account
for the variations inside each class and making the two sets fair, meaning that all factors
should be represented in both sets. This is however not an easy task in research where
there are so many factors to account for and so few samples.

As training and test sets in the InMotion project has not yet been divided accounting
for all these factors, they are divided at random in this thesis.

3.2 Visualization of dataset

As mentioned in Section 3.1.1 the videos have not been available for this thesis. Hence the
time series must be inspected directly, and three different visualizations have been used to
get an initial understanding of the dataset.

3.2.1 Time series

The simplest way to investigate the time series is to plot each time series in a 2D-plot. One
example is in figure 3.7. Here the z- and y-coordinates are plotted against time.

With such plots, visual inspection of similarities and variations is hard. Even differ-
entiating between rapid movement and errors in the tracking algorithm is not trivial, for
example in Figure 3.7 in the plot for the y-movement. After approximately 71 seconds
there is a jump in the time series which may look like a tracker error, but just by visual
inspection it may also be a rapid movement of the arm.

Another approach to plotting the time series directly is to plot the different series on
top of each other to easier compare two series. One example is given in Figure 3.8. Here
the x-data for both legs are plotted. With such plots it is easier to investigate where the
two legs move together and how the movements correspond with each other. In this plot it
is shown that after approximately 47 seconds the two legs cross and then cross back again.
It is also shown from this plot that the legs are nearly motionless at the same interval (0 s
-40s).

3.2.2 Video of moving subject

A problem with plotting the original time series in 2D-plots is that the human brain is not
trained at adding two coordinate series together as motion. Because of this, a tool has been
developed to help on this task. Using MATLAB’s animatedline-function all the time series

23



Chapter 3. Dataset and challenges

ID: 2 CP-status: 1
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Figure 3.7: Plot of time series from right arm from subject 2

from every sensor are added together into one plot. The plot is then updated for each time
step and made into a video using MATLAB’s VideoWriter.

Some frames from one such video is shown in Figure 3.9. Here the lines are not deleted
after each frame, seen by all the accumulated lines in the last frame, but this is optional
when making videos and are only added here to better show the development throughout
the video.

Showing the movements of an infant through video instead of as 14 different time
series is much more intuitive for the human brain. This way it is more intuitively to see how
the body parts move together or differs from each other. Spotting the error points is also
easier as it will be a bigger difference between the error points and the rapid movements.
Rapid movements in one arm will affect the rest of the body in some way, while an error
from the tracker wont influence the other sensors. An example of a tracker error in the time
series plot and how it is shown in a video is shown in Figure 3.10. Here a rapid change
for the chest point in the y-direction is shown in a plot of the original time series. In the
frames from the video (Figure 3.10b-3.10e) it can be seen that the chest point is originally
in Figure 3.10b, but then jumps considerably upwards in Figure 3.10c, then down again
in 3.10d and again to an unnaturally high point in 3.10e. Note that in the time series plot
in 3.10a the coordinates for y is plotted inverse of what is up and down in 3.10b-3.10e, as
shown is Figure 3.2.

3.2.3 Heatmaps of movement

A bivariate histogram is a histogram which divides data into bins in 2 dimensions. It
is used as a visualization tool to create surface plots of data. It can also show data as
heatmaps, where the values in each bin are shown as colors. Given a X- and a Y -vector
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Subject: 2 CP status: 1

Figure 3.8: z-coordinate time series for both legs for subject 2.

(a) time = 0's (b) time = 1s (c) time = 2's

Figure 3.9: Frames from one video at different time steps.

the 2D-space is divided into N bins of size n x n. Before making a heatmap the coordi-
nates are normalized with min-max normalization. All points in the time dimension (x, y)
are added to the histogram, and the resulting matrix contains the cumulative number of
observations in all of the bins. Hence the heatmap shows movement over each rectangular
bin. Heatmaps from 6 different subjects is shown in Figure 3.11.

Heatmaps are a good tool to visualize movements in space when the time dimension
is of lower importance. In this project it is not important whether a specific movement
occurs at ¢ = 3s or t = 45s. In Figure 3.11 the movement of the different subjects is
quite different. In Figure 3.11a it is shown that Subject 1 does not move much and the
different sensors are easy to tell apart. In Figure 3.11b however, Subject 2 is moving a
lot all over the space and the sensors can not be distinguished as easy. Visual inspection
does not show any obvious differences in the two classes of subjects, but this has not been
analyzed further.
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Figure 3.10: Tracker error in chest coordinate. Visualized frame by frame.
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Figure 3.11
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Chapter

Results

In this chapter the results from the feature selection done through three steps is presented.
Then the results from classification of the selected feature set are given for several different
classification methods. The input and validation method for each classification model is
given.

4.1 Feature selection

4.1.1 hctsa

Feature extraction and selection is done using the framework hctsa as described in Section
2.2.2 and 2.2.3. All 7700 features are calculated, and the top 20 features are chosen by
"TopFeatures" as described in Section 2.2.3. The mean linear classifier performance across
these 543 features is 54.66%.

Using the list of the 20 top features, a new subset of feature calculations are made based
on the master operations from the top list and all variations of these. The new feature set
consists of 543 features, which are all variations of 12 master operations.

4.1.2 Manual feature selection

A PLS-DA model is made based on the feature set of 543 features per sensor. With 14
sensors this gives a total of 543 x 14 = 7606 feature columns. The regression coefficients
are used to select the features which influences the model the most The variables are
selected by going through the regression coefficient plots and the loadings weights for
the first six factors and selecting the ones with the highest absolute value. A plot of the
weighted regression coefficients showing the selected features is shown in in Figure 4.1a.
A total of 416 features were chosen. In Figure 4.1a all selected features are marked. The
selected features are also shown in the Loadings plot in Figure 4.1b. There will be many
combinations of 400 — 500 features with the same classification ability. Nevertheless, any
subset of 400+ variables are assumed to represent the various types of features.
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Weighted regression coefficients

0.001

Regression Coefficients (BW)
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X-Variables (CP, Factor-1, BOW:18.73979)

(a) Weighted regression coefficients with selected features marked.
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(b) Loadings plot for Factor 1 and 2 with selected features marked.

Figure 4.1: PLS-DA model on the feature subset from hctsa.
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4.1 Feature selection

A new PLS-DA model is made on these 416 features. The procedure of choosing the
features with highest absolute value in the weighted regression coefficient plot is repeated,
and this time 105 features were chosen. The selected subset of features is shown in Figure
4.2. This is the feature subset that will be used further in the thesis. An overview of the 105
selected features by sensor and feature keyword is shown in Figure 4.3 and 4.4. Figure 4.3
divides the features into groups based on what sensor time series the feature is computed
from, and Figure 4.4 groups the features by the master operation categories presented in
Section 2.2.2.
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(a) Weighted regression coefficients with selected features marked.
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(b) Loadings plot with selected features marked.

Figure 4.2: PLS-DA model on the 416 selected features.
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Figure 4.3: Percentage of features from sensor in feature subset.
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Figure 4.4: Feature keywords of features in feature subset.
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4.2 PLS-DA

For classification with PLS-DA, two different validation approaches are tested:

1. Test set validation

2. Cross-validation

4.2.1 Validation with test set

For the model with test set validation, + of the samples are randomly chosen as test set. Of
these 126 samples, 14 have CP. The PLS-DA model is trained on the remaining %, and the
best results are obtained when using 15 factors. The resulting score plot for the model is
shown in Figure 4.5. The cut-off of 0.5 was applied to assign the samples. The confusion

matrix and performance metrics for the model is shown in Table 4.1.

Table 4.1: Confusion matrix and performance metrics in training step of PLS-DA model with test

set.

Predicted class

Healthy | CP
Healthy | 224 0
True class P I 77

Using the model on the test set to validate the model gives the predictions shown in
Figure 4.6b. The confusion matrix and performance metrics for the test set is given in

Table 4.2.

Table 4.2: Confusion matrix and performance metrics for PLS-DA model on test set.

Accuracy | 99.6 %
NPV 99.56 %
PPV 100 %
Sensitivity | 96.43 %
Specificity | 100 %

Predicted class

Healthy | CP
Healthy | 107 5
True class P 3 I

Accuracy | 85.71 %
NPV 89.170 %
PPV 16.67 %
Sensitivity | 7.14 %
Specificity | 95.54 %
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Scores

(%ET “%S) T-10108]

] . °° .
" e® % nooo °* o °
- ° oo-ooc S 4

) o oo
R
) * .
2

00‘0”0 . °

coo"‘ . °

11

10

Factor-1 (6%, 55%)

@® Healthy

CP

Figure 4.5: Score plot from PLS-DA model with test set validation.
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Figure 4.6: Prediction with PLS-DA model with test set validation. Class 0 equals healthy and 1 is
CP.
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4.2.2 Validation with Cross validation

For the second PLS-DA model, all samples are used in cross validation. The best results
are obtained when using a model with 10 factors. A 20-fold cross validation is used, and
the resulting score plot for the model is shown in Figure 4.7. The prediction done by this
model in calibration is shown in Figure 4.8a and in validation in Figure 4.8b. The same
cut-off of 0.5 used in the test set validated PLS-DA model is also used here. The confusion
matrix for calibration is shown in Table 4.3 and validation in Table 4.4.

Table 4.3: Confusion matrix and performance metrics for PLS-DA model with cross validation in
training.

Accuracy | 94.71 %

Predicted class NPV 9433 %
Healthy | CP
PPV 100 %
True class Healthy | 336 0 Sensitivit 52.38 %
cP 0 o) ensitivity . o

Specificity | 100 %

Table 4.4: Confusion matrix and performance metrics for PLS-DA model with cross validation in
validation.

A .92
Predicted class ceuracy | 93.92 %
NPV 93.59 %
Healthy | CP
PPV 100 %
Healthy | 336 0 e
True class P 3 9 Sensitivity | 45.24 %
Specificity | 100 %
CP subtype

The score plot from the PLS-DA model with CP subtype marked for each sample is shown
in Figure 4.9. The samples that are classified wrong are marked with a circle. The subtypes
are numbered like:

-1. Healthy

0. Unknown

1. Spastic Bilateral
2. Spastic Unilateral

3. Dyskinetic
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Figure 4.7: Score plot from PLS-DA model with cross validation.
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Figure 4.8: Prediction with PLS-DA model with cross validation. Class O equals healthy and 1 is

CP.
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Figure 4.9: Score plot from PLS-DA model with cross validation. Each sample is colored according
to CP subtype.
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4.3 PCA

43 PCA

For classification with SVM and Random Forest the same two validation approaches are
tested as with the PLS-DA modelling; test set validation and cross validation.

Test set validation

For the test set validation procedure, PCA is done first on the training set, which is the
same set as the training set in Section 4.2. Then the test set is projected onto this PCA
model to be able to use the scores of the test set for testing the SVM and Random Forest
model. This is the same procedure as described in Section 2.5.1. This PCA model will
further be referred to as "PCA with test set validation" even though it is not the PCA model
that is validated with the test set. The explained variance for the PCA model on the training
set is shown in Figure 4.10.

Cross validation

For the cross validation procedure, PCA is done on the full sample set. The explained
variance of the model is shown in Figure 4.11.
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Figure 4.10: Explained Variance of PCA on training set
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4.4 SVM

44 SVM

Four different SVM classifiers are made:
1. On the PCA scores for the training set. Tested on the projected scores of the test set.
2. On the PCA scores for the full sample set. Validated with cross validation.
3. On the feature subset directly. Trained on the training set and tested on the test set.
4. On the feature subset directly. Trained on full sample set and validated with cross

validation.

4.4.1 On PCA scores

Two SVM classifiers are trained and tested on the PCA scores from Section 4.3.

Test set validation

When training a SVM on the PCA scores of the training set the best results are obtained
when using the first 10 principal components. This gives a training accuracy of 97.22%
and the model use 47 support vectors. Using cross validation in the training step gives a
validation accuracy during training of 94.44%.

Classifying the projected test samples onto the PCA model gives the confusion matrix
and performance metrics given in Table 4.5.

Table 4.5: Confusion matrix and performance metrics for SVM on PCA scores for test set.

Predicted class Accuracy | 88.10 %
NPV 89.43 %

Healthy | CP
PPV 33.33 %

Healthy | 110 e
True class CP 3 I Sensitivity | 7.14 %
Specificity | 98.21 %
Full subject set.

When training a SVM on the PCA scores of the full subject set and using 20-fold cross
validation the best results are obtained using the first 15 principal components. This gives
a training accuracy of 94.71% and the model use 90 support vectors. The validation accu-
racy for this model is 92.86%.

4.4.2 On feature subset

Two SVM are trained and tested on the feature subset chosen in Section 4.1.
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Test set validation

Training a SVM on the training set gives a training accuracy of 100%. This model uses 128
support vectors. The cross validation internal in the training gives a validation accuracy of
92.857%.

Classifying the test set with this model gives the confusion matrix and performance
metrics given in Table 4.6.

Table 4.6: Confusion matrix and performance metrics for SVM on feature subset for test set.

Predicted class Accuracy | 88.10 %
NPV 89.43 %

Healthy | CP
PPV 33.33 %

Healthy | 110 s
True class cP 3 I Sensitivity | 7.14 %
Specificity | 98.21 %
Full subject set.

Training a SVM on the full subject set and validating with 20-fold cross validation gives a
model with training accuracy 100%. This model uses 208 support vectors. The validation
accuracy is 88.89%.

Summary SVM
Table 4.7: Performance metrics for all SVM models
With PCA scores Without PCA scores
Test set | Cross validation | Test set | Cross validation
Support vectors 47 90 128 208
Training accuracy 9722 % | 94.71 % 100 % 100 %
Validation accuracy | 88.10 % | 92.86 % 92.86 % | 88.89 %
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4.4 SVM

Table 4.8: Misclassifications of subjects with CP by ID number. X indicates misclassification.

ID PLS | PCA-SVM | SVM | PLS-DA (CV) | PCA-SVM (CV)
'UoC_019_1_1" | X X X X

"LCH_181-1-1" | NA | NA NA

’LCH_003-1-1" | NA | NA NA

'LCH_078-1-1" | X X X X X
’LCH_001-1-1" | NA | NA NA X X
’016-1-1° NA | NA NA

064-1-1° X X X X X
146-1-1° NA | NA NA

'127-2-1° NA | NA NA

’031-2-2° X X X X X
’032-1-1° NA | NA NA

’044-1-1° NA | NA NA

’022-1-1°

"UoC_040_1_3" | NA | NA NA X

’UoC_109_1_1" | NA | NA NA

"UoC_006_1_1" | X X X X X
’LCH_182-1-1" | NA | NA NA X X
’LCH_167-1-2” | NA | NA NA X

'LCH_171-1-1" | X X X X X
’LCH_087-2-1" | NA | NA NA X

"LCH_O017-1-1" | NA | NA NA

’LCH_030-1-1" | X X X X X
'LCH_152-1-1" | NA | NA NA X X
’LCH_073-1-1" | NA | NA NA X

"LCH_080-1-1" | X X X X X
’108-2-1° NA | NA NA

021-2-1° NA | NA NA

067-1-1° X X X X X
'114-1-1° NA | NA NA

’035-1-1° NA | NA NA X X
’130-1-1° X X X X X
’134-1-1° NA | NA NA

111-1-1° NA | NA NA X X
’028-1-1° X X X X

’019-1-1° NA | NA NA

’099-1-1° NA | NA NA X X
’075-2-1 X X X X X
092-1-1° NA | NA NA X X
047-1-1° NA | NA NA

014-1-1° X X X X X
’029-2-1° NA | NA NA X X
’024-2-1° NA | NA NA
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4.5 Random Forest

Four different Random Forest classifiers are made:
1. On the PCA scores for the training set. Tested on the projected scores of the test set.
2. On the PCA scores for the full sample set. Validated with cross validation.
3. On the feature subset directly. Trained on the training set and tested on the test set.

4. On the feature subset directly. Trained on full sample set and validated with cross
validation.

4.5.1 On PCA scores
Test set validation

A Random forest classifier is trained on the PCA scores of the training set. The Out-Of-
Bag classification error for this model is shown in Figure 4.12.

Using the Random forest classifier gives the confusion matrix and performance metrics
given in Table 4.9.

Table 4.9: Confusion matrix and performance metrics for Random forest on PCA scores for test set.

Predicted class Accuracy | 88.89 %
NPV 89.52 %
Healthy | CP
Health, 111 1 PPV >0 %
True class P y 3 i Sensitivity | 7.14 %
Specificity | 99.11 %
Full subject set.

A Random forest classifier is trained on the PCA scores of the full sample set. The Out-
Of-Bag classification error for this model is shown in Figure 4.13.
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4.5.2 On feature subset

Two Random Forest classifiers are trained and tested on the feature subset chosen in Sec-

tion 4.1.

Test set validation

Training a Random Forest classifier on the training set gives the Out-Of-Bag classification
error shown in Figure 4.14.
Using the Random forest to classify the test set gives the confusion matrix and perfor-

mance metrics given in Table 4.10.

e
—
o

0.14

0.13

S
=
%)

Out-of-bag classification error

e
=
=

0.1 -

30

40

50
Number of grown trees

60

70 80

90

100

Figure 4.14: Out-of-bag classification error for model on feature set. Trained on training set.

Table 4.10: Confusion matrix and performance metrics for Random forest on feature subset for test

set.
Predicted class
Healthy | CP
Healthy | 110 2
True class cP n 0
Full subject set

Accuracy | 87.3 %
NPV 88.71 %
PPV 0 %
Sensitivity | 0 %
Specificity | 98.21 %

Training a Random forest classifier on the full sample set gives the Out-Of-Bag classifica-
tion error shown in Figure 4.15.
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Chapter

Discussion of results

Using test set validation is a great way to validate a model without bias and to compare
different models. However, when the sample set is small, test set validation does not
capture the full variation of all the samples. Having a total of only 42 samples with CP,
the variation between all babies with CP is most likely only partially captured and making
this sample set even smaller by dividing into two sets makes the model even less general.
The big difference in the outcome of CP for every subject explained in Section 1 makes
this problem of few samples even bigger as the variation between samples is large.

In both the PLS-DA model and the SVM classifier with cross validation there are ~ 20
subjects with CP that are classified as healthy. This can be seen in Table 4.8. These are the
same subjects in both models, which may indicate that these subjects have a movement
pattern that is more similar to the healthy babies’ than the rest. The remaining 22 subjects
are always rightly classified with CP. This significant difference in how much harder some
subjects are to classify than the rest also affects the classifiers with test set validation. Even
though the training and test set were chosen at random, the 14 subjects with CP in the test
set are all but one part of the set of subjects that the cross validated models does not manage
to classify rightly in validation. The one that is rightly classified by the CV classifiers are
also always rightly classified by the test set validated classifiers. This unfair selection of
test set contributes to the high accuracy in training and the equally bad accuracy in testing.
Inspecting the PLS-DA models score plots visually, Figure 4.5 and 4.7, it may seem that
they are very similar, only with some added samples in the CV model. This similar shape
and distribution of samples may indicate that the test set samples that are added to the
training step in the CV model does not contribute to the model.

It is worth noting that all the subjects with CP subtype Dyskinetic are classified rightly
with CP by all the models. There are only 3 of these subjects so it may be a coincidence,
but it is worth investigating further. The subtypes and classification is shown in Figure 4.9.
Nearly all subjects that are wrongly classified have the CP subtype Bilateral Spastic, but
as the dataset is so small this may not be valid for subjects outside this dataset.
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Chapter 5. Discussion of results

The SVM classifier using PCA scores and the SVM classifier using the feature sub-
set directly show that the overfitting problem can be reduced by dimension reduction. A
significant gap between the training accuracy and validation accuracy may indicate over-
fitting and this gap should raise a red flag. The SVM classifier trained on the feature set
and validated with cross validation has a training accuracy of 100% and validation accu-
racy of 88.89%. This means that all the samples lie on the correct side of the separating
hyperplane during training, but a validation accuracy of 88.89% is equal to the accuracy
obtained when all samples are classified as healthy due to the class imbalance. It is there-
fore safe to assume that the classifier is prone to overfitting and probably won’t give as
valid results for new samples. The SVM classifier trained on the PCA scores of the feature
subset has a training accuracy of 94.71% and validation accuracy of 92.76%. This is not as
good as the training accuracy of 100% of the feature subset model, but the high validation
accuracy gives a hint that this model is more generalized and may be better for classifying
new samples. Signs of overfitting may also be seen in the number of support vectors. In
the PCA-SVM classifier there are 90 support vectors while in the classifier on the feature
set directly there are 208 support vectors. When there are more support vectors the clas-
sifier is most likely less generalized than a classifier with fewer. This may also result in a
higher misclassification rate, but in a lot of cases a higher misclassification rate is tolerable
to be able to have a classifier that is more generalized. The Random Forest classifier on
the feature subset also show signs of overfitting. The training accuracy is 100%, but the
Out-Of-Bag misclassification error is ~ 11%. This error means the same as the SVM’s ac-
curacy at 88.89%: all subjects are classified as healthy in the validation step. The Random
Forest classifier with the PCA scores only have an Out-Of-Bag misclassification error of
~ 9%. This is still not as good as the SVM classifier, but may show that the PCA scores
reduce the effects of the overfitting, making the classifier more general.

It is interesting to note that the results of the PCA-SVM is good even though the
PCA model only has an explained variance of ~ 50% when using all 15 PCs. This is
shown in Figure 4.11. This means that about half of the variation in the dataset is not
accounted for in the PCA model, but using these scores still gives a high accuracy in the
SVM classifier. This may indicate that the variance captured is sufficient and manages to
capture the variance that is needed to separate the subjects. Introducing more PCs would
likely introduce more noise to the model and not give any better results.

It is also seen that when training a SVM classifier on only the training set and then
validating with the test set, the best results are obtained using only the first 10 PCs. They
only explain ~ 40% of the variance, but gives a higher accuracy than using all PCs. This
may indicate that there is some information in the last 5 PCs that does not contribute to the
model. However, when training a SVM on the full sample set and using cross validation
instead of test set validation, 15 PCs is needed for the best results. This means that the
last 5 PCs tells something about the variation that is needed to get a better classifier when
training for the full sample set. The last PCs may contain some information that is needed
to classify the test samples. This would not be discovered when training only on the
training samples, but may be utilized by the cross validated SVM.

For the PLS-DA models the number of factors that gives the best accuracy has the
inverse correlation with number of training samples than the PCA-SVM models. The best
test set validated model uses 15 factors while the cross validated model uses 10 factors.
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This may be explained by the fact that using more factors in the model will always make
the model better, but after a certain number of factors the new factors will only introduce
more noise into the model. The noise may increase the training accuracy but the validation
accuracy will drop, which is a sign of overfitting. In this thesis the training accuracy for
the PLS-DA model with test set validation is best when 15 factors are used, but the test
validation accuracy is the same when using 10 or 15 factors, so the model with 15 factors
may be prone to overfitting even though it is hard to tell with such a small test set.

The number of trees in the Random Forests affect the Out-of-bag classification error.
All forests gets down to a OOB classification error aof ~ 11% at around 10 + 5 trees,
except the model trained on the full feature set. This requires ~ 27 trees, shown in Figure
4.15. This means that with ~ 10 trees a RF model has the same accuracy as obtained
when classifying all subjects as healthy. The OOB classification error of the RF models
trained on PCA scores decreases when more trees are added and gets their best result at
~ 70 — 80 trees. The trees added to the models trained on the feature set does not decrease
the classification error, and in Figure 4.14 it is easy to see that the extra trees actually
increases the OOB classification error.

Figures 4.3 and 4.4 shows some statistics about the 105 features that were chosen to
be in the feature subset. Figure 4.3 shows which sensors’ time series the different features
were computed from. It is shown that the pelvis’ time series in both x- and y-coordinate
make up a big part of the feature set, in total this point has 28/105 features. It may seem
that because of this the pelvis movement is significant, but since this is a point of the body
which does not move a lot, it is more likely that the reason there are many pelvis features is
that it takes more features to capture the same variation as from some of the other sensors.
It is also shown that the x-coordinates dominate in the feature subset: 63 of the features
come from x-coordinated while only 42 are from y-coordinates. Physically it is likely that
there is more movement in the x-direction than the y-direction, and that this movement is
more important in the separation between the subjects. The number of features from the
right arm and leg outnumber the features from the left side. The right extremities have 29
features while the left have 16. About 90% of the population is right-handed [47], which
may explain this skewness. It sounds likely that the movement of the dominant hand may
contain more information than the other.

In Figure 4.4 the features are grouped by the keywords of the computation done. Both
the number of features from each group and the percentage that this selection make up
of the full operation set in hctsa is shown. Few statistics features are chosen, as well as
quite few in both trend and model fit. The Dynamical System operations have a higher
percentage of chosen features, but still does not have a significant amount of features in
the set. The dominating group of features is Wavelet based operations. Wavelet transforms
exhibits good energy localization in the time-scale plane [48] and is more suitable for non-
stationary signals than i.e. the Fourier Transform. Since the time series in this thesis are
highly nonstationary it is reasonable that wavelet decomposition can give valuable infor-
mation about the time series. Other nonlinear methods are also a big part of the feature set.
Visibility graph analysis uses the tool of visibility graphs [49] to calculate various statistics
on the properties of the resulting network. [49] states that the visibility graph characterizes
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nontrivial time series and, in that sense, the method may be relevant in specific problems
of different garments, such as human behavior time series. The Stationarity-group con-
sists of operations that measures how properties of a time series change over time. This is
highly relevant to this dataset as it is human movement that is analyzed. A hypothesis is
that the fidgety movements of the healthy subjects are more regular and repeating than the
movements of the subjects with CP. This makes analyzing the change over time interest-
ing, as the hypothesis states that the change over time will be more unpredictable and less
repeating for the subjects with CP. It is important to notice that the selected features were
selected by hand, and no hard threshold was used for the weighted regression coefficients.
The 105 selected features were selected through 3 steps where a manual selection was in-
volved. This means that there are probably several feature subsets that will give the same
results, and this is not necessarily the optimal one.

In [1], which is the primary reference for the hypothesis in this thesis, they assess the
quality of fidgety movement and divide them into three categories: normal, abnormal and
absent. They used these movements to predict the neurological outcome, and showed that
normal fidgety movements was a sign of normal neurological outcome with an accuracy
of 96%. One problem with the classification done in this thesis is that it does not separate
between whether FM are normal, abnormal or absent but rather just the outcome. Also
it does not account for other neurological abnormalities as they do in the study [1]. The
models developed in this thesis shows that without having information about movement
qualities the classifiers manages to extract some of this information either way and use in
classification. The models show that there is most likely something in common for the
healthy subjects while there is a bigger differentiation between the subjects with CP. This
is consistent with normal FM as a sign of a normal neurological outcome. The difference
between normal, abnormal and absent FM may be an explanation for why some of the
samples are easier to separate than the other. Some of the subjects that are marked as
healthy in this dataset may have other neurological abnormalities than CP that may cause
abnormal or absent FM.
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Conclusion

The work done in this thesis highlights several challenges in data analysis. The class
imbalance of the dataset makes it harder to compare different classification methods, and
the small number of subjects with CP makes it best to avoid using test set validation. The
SVM classifiers and Random Forests are prone to overfitting when using the feature set as
input. This is shown by the fact that even though the training accuracy for these models
is 100% the validation accuracy is 88.89%. This can be reduced by using PCA scores as
input. The models also show that there is probably some underlying sources of variation
that contributes to making ~ 20 of the samples harder to separate than the others.

The models in this thesis support the finding in [11] that a computer-based tool for early
prediction of CP is feasible. All the classifiers find some similarities in the movements of
the healthy samples, and are able to classify most subjects correctly as well as give a
certainty of that classification. However, the sensitivity of the models are worse than all
existing tools for diagnosis. The PLS-DA model with CV has a specificity of 100% which
is as good as it can get and is better than for both GMA and ultrasound, but the sensitivity
of 45.24% can’t compare to GMA’s 95% or ultrasound’s 80%. To be able to use the
methods in clinics both these performance metrics should be high and at the same level.
Because of this none of the classifiers developed in this thesis are good enough for clinical
use, but they show that the methods are promising.

The hypothesis that this thesis was built on was that fidgety movements can be recog-
nized and used to classify infants without CP. The classifiers in this thesis manages to find
some similarities between the healthy subjects, but as they also wrongly classify about half
of the subjects with CP it is not only FM that they separate on. The models in this thesis
does not manage to find the FMs and separate based only on these movements. The sub-
jects may also have other neurological abnormalities than CP which may influence their
movement qualities. This is not accounted for in this thesis and should be a subject for
further research.
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Future Work

As mentioned in Section 5, the feature subset of 105 features used in this thesis are chosen
manually using appropriate models. This gives a good feature set, but does not mean that it
is neither the only one or the optimal one. It would be interesting to use a wrapper method
for feature selection on the same big feature set from /ctsa to find the best possible feature
set.

The high frequency in the feature set of both wavelet operations and stationarity mea-
sures support the hypothesis that it is interesting to look at the frequency and development
of the movements as fidgety movements are believed to be repeating, circular movements.
More work should be done in investigating how these features influence the model, and
it would also be interesting to map these features back onto the original time series. This
could maybe give an even deeper understanding of the fidgety movements and how to
locate them.

The heatmaps developed as a visualization tool in Section 3.2.3 could be used as a
feature and analyzed with multivariate methods. If these heatmaps used as a feature would
give any results it would be easy to visualize the results.

More work should be done in the selection of training and test set. This thesis em-
phasizes the challenge of choosing a representative training set and to be able to use this
validation method a common training and test set should be selected for validating all
methods in the project.

Other neurological abnormalities than CP have not been known in this thesis. It would
be interesting to see if other neurological outcomes affect the movements and can lead to
better results in classification. A classification based on known movement qualities instead
of known outcome should also be tested.
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