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Abstract

For people with diabetes mellitus, it is crucial to keep the plasma glucose con-
centration levels in inside the recommended range after meals. Many do this by
counting carbohydrates manually, and deciding the insulin bolus thereafter. To
help with this, a glucose response calculator which takes more than the amount
of carbohydrates into consideration would be a useful aid.

In this project, the use of a glycemic model as the foundation of a glycemic
response calculator have been studied.

A summary of theories and methods to explain and model glucose responses
after meal intake have been presented. Different research in the area of meal
parameter estimation is described, with emphasis on using a smartphone cam-
era with image classification algorithms to estimate.

Glucose response studies described in Rozendaal et al. [1] was collected and
put into a dataset, together with additional macronutrient information about
the meals. Also, two study subjects used CGMs to record plasma glucose mea-
surements in their daily lifes, while they also wrote down what they ate, and
when. The data gathered were analysed using PLSR, to find the correlations
between meal parameters and glucose responses. The PLSR analysis showed
some correlation between the macronutrients (fat, protein and fiber) and the
glucose response.

Two lower order glycemic models, namely The identifiable virtual patient
model (IVP) and The subcutaneous oral glucose minimal model (SOGMM), was
altered in three different ways, to take into account the amount of fat, protein
and fiber in the meals when predicting glucose responses. The meal input and
glucose response data was used in parameter estimation algorithms, to try and
predict meal responses. The results were compared to the results of predictions
using the unaltered models, without fat, protein and fiber as input. The largest
model, SOGMM, obtained the best prediction results overall. The inverse corre-
lations found between glucose response and fat, protein and fiber in the PLSR
analysis, were not reproduced in the glycemic model predictions. In general,
the models not taking fat, protein and fiber into account did better than the
models that did.





Sammendrag

For personer med diabetes mellitus er det avgjørende å holde blodsukkernivået
innenfor det anbefalte området etter måltider. Mange gjør dette ved selv å
telle karbohydrater, og deretter bestemme mengden insulin som skal settes.
En glykemisk responskalkulator som tar mer enn bare karbohydrater med i be-
traktningen ville vært et nyttig hjelpemiddel for dette.

I dette prosjektet har bruken av en glykemisk model som grunnlag for en
glykemisk responskalkulator blitt undersøkt.

Et sammendrag av teorier og metoder for å forklare og modellere blod-
sukkerrespons etter måltider har blitt presentert. Forskjellig arbeid på feltet som
omhandler estimering av måltidsparametere er beskrevet, med vekt på å bruke
et mobilkamera sammen med et bildeanalyseringsprogram for å estimere.

Blodsukkerrespons-studier brukt i Rozendaal et al. [1] ble samlet og puttet
i et datasett, sammen med ytterligere info om næringsstoffer i måltidene. To
forsøkspersoner målte også blodsukkeret sitt over to uker, ved bruk av CGM,
mens de samtidig noterte hva de spiste, og når. Den samlede dataen ble analy-
sert ved bruk av PLSR, for å finne korrelasjoner mellom måltidsparametere og
glykemisk respons. PLSR-analysen viste noe korrelasjon mellom makronæringsstof-
fene (fett, protein og fiber) og blodsukkerrespons.

To lavere ordens glykemiske modeller, kalt The identifiable virtual patient
model (IVP) og The subcutaneous oral glucose minimal model (SOGMM), ble en-
dret på tre forskjellige måter, for å kunne ta hensyn til mengden fett, protein
og fiber i måltidene, for å predikere blodsukkerresponser. Måltidsparameterene
og blodsukkerresponsene ble brukt i algoritmer for modellparameterestimer-
ing, for å prøve å forutse måltidsresponser. Resultatene ble sammenliknet med
resultatene fra prediksjoner gjort med de originale modellene, som ikke tar
hensyn til fett, protein og fiber. Den største modellen, SOGMM, oppnådde de
beste prediksjonsresultatene totalt sett. Den inverse korrelasjonen funnet mel-
lom blodsukkerrespons og fett, protein og fiber i PLSR-analysen, ble ikke re-
produsert i prediksjonene utført av de glykemiske modellene. Generelt klarte
modellene som ikke tok hensyn til fett, protein og fiber å predikere bedre enn
modellene som gjorde det.
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This master’s thesis covers my master’s project at the Cybernetics and Robotics
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1 Introduction

Diabetes Mellitus (DM) is a disease in which defects in insulin action (Diabetes
Mellitus 2) or insulin secretion (Diabetes Mellitus 1) can lead to hyperglycemia.
In the world today, 425 million adults have diabetes, where 212 million of
those are undiagnosed [3]. Precise insulin administration is very important for
people with Diabetes Mellitus to control their glucose levels, especially right
after meals. Today, the dosage of exogenous insulin is mainly done manually,
with patients injecting it subcutaneously, either with an insulin pen/syringe, or
via an insulin pump.

Different food compositions can lead to different postprandial glucose re-
sponses (PPGR). There are many factors that contribute to this response. For
one, meal macronutrients like carbohydrates, fat, protein and fiber, and other
meal characteristics, affect the PPGR. Another very important factor is the pa-
tient’s physical properties, and how the body responds to different meals. These
physical properties are not constant, but will have a natural variation during
and between days [4, 5]. Also, different patients can (and will, in most cases)
show small or large differences in glucose response to the same meal [6]. This
is why it is important to have data from the subject in question when trying to
predict its glucose response after a meal. All of this makes for a difficult task to
predict the PPGR of a patient.

A crucial part of blood glucose control for a DM1 or DM2 patient is to es-
timate the amount of carbohydrates they eat, because this is largely how the
insulin bolus size is determined. Studies show that for most people, manual
carbohydrate amount estimation is very hard to do precisely, and that patients
might have a tendency to underestimate the amount of carbohydrates in their
meal [7, 8]. Therefore several carbohydrate estimation tools have arrived, many
based on the use of a mobile phone camera and image classification algorithms.
The patient takes one or two pictures or just points the camera towards the
meal, and the estimation algorithm does the rest. A tool able to estimate car-
bohydrates in a meal will easily be able to estimate other macronutrients in
the same meal as well. These macronutrient could be helpful in the task of
predicting the glucose response, as mentioned above.

Combining solutions for these two problems, that is, knowing which type of
meals which lead to what PPGR and estimating the meal composition precisely,
could be a very helpful tool for diabetic patients in their daily life.

This thesis will start with some basic theory, presented in section 2, impor-
tant for understanding the rest of the article. The aim of the study is described
in section 3. Section 4 contains a literature study, presented in two parts. First,
a summary of the existing theories and methods to model and explain PPGR
is presented in section 4.1. This will focus on meal characteristics and meal
parameters which have an effect on the PPGR, and how they affect it. It will
also focus on different glycemic simulation models that can be used to simulate
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and predict PPGR, in addition to some of the biological explanations behind
them, what is included in the models and what is not included. Then, different
methods to estimate meal parameters using a smartphone camera is described
in section 4.2. The focus in this part will be on the different ways this is done
in literature and research, and then especially meal classification and meal size
estimation.

The methods and approaches used in this project will be presented in sec-
tion 5, before the results are presented in section 6. In these sections, data from
healthy subjects gathered in Rozendaal et al. [1], from multiple studies, will
be used in a correlation analysis between meal macronutrients and PPGR. Two
lower order glycemic models will be altered so that they take meal macronu-
trient into account. Furthermore, glucose measurements gathered from two
healthy subjects will be presented, analysed with PLSR and used to test the
precision of PPGR prediction with the two aforementioned glycemic models.
The results are discussed in section 7, and conclusions presented in section 8.
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2 Theory

2.1 Partial least squares regression

Partial least squares regression (PLSR) PLSR is a statistical method for mul-
tivariate regression. It performs prediction from the predicting variables X to
responses Y . The underlying model equations for PLSR is:

X = TP T + E (2.1)

Y = UQT + F (2.2)

T and U are the mapping of X and Y onto the latent variables. T and U are
called the scores for X and Y . P and Q are called the loadings for X and Y .

A regression model is built, based on a transition from the original predicting
variables X to a smaller number of latent variables. The regression model can
be built using algorithms like NIPALS, kernel PLS or others [9], and the aim is
for the latent variables to explain the response variables as best as possible.

PLSR factors The factors of the regression model are a new variable space
rotated from the input variables X, to explain as much of the responses Y as
possible. The first factor points in the direction in the X space which explains
as much of Y as possible. When the direction of the first factor is excluded from
X, X holds one less dimension. Then the same procedure is carried out again
on the new X. The second factor explains as much of the rest of the variance in
Y as possible, and so on.

Loadings The loadings describe where in this new factor space the inputs X
are positioned. The two first factors have the highest explanation of Y . If an
input variable has a low absolute value for both of these factors, it will most
likely have a low impact on the prediction of Y .

The "Correlation Loadings" plot shows, like in figure 6.2, which of the input
variables that are important, and which are not. The dots represent input vari-
ables X (blue dots) or output variables Y (red dots). The further away from
the center of the plot an input variable is positioned, the more important it is
for the PLSR model and the prediction of future outputs. The inputs inside the
inner circle will not be very important in the predictions, while the inputs out-
side it will be important. If an input is positioned on the outer circle, this one is
absolutely crucial for the PLSR model.

Explained variance The explained variance (EV) describes what percentage
of the variance in the responses Y that can be explained by the input variables
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X. The EV plot shows, like in figure 6.1, the EV percentage against the number
of factors included in the prediction. For some models, only one or two of the
input variables will be important. If this is the case, the EV plot will increase
a lot from factor-0 to factor-1. From factor-1 and onwards it will not raise as
much, because the rest of the data does not contain information that is valuable
in the PLSR model and its predictions of Y . If, on the other hand, all input
variables are equally important, the EV will raise much slower from factor to
factor, and the last factor will typically have the highest EV in the plot.

Cross validation Cross validation is a method that can be used to validate
model prediction results. A total sample set is divided into a training/calibra-
tion set on which a model is trained, and a validation set on which the model
prediction is tested. This ensures that each sample are represented in the vali-
dation set at least once.

In a dataset with N samples, a k-fold cross validation includes N/k samples
in the validation set for each of the k training rounds. Random k-fold cross
validation means that for each round, the validation set is picked randomly
from the total set of samples.

Leave-one-out cross validation means to let the validation set consist of only
one sample each training round, and the training/calibration set consists of the
rest of the samples.

2.2 Metabolism models

The last two paragraphs of this part is cited from Stige [2].
A metabolism model describes the dynamics between glucose and insulin in

the human body. It is a collection of ordinary differential equations, interacting
with each other to simulate the behaviour of the metabolism in the body.

There are a variety of different metabolism models. They have different com-
plexity levels, include different dynamics in their equations and are used dif-
ferently dependent on what they are modelling. One example is the Bergman
minimal model. It consists of three state variables, plasma glucose concentra-
tion G(t), plasma insulin concentration I(t) and insulin in remote compartment
X(t) [10]. It only models how glucose and insulin is injected into the blood, so
for it to work as a complete glucose-insulin metabolism model, several things
needs to be added, including for example a model of the digestive system and
realistic exogenous insulin injection. This is one of the simplest models there is.
A more complex model is the UVa/Padova type 1 diabetes simulator [11, 12].
This model has 18 state variables, and is much more complex than the minimal
model. This model is therefore used for more complex tasks than the minimal
model.
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A metabolism model contains a number of parameters representing different
phenomena in the body. One example is the parameter Si, usually representing
insulin sensitivity in many metabolism models for glucose and insulin dynamics.
These parameters have to be identified for the model to be able to represent a
person realistically.

2.3 Identifiability

This part are cited from Stige [2].
Observability is a property a system can have which implies that the values

of the state variables can be determined from the output of the system. This is a
desired property of a system because unknown state variables can make control
of the system harder.

Identifiability considers whether the parameters in a system of differential
equations can be uniquely determined from the input and the output of the
system. If this is the case, the system is called identifiable. If a system is non-
observable, it implies that it is also non-identifiable. Many types of identifiability
have been introduced ([13, 14]), but practical identifiability is the only concept
used here.

A practical identifiability analysis looks at the identifiability when we do not
have perfect and noise-free measurements. Lack of practical identifiability can
be caused by several things. One of them is that the model structure makes
it not structurally identifiable, and therefore also not practically identifiable.
Even though a parameter set for a model is structurally identifiable, it is not
always identifiable in practice, and this may be caused by two things. The first
is that the model is not sensitive to one or more parameters in the set. The
other is that two or more parameters correlate, that is, their contribution to the
model output cannot be distinguished from each other [15]. A kind of practical
identifiability analysis is sensitivity analysis, described in section 2.4.

2.4 Sensitivity analysis

This part is cited from Stige [2].
Sensitivity analysis is a kind of practical identifiability analysis and a way to

obtain information about how much the different model parameters influences
the model output. The sensitivity of a parameter can be seen as

Spi =
∂y

∂pi

That is, the derivative of the output y with respect to the parameter pi. This
only gives the sensitivity at one time instant. To get the parameter sensitivity
over the course of a simulation, a system of ODEs must be developed, based on
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the original system equations, like in Stigter et al. [16]. These equations will
model the sensitivity dynamics between the model and its parameters, and can
be given as:

ẋp(t) =
∂f

∂x
xp(t) +

∂f

∂p
(2.3)

ẏp(t) =
∂h

∂x
xp (2.4)

Here f is the vector of the original model equation expressions, h is the
output equations, x is the state vector and p is the parameter vector. yp(t)
is a vector with the parameter sensitivity at time t. These vectors can be put
together in a sensitivity matrix S. In this matrix each row is the sensitivity vector
of one output at one time instant. Each column corresponds to the sensitivity
for a single parameter over the course of the simulation. This way, by plotting
one column over the simulation time, we can observe in which parts of the
simulation a parameter has high sensitivity, and for which it has lower or no
sensitivity.

2.5 Model parameter estimation

2.5.1 Objective function for parameter estimation

This part is cited from Stige [2].
One way objective function minimization can be done is to use the model

and vary the parameters so that a simulation of it is fitted to the desired output
measurement. The two sided desirability function [17, 18] can be used as an
objective function for this purpose. This function is on the form

dtot(x,y) = −dy
npar∏
i=1

dx,i (2.5)

where dy is given by

dy = d(y, ny) (2.6)

y =

√√√√ 1

nsim

nsim∑
i=1

(ysim − yref )2 (2.7)

dx,i is given by
dx,i = d(xi, nx) (2.8)



7

and d(x, n) is given by

d(x, n) = exp [−(x̃(x))n] (2.9)

x̃(x) =
2x− (xmax + xmin)

xmax − xmin
(2.10)

Here xmin and xmax are the minimum and maximum values of the parameters
estimated, given for all parameters in Appendix A.1 and Appendix A.2.
dy is a measure of the difference between ysim and yref . ysim is the glucose

values of a simulation with parameter values from x, and yref the simulated
measurement glucose values that we want to obtain with the model parameter
estimation. nsim is the number of time steps in the simulation.
dx,i gives a value near 1 if the parameter value is in the desired region, and

lower values the further away it is from that region. The higher n is, the wider
this region becomes, so that parameters moving away from the middle does not
decrease as fast. When n→∞, the function will approach the boxcar function.
The boxcar function is a function which evaluates to zero outside the region
[xmin, xmax], and 1 inside it.

2.5.2 Downhill simplex method (Nelder-Mead)

This part is cited from Stige [2].
The downhill simplex method is a derivative-free method for solving non-

linear optimization problems. Instead of derivatives it uses a simplex in the
parameter space to narrow the search space until it finds a minimum point of
the function. A simplex is a polytope with n+1 vertices, in n dimensions. Each
vertex of the simplex is a set of parameter values in the parameter space, with
a corresponding objective function value.

The fundamental idea behind the simplex method is that the vertex in the
current simplex with the "worst" objective function value is mirrored through
the line between the two vertices with the "best" objective function values. Then
the objective function is evaluated at this new point. If it is good, it replaces the
worst vertex in the simplex. If it is not so good, a new point closer to the worst
point along the mirroring line is evaluated. This way, the simplex will always try
to move towards the parts of the parameter space with better objective function
values.

2.6 The digestive system

In the following, the digestive system will be described, with emphasis on the
parts that affects the plasma glucose concentration. Information for this part is
from Nicolaysen and Holck 2013 [19].
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Mastication The food digestion starts already in the mouth/oral cavity. Here
the food is mechanically divided into smaller parts by chewing and prepared
to enter the stomach and guts. The spit/saliva produced in the oral cavity is
important to satisfy digestion and absorption of nutrients later on.

Stomach decomposition When food is swallowed it is led from the mouth
through the esophagus to the stomach. The swallowing triggers wave-like mus-
cle contractions in the esophagus to push the food downwards. The production
of gastric acid in the stomach is increased when the food bolus is getting closer
to the stomach, and is further increased when the food has entered the stom-
ach. The gastric acid contains hydrochloric acid, which activates enzymes which
breaks down different components of the food. The food is led from the upper
part to the lower part of the stomach by muscle contractions in the wall of the
stomach.

Gastric emptying When the processed food bolus approaches the bottom of
the stomach, the pylorus will open and let the food be emptied to the duode-
num. This gastric emptying is controlled by many factors, like the amount of
food and the food form (solid, liquid). When the food is passing through the
duodenum, different hormones are secreted. Some of these hormones will in-
hibit the gastric emptying if the food contains much fat, or if it has low pH value.
This will be done because fat is digested relatively slowly i the duodenum, so
small amounts should enter at the time. Also, the duodenum is sensitive to low
pH values, so the gastric acid needs to be neutralized by bicarbonate secreted
from pancreas.

Gut absorption In the small intestine, most of the nutrients are absorbed.
The mucous membrane of the intestine has a large surface, because it is folded
with many small intestinal villi on it. Also here the food is kneaded and brought
forward by wave-like muscle contractions in the intestine. This is important to
get the food in contact with as much as the surface as possible, so the nutrients
are absorbed.

2.7 Plasma glucose control

2.7.1 Healthy subjects

Healthy people with a working pancreas and normal insulin sensitivity will
have a good regulation of the plasma glucose concentration. This is because
hormones such as insulin, glucagon and adrenalin controls it by lowering (in-
sulin) and increasing (glucagon and adrenalin) the plasma glucose as needed.
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Both insulin and glucagon are produced in the pancreas, in the β- and α-
cells respectively. This is done through control mechanism based on, among
other things, the plasma glucose concentration level and its rate of change.
Insulin helps lowering the plasma glucose by letting it be turned into glycogen
in the liver and in the muscles. The glycogen in the muscles can only be utilized
as energy by the muscle itself. The liver glycogen on the other hand, works as
a glycogen storage, and can be turned into glucose again through the supply of
glucagon. This way, glucagon helps increasing the plasma glucose when that is
needed.

2.7.2 Diabetes mellitus subjects

For a person with diabetes mellitus 1, insulin will not be secreted from the β-
cells in pancreas, and therefore the plasma glucose will increase uncontrollably
after a meal, if external insulin is not injected. A person with diabetes mellitus
2 will not normally be dependent on external insulin. The β-cells work, but
the insulin is not utilized as well as for a healthy person, because the insulin
sensitivity is low. A person with diabetes mellitus 2 who do not control their
plasma glucose very well, might also be dependent on external insulin.

External insulin boluses are normally injected into the subcutaneous skin-
layer. They can be slow working basal doses, intended to work all day, or fast-
working boluses associated with meals. From the subcutaneous skin layer, the
insulin is slowly transferred to plasma over time, with the transfer rate depen-
dent on the type of insulin injected.
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3 Aim of the study

The aim of this study is to give a contribution to the work of modelling, pre-
diction and control of plasma glucose for DM1 and DM2 patients. Most insulin
bolus calculators only considers the amount of carbohydrates of the meal that is
eaten. By investigating how the macronutrients of meals affect the postprandial
glucose responses for healthy subjects, this can more easily be investigated for
DM1 and DM2 subjects later. The project is in cooperation with Prediktor Med-
ical AS, where the development of a non-invasive continuous glucose monitor
is in progress.

This project will present:

• A presentation of existing theories for explaining postprandial glycemic
response to meals, and methods for meal estimation and classification
using a smartphone camera.

• Analysis of the correlation between meal macronutrient content and glu-
cose responses.

• Analysis of two lower order glycemic models, and their prediction results,
based on meal macronutrient input.
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4 Literature study

4.1 Explaining postprandial glycemic responses

To predict the PPGR of an individual is not an easy task, because so many factors
come in to play. In this section, different efforts to explain and model the PPGR
are presented, together with the most important parameters which can have an
effect on, and thus help predict, the PPGR.

4.1.1 Meal parameters

A meal can be described by many different parameters. The most important
one in terms of managing the plasma glucose and insulin dosing for diabetic
patients is the amount of available carbohydrates in the meal. This means the
total amount of carbohydrates minus the amount of dietary fiber, which can not
be digested and transformed to glucose in plasma. Another parameter which
can describe the meal is the glycemic index (GI), which is a description of the
expected area under the curve in the PPGR of a meal. Also other macronutrients
such as fat, protein and dietary fiber can have an impact on the PPGR, but in the
opposite way, since none of these three are turned into plasma glucose during
the digestion process. The following will present these, and their properties as
predictors of PPGR.

Carbohydrates The amount of available carbohydrates (aCHO) in a meal is
a key factor for the PPGR, since it is the carbohydrates that are turned into
plasma glucose during digestion. Therefore, diabetic patients have to be careful
when managing their meals in terms of the amount of available carbohydrates.
A simplified view is that eating too much carbohydrates compared to the in-
jected insulin bolus can lead to hyperglycemia, but eating too little can lead to
hypoglycemia.

Carbohydrates come in three different forms. Rapidly digested mono- and
disaccharides called sugars, more slowly digested polysaccharides called starch,
and non-digestable carbohydrates called fiber [20]. Since different carbohy-
drates will not be digested at equal rates, the PPGR will be different when you
eat 50 grams of sugar than if you eat a whole grain bread with 50 grams of
aCHO. This is one of the reasons that aCHO alone is not a sufficient parameter
to use to predict the PPGR accurately.

Glycemic index and glycemic load The glycemic index (GI) [21, 22] is a
parameter which describes a meal’s plasma glucose response after intake. It
is determined by letting a group of subjects (preferably ten or more) eat the
food/meal and then measure the PPGR. The relative area under the glucose
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curve compared to the area under the curve for an oral glucose tolerance test
(OGTT) determines the GI value. This is a value between 0 and 100, where
0 describes no area under the curve and 100 describes an equal area under
the curve as for an OGTT. In 2013, international carbohydrate experts held
a scientific summit on glycemic index and glycemic load, and the result was
a consensus recognizing the relevance of glycemic index and glycemic load
in the prevention and management of diabetes [23]. Lan-Pidhainy et al. [24]
investigated the clinical utility of GI based on whether it is the same for healthy
and DM2 subjects. They concluded that GI is a valid property for foods, because
it was similar for both healthy and DM2 subjects.

Liu et al. 2012 [25] showed that when reducing the glycemic index and/or
the carbohydrate content of a meal, the PPGR is lowered. This is an expected
result, since the GI describes the area under the curve of the PPGR, and carbo-
hydrates are digested into plasma glucose. This further indicates that the GI is
a parameter one should consider when trying to predict the PPGR.

It has also been shown that the glycemic index is a stronger predictor of the
PPGR than only carbohydrate content alone [26]. Another study, from Fabrica-
tore et al. [27], showed that between carbohydrate content, GI, fiber and other
macronutrients, GI was the strongest independent predictor of glycemic area
under curve, glycemic mean values, and euglycemic and hyperglycemic range
values.

Another food parameter based on area under curve is the glycemic load
(GL) [22]. GL is simply the GI multiplied with the amount of carbohydrates.
This way, two meals with the same GI, but where one of them contains a higher
amount of carbohydrates, this meal will have a higher GL than the other meal.
The results in Bao et al. [28] shows that GL is a better and more consistent
predictor of PPGR than only the amount of available carbohydrates alone. Also
Brand-Miller et al. [29] supported the glycemic load as a consistent predictor
of glycemic response.

The problem with using GI and GL for predicting PPGR is the following.
First of all, the GI and GL values for each food/meal will most likely never
be 100% correct. Even though Lan-Pidhainy et al. [24] found similar values
across subject groups, the GI is based on measurements of the plasma glucose
concentrations in real humans, which means that the values are dependent on
the subject group and also day-to-day variations [30]. This will have an effect,
even though the GI values are determined for a study group of at least 10
subjects.

Second, the GI does not measure how fast the carbohydrates are turned into
plasma glucose, it only describes the area under the curve of the GGPR. This
means that a meal that gives a really fast response, almost like a spike, can
have the same GI as a meal that is digested much slower. This slower meal will
have a lower maximum plasma glucose concentration value, but the response
will last much longer. This highlights some of the limitations in the GI and GL
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as predictors of PPGR.

Fat, protein and fiber Three meal parameters that does not affect the plasma
glucose directly are the amount of fat, protein and fiber in the meal. They do,
however, affect the plasma glucose by taking up space in the stomach. There-
fore, if a meal contains much fat, protein and/or fiber, it will likely take longer
before the carbohydrates are released into the duodenum. Shukla et al. [31] re-
ported that to eat food containing much fat and protein before a carbohydrate-
rich meal will give a lowered PPGR compared to eating the carbohydrate-rich
meal first.

Fat is digested into fatty acids, and does not increase the plasma glucose
when eaten. On the contrary, meals containing much fat delays the uptake of
carbohydrates, and the PPGR may turn out slower and/or lower than for an-
other meal containing the same amount of carbohydrates. This is also partly
because of the dynamic described in section 2.6, that more fatty food in the
duodenum slows down the gastric emptying.

Henry et al. [32] showed that different types of oils or butter eaten together
with white bread gave a significant decrease in both peak plasma glucose and
the area under curve, compared to white bread alone. Owen et al. [33] showed
the same, but only for non-hydrogenated-fat from margarine. Also Lodefalk
et al. [34] showed that the area under the curve of the plasma glucose after
a meal was reduced with the addition of dietary fat, to meals with the same
amount of carbohydrates and protein, for DM1 patients. It was also shown that
the gastric emptying was slower for the high-fat meal than for the low-fat one.
Also Frost et al. [35] also showed delay of gastric emptying, when adding fat
to a pasta meal. They also showed a decrease in plasma glucose when fat was
added. Wolever et al. [36] found that for healthy subjects fat reduced the PPGR
only after 15 and 30 minutes. Also for DM1 subjects, fat delayed the PPGR, but
not significantly. Therefore, fat could be important to consider when trying to
predict the PPGR.

Protein is digested into amino acids, and it does not increase the plasma
glucose when eaten either. Nuttall et al. [37] showed that, for at least some
DM2 patients, 50 g protein given together with 50 g glucose lowers the glucose
response. Karamanlis et al. [38] showed that protein lowers PPGR to oral glu-
cose, and increases the gastric half-emptying time. Also Gunnerud et al. [39]
found that meals based on milk/milk protein gave lowered glycemic responses
compared to white wheat bread with the same amount of carbohydrates. This
effect appeared to originate from the protein fraction of the meals. Therefore it
is reason to believe that protein has the same effect on the PPGR as fat does.

Moghaddam et al. [40] reported that both protein and fat reduced the AUC
and peak rise value of the plasma glucose concentration when consumed to-
gether with 50 g of glucose. They also reported that the effects of fat and pro-
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tein were independent, but that the effects of protein were 2-3 times larger than
the effects of fat.

Neu et al. [41] showed that when DM1 adolescents ate a standard meal (SM)
and a fat-protein-rich meal (FPRM) with the same amount of carbohydrates, in
the evening, the plasma glucose was higher for the FPRM than for the SM after
12 hours. This shows that for DM1 patients, it is not only the immediate PPGR
that should be considered, but also the delayed response, because of fat and
protein.

Fiber is a type of carbohydrate, but it is not digestible. This means that it is
not digested into glucose in the body, and does not increase the plasma glucose
concentration when eaten. It is shown that high-fiber cereal eaten 75 minutes
before a meal, lowers the PPGR to the meal compared to a low-fiber cereal or
white bread [42]. Jenkins et al. [43] showed that adding different types types
of fibers (12 grams) to OGTTs reduced the glucose responses significantly at
one or more points during the tests. Holt et al. [44] got similar results, but also
found that the lowered glucose response could be caused by the fiber’s delay of
gastric emptying. Therefore, it might be the case that fiber has the same effect
on the PPGR as fat and protein.

4.1.2 Modelling of PPRG

Presented here is a group of metabolism models, with emphasis on how they
have modelled the digestive system, glucose absorption and insulin action.
None of the presented models have meal fat, protein or fiber as input in the
first place.

Modelling of the interaction between insulin and glucose in the body must
be done differently for a healthy, DM1 or DM2 subject. In a healthy subject,
eating a meal and/or raising the plasma glucose will lead to insulin secretion
in the pancreatic β-cells. Therefore, an expression representing the pancreatic
insulin secretion based on the plasma glucose should be included in a healthy
subject model. Many models solve this by including an expression including
both the plasma glucose and its positive rate of change [12, 2], in addition to
a basal insulin secretion rate. Other criteria is often also included, such as a
plasma glucose threshold for which the insulin secretion based on the plasma
glucose should work.

A person with DM1 will not produce insulin in the pancreas, because the
β-cells do not work properly. Therefore the expression in the model control-
ling the plasma glucose should be replaced with the injected external insulin
amount. This can be done with a two-compartment subsystem, where two state
variables represent the injected insulin absorption from the subcutaneous layer
to plasma [12, 2, 15]. A simplification is to model it with only one compart-
ment, or with a simple absorption function trying to mimic the insulin absorp-
tion based on the amount of insulin injected.
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A DM2 patient will not always be dependent on external insulin, since the β-
cells work, but a person with DM2 who do not control their plasma glucose very
well, might also be dependent on external insulin. Therefore the subcutaneous
insulin delivery must be included in the model.

UVa/Padova Type 1 Diabetes Simulator The UVa/Padova Type 1 Diabetes
Simulator [11, 12] is approved by the U.S Food and Drug Administration as a
replacement for animal trials. It is based on a complex metabolic model with
many state variables and parameters.

Meal digestion is modelled using a two compartment subsystem to model the
stomach, and a third compartment for the gut. This is again transferred from
the gut to plasma with a rate of appearance function based on the amount of
glucose in the gut and other body parameters. The gastric emptying of glucose
from stomach to gut is modelled by a tanh -function using the amount of glucose
in the stomach as input. The digestion subsystem is originally just made for
glucose digestion.

The pancreatic insulin secretion is modelled to have a constant basal secre-
tion level during fasting glucose. The insulin secretion is also controlled by the
plasma glucose concentration and rate of change of the plasma glucose con-
centration after meals. The insulin secretion based on the rate of change of the
plasma glucose is only working when this rate of change is positive. This is intu-
itive, as the pancreas can not "take away" or excrete insulin from plasma when
the rate of change of plasma glucose is negative. The resulting insulin secreted
is seen in the state variable Il(t), representing insulin in the liver, which is again
transferred to plasma with a transfer rate decided by a time constant.

The subcutaneous insulin delivery is modelled with two compartments. The
first compartment receives the external insulin, and transfers most of it to a
second compartment with a certain rate, and a little straight to plasma. The
second compartment transfers the insulin to plasma with another time constant.

The model also has other subsystems like the glucagon subsystem, intraperi-
toneal insulin delivery, muscle and adipose tissue and more, but these are not
relevant for the application described here.

GlucoPred The GlucoPred model is developed by Prediktor Medical. It has 14
state variables and 41 parameters, and is described in more detail in Stige [2].

The digestion is modelled with one compartment for the stomach and one for
the gut, with corresponding time constants and body parameters determining
the rate of transfer from stomach to gut, and gut to plasma. The meal input to
this model is originally just carbohydrate and GI.

The insulin secretion from pancreas is controlled by the plasma glucose con-
centration and the positive part of the rate of plasma glucose. This is somewhat
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similar to the way it’s done in the UVa/Padova model. This appears directly in
plasma, and not through the liver as in the UVa/Padova model.

The subcutaneous insulin delivery is divided in two pathways, one for "fast"
bolus insulin, and one for "slow" basal insulin. Both ways consist of two com-
partments with time constants, similar to the UVa/Padova approach. In addition
to this, it models activity and how this affects the plasma glucose, but this is not
relevant here.

Eindhoven Diabetes Education Simulator The Eindhoven Diabetes Educa-
tion Simulator (E-DES) is based on a simulation model with 6 state variables
and 14 model parameters, developed at the Eindhoven University of technology
[45]. The model includes equations both for DM1, DM2 and healthy subjects.

The digestion is modelled with one gut compartment. The glucose appear-
ance to this compartment is controlled by a rate of appearance function, which
has the meal carbohydrates and time since meal as inputs. From the gut, a
model parameter linearly controls the glucose transfer rate to plasma.

The pancreatic insulin secretion is controlled by the plasma glucose con-
centration, its rate of change and the integral of it. This appears directly in
plasma. But it is the remote insulin state variable which controls the glucose
use in liver and muscles. The subcutaneous insulin delivery is modelled with a
two compartment subsystem, where the second compartment transfers insulin
to plasma. The rate of the delivery between the compartments and from the
second compartment to plasma is controlled by time constants.

Identifiable Virtual Patient model The Identifiable Virtual Patient model
(IVP) [46, 47] is a lower order glycemic model for DM1 patients, consisting
of 4 state variables. It is claimed to be identifiable from continuous plasma
glucose data.

The meal digestion is modelled by using a rate of appearance function, and a
time constant representing the time of the highest point of glucose absorption.
This then appears in the ODE for the plasma glucose. This function is a sim-
plification which tries to resemble the rate in which glucose appears in plasma
during/after a meal, instead of using an x-compartment model for stomach and
gut.

Since this is a model for DM1 patients, pancreatic insulin secretion is not
included, and will need to be added to work for a healthy person. External
insulin boluses are modelled with one state variable representing the subcu-
taneous layer, where insulin boluses appears directly. A time constant decides
the rate of insulin absorption from the subcutaneous layer to plasma. A state
variable, IEFF (t), is used to describe the insulin’s effect on the plasma glucose,
based on the insulin sensitivity and plasma insulin concentration.



17

SOGMM The Subcutaneous Oral Glucose Minimal Model (SOGMM), described
in Garcia-Tirado et al. [15], is another lower order glycemic model for DM1 pa-
tients. It consists of 7 state variables, and is not generally identifiable from
continuous plasma glucose measurements.

This model uses one compartment for the stomach and one compartment for
the gut, to model the digestion. An absorption constant determines the rate of
which the glucose is absorbed from gut to plasma.

Like for the IVP model, since this is used for DM1 patients, insulin secretion
in the pancreas is left out, and will need to be added for it to work for healthy
subjects. External insulin boluses is modelled very similar to the GlucoPred
approach, with two compartments leading up to the plasma insulin. Another
state variable represents the amount of insulin in the remote compartment,
and affects the plasma glucose concentration, very similar to IEFF (t) in the IVP
model.

4.2 Meal parameter estimation

For people with diabetes, it is very important to know what they are eating,
and how much of it. It is shown that the accuracy of manual carbohydrate
estimation/counting can be low [7, 48, 49, 50]. Therefore, in recent years,
dietary aids based on computer vision and image processing have emerged. The
goals of these applications are different. Some of them tries to classify the meal
or classify different segments of the meal. Others try to estimate the size of the
meal, so that the amount of carbohydrates or other nutrients in the meal can
be estimated, if the meal type is provided. Some of the most recent applications
for meal classifications will be described in section 4.2.1. Meal size estimation
will be elaborated on in section 4.2.2. There are also some applications which
aim to do both meal classification and carbohydrate estimation at once. These
will be described in section 4.2.3.

Some of the applications presented from the articles in this section does
more than presented here. In this section it will only be focused on the meal
classification and meal size estimation parts. This part will not take into account
the problem of checking whether a picture contains food or not. This is because
it is a reasonable assumption that a person who wants to find the food amount
and nutrients from a picture, actually photographs a meal. Some papers [51,
52] include information about the menu of the restaurant in which the user
is taking the meal picture, to help recognize the meal. This and other similar
additional information will not be discussed here, as many, if not most, meals
are not eaten at a restaurant.

The segmentation of different food on a plate is a prerequisite for some of the
algorithms and techniques presented here. Dehais et al. [53] did segmentation
by using a deep CNN to create a border map, together with a Seeded Region
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Growing method to segment a meal. Segmentation of food will not be the focus
in this section.

4.2.1 Meal classification

Schap et al. [8] showed that subjects can identify meals without help pretty
well. But many helpful tools based on computer vision and artificial neural
networks also exist.

To train meal classifiers one need large datasets with labeled images of food
and/or meals. Some of the biggest datasets used for training of these classifiers
are ETH Food-101 [54], UEC Food-100 and UEC Food-256 [55]. Many of the
applications mentioned here are trained on one or more of these.

Anthimopoulos et al. [56] used an optimized bag-of-features [57] model to
classify meals from images. This is a model used in computer vision where im-
age features are gathered, and the frequency of each of the features describes
the picture. These features are collected in a visual dictionary used to recognize
the features from future meal images. The resulting visual dictionary can be
used in a classification algorithm, to determine which food/meal is in the im-
age. Anthimopoulos et al. tried support-vector machine (SVM), artificial neural
networks (ANN) and random forests (RF) for this. The overall recognition accu-
racy of the final version of this application was 77.6%. This was from a dataset
of 4868 images collected from the web, where 60% were used for training and
40% for testing.

In the article from Liu et al. [58], a convolutional neural network (CNN) is
used to recognize different meals from images. This CNN is implemented on a
remote server in the cloud. This makes way for a more complex CNN, which
again gives higher classification accuracy and less energy consumption for the
mobile device. The bottom layers of the CNN is pre-trained on a dataset called
ImageNet [59]. Then the full network is fine-tuned on either of the well known
food image datasets. When fine-tuned on the UEC-256, UEC-100 and Food-101
datasets, the top-1 accuracies were 54.5%, 77.5% and 77%, respectively. The
top-5 accuracies were 81.8%, 95.2% and 94%.

Kawano et al. [60] presented a smartphone application, FoodCam, capable
of recognizing food while the camera points towards it. The user needs to draw
bounding boxes around the areas on the screen in which food appears, and the
application suggests a list of food so that the user can select the correct one
for each bounding box. In the paper it is suggested and tried several different
algorithm combinations, with the most accurate having a top-1 accuracy of only
51.9 % on the UEC-100 dataset. Since then, an updated version presented in
Yanai et al. [61] got top-1 accuracies of 65.32 % and 52.85 % for UEC-100 and
UEC-256, respectively.

The same group [62] also presented an upgrade of FoodCam called Deep-
FoodCam, which does the same thing, but implemented with a deep CNN in-
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stead of classic computer vision algorithms. This got a top-1 accuracy of ap-
proximately 78.77 % and a top-5 accuracy of 95.15 % on UEC-100 dataset.

Hassanejad et al. [63] also implemented a deep CNN to recognize food from
meal images. They used a pre-trained Inception v3 network [64], fine tuned
on the three datasets UEC-256, UEC-100 and Food-101. During training, dis-
tortions were applied to the images in the datasets, so that the training sets
became much larger. The top-1 accuracies achieved was 92.56 %, 81.45 % and
88.28 % for the UEC-256, UEC-100 and Food-101 datasets, respectively. The
top-5 accuracies was 92.58 %, 97.27 % and 96.88.

Bolaños et al. [65] aimed to do food recognition and classification. Their
approach consists of two steps. First, bounding box proposals are generated
based on heat map probabilities on the input image. Then, for each bounding
box, the present food is classified. The bounding box proposals are generated
with a CNN based on GoogleNet, trained on binary food detection. For the
food classification, the GoogleNet CNN was re-trained on the Food-101 dataset,
before it was fine tuned on the UEC-256 dataset, to be able to classify food from
the bounding boxes. The top-1 accuracies achieved was 79.20 % and 63.16 %
for the Food-101 and UEC-256 datasets, respectively. The top-5 accuracies were
94.11 % and 85.57 % for the same datasets.

4.2.2 Meal size estimation

Meal size estimation is a very different problem. If one already knows which
food is on the plate, a successful meal size estimation can provide the macronu-
trients in the meal, using a meal composition database.

Stütz et al. [66] used augmented reality on a smartphone application to esti-
mate meal portions of different food. This is done by letting the user manually
select the type of food that is to be estimated. Then, by pointing the phone cam-
era towards the meal, the user creates a shape by moving three points. These
three points defines a shape which estimates the food shape in 3D. Based on
this, the amount of the given food is estimated. A reference marker in the form
of a card with the size of a credit card is to be placed next to the plate, for
the estimation to work properly. A user study was conducted to measure the
performance of the application. The three-point estimation method achieved a
relative error of 22.7 % for volume estimation of three different portion sizes
of rice. Doomhardt et al. [67] also performed a user study for this application.
They reported an improvement in carbohydrate estimation accuracy compared
to normal carbohydrate counting for three different meals, for the same group
of participants.

Dinic et al. [68] presented an application called EatAR Tango, made for
smartphones that have a depth sensor. This way, there are no need to have
a special marker next to the plate, because the depth sensor is used to calculate
the size of the meal/food. The user takes a photo of the food, and marks the
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food on the screen. A 3D grid and a bounding box is created based on the user
input. A user study [69] on this application showed reasonably good results,
but with a tendency to overestimate (the exact errors were not showed in the
article, only in plots). The food estimated were three different portions of rice.

Chae et al. [70] performed volume estimation with shape templates specific
for different food. Information about the food gives source to the food template.
Together with a segmented food image, features of the food are extracted and
a 3D shape reconstructed. The 3D shape is used to determine the volume of
the food. On images of beverages (milk an orange juice) and bread slices, the
average relative error was 11% for the beverages and 11.7% for the bread slices.

Fang et al. [71] compared two different methods for volume estimation of
food. these two were depth image estimation, and estimation from 3D geomet-
ric models. These were trained and tested on a image dataset consisting of 10
different food objects. The results showed that using geometric models gave
better results than the depth images. Also, the depth images tended to overes-
timate the volumes. This is in agreement with Dinic et al. [68, 69], where the
estimation based on a depth sensor also had a tendency to overestimate the
food volumes.

Subhi et al. [72] used a stereo-camera to perform meal size estimation. The
stereo camera took two pictures of the meal, from slightly different positions.
These were used to estimate the distances from the camera to the different
segments of the image. This was used together with the already calculated
height and width of the food object to estimate its volume. Four different meals
were used for training and testing. Food densities were also found from food
databases, to estimate the weight of the food. For the four meals, the aver-
age relative estimation errors were 9.1 % and 10.2 %, for volume and weight
respectively.

4.2.3 Meal classification and meal size estimation

Another article from Anthimopoulos et al. [73] describes the GoCarb applica-
tion, which aims to both recognize the meal and estimate the amount. This is
also a smartphone application, where the user takes two pictures of the meal.
These are used to segment the different food in the meal, recognize them and
figure out their 3D shape. From this an estimate of the food amount is made,
and the nutritional values can be found from the USDA nutritional database.
Only the accuracy of the carbohydrate amount estimation was tested in this
study. The mean absolute error of the estimates for 24 different meals, with 12
estimates for each, was 6±8 grams of carbohydrates.

Problems with using these methods in real life, and whether they can be
used to get input for a glycemic model, is discussed in section 7.
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5 Method

5.1 Data acquisition from Rozendaal

The data from Rozendaal et al. [1] was publicly available in the article’s sup-
plementary data. This is data collected from many different studys, where a
study group of healthy subjects have eaten a specific meal, in controlled en-
vironments. The inclusion criteria for these studies are carefully described in
Rozendaal et al. [1]. The data includes the following:

• Grams of aCHO in meal

• PPGR measurements

• Number of subjects

• Glycemic index

• Average age of study group

• Average BMI

In addition to this, for the study meals that it was available, the macronutri-
ent content was collected and used. This means the meals where the macronu-
trient content were stated in the source article, or the precise meal composition
were given, so that macronutrients could be looked up and calculated.

The resulting dataset were a collection of PPGRs (Measurements at 0, 15,
30, 45, 60, 90 and 120 minutes after meal) for different study groups, with the
corresponding meal info. The meal info included was available carbohydrates,
fat, protein, fiber and glycemic index. The data is included in Appendix A.1.

5.2 Continuous glucose measurements

In addition to the data collected from Rozendaal et al., continuous glucose
measurements from two subjects were carried out. These were conducted with
a FreeStyle Libre sensor together with a FreeStyle libre reader [74]. The sen-
sors and reader were provided by Prediktor Medical AS. Since each sensor lasts
for 14 days, each subjects measured their glucose concentration levels for this
period of time. The FreeStyle Libre sensor recorded the plasma glucose concen-
tration every 15 minutes. The measurements were conducted in the subjects’
daily lifes.

5.2.1 Test subjects

The glucose measurements were performed on two volunteers, both healthy.
Here follows a short description of both subjects.



22

Subject 1 Male, 25 years old, non-diabetic, frequently exercising, BMI: 20-25.

Subject 2 Female, 23 years old, non-diabetic, frequently exercising, BMI 20-
25.

5.2.2 Meal information recording

During the 14 day period of glucose measurements, meal information was
recorded. For all of the major meals during the day (breakfast, lunch, dinner
and evening meal), the following information was noted:

• Time of meal intake

• Meal composition

• Meal macronutrient content (carbohydrates, fat, protein and fiber)

• Physical activity before/during/after meal (could disturb the data)

• Other relevant info

5.2.3 Choice of meals/input

To get sufficient results, the subjects tried to eat meals which differed with
regard to the macronutrient composition. This means that the amount of car-
bohydrates, fat, proteins and fiber was different from meal to meal. The reason
for this was to get a sufficiently rich and variable input. This way the impact
of different amounts of macronutrients could be investigated more thoroughly,
and it would be easier to estimate the model parameters more precisely.

From the data in the Excel table presented in figures Appendix A.3 and Ap-
pendix A.4, one can observe a difference in the subject 1 and subject 2 meal
compositions. The average amount of recorded aCHO for each meal for subject
1 was 71.0g, while it was 19.5g for subject 2. At the same time, the amount of
recorded fat and protein was 18.0g and 26.8g for subject 1, and 10.9g and 21.5g
for subject 2. This shows that the relative amount of fat and protein compared
to aCHO were much higher for subject 2 than for subject 1. This data also shows
that the meal sizes were higher for subject 1 than for subject 2.

5.2.4 Glucose data formatting

The measured glucose data was imported to excel using the FreeStyle Libre
Software [75]. The glucose measurements after meal intake were collected and
matched up against the meal and meal info, from section 5.2.5. Since the mea-
surements were taken every 15 minutes, the after meal measurement times var-
ied for each meal. The meals and glucose responses that were not interrupted
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or disturbed for some reason, were collected and used. The resulting dataset is
included in Appendix A.2, in figure Appendix A.3 and Appendix A.4.

5.2.5 Meal info

The meal info written down during the glucose measurement period contained
information about what time of day the meal was eaten, and the amount of
available carbohydrates, fat, protein and fiber it contained. The smartphone
application Lifesum [76] was used to write down and keep control over the
meals. To calculate the macronutrient composition of the meals both Lifesum
and Matvaretabellen [77] was used as aids.

5.3 PLSR analysis

From the articles that Rozendaal et al. [1] (Rozendaal et al. [1] will from this
point on just be referenced to as "Rozendaal") gathered their data, information
about each meal was collected, as described in section 5.1. The subject 1 and
2 glucose measurements and meal info were collected in datasets as described
in 5.2. For both the data from Rozendaal and the subject measurements, the
incremental area under curve (iAUC) were calculated and part of the analysis.

The meal datasets were imported into Unscrambler X [78], for analysis. The
built-in PLSR analysis in Unscrambler X was used to find out whether the meal
macronutrient amounts and GI could explain the glucose responses to each
meal. The NIPALS [79] and the kernel PLS [80] algorithms were used to build
the PLSR models. The NIPALS algorithm was applied when the response data
Y contained two or more columns and there were occasional missing data, like
for the PPGRs from Rozendaal. The kernel PLS was applied for response data
Y with one column and no missing data, like the calculated iAUC data from
Rozendaal or the subject data.

For the prediction results, a k-fold cross validation scheme with random val-
idation sets and k = 20 was used to validate the results. This was the default
cross validation method in Unscrambler X. The output of the PLSR was several
plots describing different aspects of the regression model and prediction results,
like explained in section 2.1.

5.4 Prediction models

From the models presented in section 4.1.2, two models were chosen as suit-
able to use in the implementation of a glycemic response calculator. Those two
models were the IVP model and SOGMM. The main reason that these two were
chosen was the low model orders and complexities, compared to the rest of
the models. Since the goal with the glycemic response calculator was to try to
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predict the plasma glucose response of a subject, high identifiability was im-
portant. Low model order and low complexity often means higher chance of
estimating the parameters accurately.

Another criteria for the model choosing was the glycemic predictability of
the models. The more complex models (UVa/Padova, GlucoPred and E-DES)
might get more accurate predictions if the model parameters are estimated
correctly. This is because the higher complexity comes from modelled dynam-
ics which hopefully makes the model behave more similar to the real system.
Unfortunately, these models are too complex to be identifiable from glucose
measurements, without setting a lot of the model parameters constant, which
again means assuming things about the real system in our model.

On the other end of the complexity scale, one can look at the Bergman mini-
mal model [10]. This is a model with three state variables and three parameters,
as described earlier. It is identifiable, but since it is so simple, it will most likely
not be able to predict plasma glucose values very well. Also, some alterations
would have been necessary for it to work as a prediction and simulation model.
This would have made it look more like the two models already chosen, IVP
and SOGGM, which are based on the minimal model itself.

In the following, the IVP and SOGMM models will be altered based on the
results from the PLSR analysis. Even though GI showed to be an important meal
parameter in that analysis, it will not be a part of the alterations of the models.
The reason for this is that GI is not very easy to obtain for all kinds of meals,
including the meals in the datasets for subject 1 and 2. The goal of this project
is to let people with DM1 or DM2 be able to predict their PPGR based on meal
parameters. Then it is better to leave the GI out of the model prediction, even
though it would have been interesting to see whether the predictions would
have been better.

5.4.1 IVP model alterations and presentation

The original ODEs for the IVP model:

İSC(t) = −
1

τ1
ISC(t) +

1

τ1

ID(t)

CI
(5.1)

İp(t) = −
1

τ2
Ip(t) +

1

τ2
ISC(t) (5.2)

İEFF (t) = −p2IEFF (t) + p2SIIp(t) (5.3)

Ġ(t) = −(GEZI + IEFF (t))G(t) + EGP +RA(t) (5.4)

RA(t) =
CH(t)

VGτ 2m
te−

t
τm (5.5)

Where the state variables are the subcutaenous insulin concentration (ISC),
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insulin in plasma (Ip), insulin effect (IEFF ) and plasma glucose (G). The model
parameter values are given in table Appendix A.1. This model was originally
made to model diabetes 1 patients. Therefore there is no pancreatic insulin
secretion controlling the plasma glucose. To model this for a healthy person,
two expressions are added to the ODE for Ip, plasma insulin. This leads to the
following ODE for Ip for healthy subjects:

İp(t) = −
1

τ2
Ip(t) +

1

τ2
ISC(t) + k1 ˙G(t)

+
+ k2G(t) (5.6)

Where k1 and k2 are parameters determining the rate of glucose dependent
insulin secretion in the pancreatic β-cells. ˙G(t)

+
means that only the positive

part of ˙G(t) counts, and the negative part is zero.
Based on the PLSR analysis results presented in section 6.1, a possible model

alteration to take into account the amount of fat, protein and fiber (from here
on called "FPF") in a meal is to use the sum of the three, from here on called
SFPF .

SFPF = afat + aprotein + afiber (5.7)

Where afat, aprotein and afiber means the amount of fat, protein and fiber in
grams. The time constant, τm, determining the height and length of the curve
RA(t) creates, can be determined by SFPF . A suggestion for the new RA(t) is:

RA(t) =
CH(t)

VGτ 2m
te−

t
pτ τm (5.8)

where τm can be related to the amount of FPF in different ways.

τm = pm(1 + SFPF ) (5.9)
τm = pm(1 + SFPF )

2 (5.10)

τm = pm
√

1 + SFPF (5.11)

This way the new parameters pτ and pm can be estimated to determine the
shape and size of RA(t). The area under the curve for RA(t) varies with the
value of pτ , and pm is a value representing how much the FPF affects the PPGR.
The reason that 1 is added to SFPF in equations (5.9)-(5.11) is so that τm will
never be zero, even though SFPF = 0, like it would be for an OGTT. Other ways
it could be modelled is:



26

τm = pm1 + pm2SFPF (5.12)
τm = pm1 + pm2S

2
FPF (5.13)

τm = pm1 + pm2

√
SFPF (5.14)

This would increase the possibilities for the values of τm based on the FPF,
and therefore a better chance of mimic glucose curves from real measurements.
But, this would also introduce one more model parameter in the model. There-
fore equations (5.9)-(5.11) were chosen as the ones to be used during the pa-
rameter estimation.

The resulting model equations are the following:

İSC(t) = −
1

τ1
ISC(t) +

1

τ1

ID(t)

CI
(5.15)

İp(t) = −
1

τ2
Ip(t) +

1

τ2
ISC(t) + k1 ˙G(t)

+
+ k2G(t) (5.16)

İEFF (t) = −p2IEFF (t) + p2SIIp(t) (5.17)

Ġ(t) = −(GEZI + IEFF (t))G(t) + EGP +RA(t) (5.18)

RA(t) =
CH(t)

VGτ 2m
te−

t
τm (5.19)

5.4.2 SOGMM model alterations and presentation

The original ODEs for the SOGMM model:

ẋ1(t) = −(Sg + x2(t))x1(t) + SgGb +
kabsf

BW ·Vg
x4(t) (5.20)

ẋ2(t) = −p2x2(t) + p2SI(I(t)− Ib) (5.21)
ẋ3(t) = −kτx3(t) + ω(t) (5.22)
ẋ4(t) = −kabsx4(t) + kτx3(t) (5.23)
ẋ5(t) = −kdx5(t) + Jctrl(t) (5.24)
ẋ6(t) = −kdx6(t) + kdx5(t) (5.25)
ẋ7(t) = −kclx7(t) + kdx6(t) (5.26)

Where the state variables are plasma glucose concentration (x1), proportion
of insulin in remote compartment (x2), glucose mass in stomach (x3), glucose
mass in gut (x4), injected insulin in the first compartment (x5), second com-
partment (x6) and plasma insulin (x7). The model parameter values are given
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in table Appendix A.2. Also this model was originally for DM1 patients. The
pancreatic insulin secretion can be added like for the IVP model:

ẋ7(t) = −kclx7(t) + kdx6(t) + k1 ˙G(t)
+
+ k2G(t) (5.27)

Suggested alterations to take fat, protein and fiber into account is to let both
kτ and kabs be affected by SFPF . These are inverse time constants determining
the glucose transfer rate from stomach to gut, and from gut to plasma, respec-
tively. Therefore, again based on analysis results from section 6.1, they should
be inversely correlated to SFPF :

kτ =
pkτ

1 + SFPF
(5.28)

kabs =
pkabs

1 + SFPF
(5.29)

The digestion rate can be related to FPF in different ways also here:

kτ =
pkτ

(1 + SFPF )2
(5.30)

kτ =
pkτ√

1 + SFPF
(5.31)

Also for the SOGMM model, other ways of modelling the digestion rate were
considered, like in equations (5.12)-(5.14) for IVP. But the introduction of addi-
tional model parameters made the equations (5.28), (5.30) and (5.31) a better
choice.

The resulting model equations are the following:

ẋ1(t) = −(Sg + x2(t))x1(t) + SgGb +
kabsf

BW ·Vg
x4(t) (5.32)

ẋ2(t) = −p2x2(t) + p2SI(I(t)− Ib) (5.33)
ẋ3(t) = −kτx3(t) + ω(t) (5.34)
ẋ4(t) = −kabsx4(t) + kτx3(t) (5.35)
ẋ5(t) = −kdx5(t) + Jctrl(t) (5.36)
ẋ6(t) = −kdx6(t) + kdx5(t) (5.37)

ẋ7(t) = −kclx7(t) + kdx6(t) + k1 ˙G(t)
+
+ k2G(t) (5.38)

5.4.3 Model parameter sensitivity analysis

The model identifiability was investigated using sensitivity analysis. The two
chosen glycemic models were implemented in Matlab, using a simulation time
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step of 0.5 minutes. The model equations included the alterations added in
sections 5.4.1 and 5.4.2.

The sensitivity analysis was carried out running equations (2.3) and (2.4)
parallel with the model simulation. When the sensitivity matrix S, described
in section 2.4, was built, a singular value decomposition was performed on it.
From this, the right singular vectors (RSV) corresponding to the highest singu-
lar values could be plotted to observe which model parameters had the highest
sensitivity.

A parameter ranking, called Vsum here, (Also described in Stige [2]) was
used as a tool to help decide the most sensitive parameters. The sum of RSV-
contribution weighted by the corresponding singular values for each param-
eter was computed and plotted. This made sure the highest singular values
contributed most when selecting identifiable parameters based on it, and that
lower singular values did not.

To make sure the input (aCHO, fat, protein and fiber) to the sensitivity anal-
ysis were realistic, the data from Rozendaal, subject 1 and subject 2 were used
as inputs.

For the IVP model, the parameters t1 and CI was not considered in the sensi-
tivity analysis, as no subcutaneous insulin was part of the input for the healthy
data. For the same reson, the parameter kd was not considered for the SOGMM
model. The distribution volume of glucose, Vg, was taken out in both models,
because it can be estimated accurately from the height and weight of the sub-
ject. Also the body weight BW was taken out because it can be measured to
reasonable precision. For both models, only the model with linear FPF relation
to carbohydrate digestion rate ((5.9) and (5.28)) was used in the sensitivity
analysis.

5.4.4 Parameter estimation and prediction

The model parameter estimation was carried out for the two models and the pa-
rameter sets selected from the sensitivity analysis (Equations (6.1) and (6.2)).
The parameter estimation technique implemented was the Downhill Simplex
(Nelder-Mead) algorithm. The boxcar function was used instead of the dx,i de-
scribed in equation (2.8). This was because during the initial estimation testing,
the dx,i produced a parameter value bias, while the boxcar function did not. The
dx,i from (2.8) dragged the parameter estimations towards the middle of the pa-
rameter ranges, despite the better parameter value being somewhere else in the
parameter range.

The training was done by estimating the model parameters in (6.1) or (6.2)
for one subject input and the corresponding PPGRs. The parameter values,
Pcal,i, for one calibration set, Si, was found by calculating the average of the
parameter values, weighted by the desirability for each estimation:
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Pcal,i =

∑ncal
j=1 djPest,j∑ncal

j=1 dj
(5.39)

Where dj is the desirability for the parameter estimation Pest,j on meal j in
the calibration set. ncal is the number of meals in the calibration set. This way,
the bad estimations did not count as much to the final parameter values as the
better estimations did.

To validate the predictions, a leave-one-out cross validation scheme was
used. For each training round, one meal was picked for the prediction validation
set, and the rest was used to train/calibrate the model. Each meal was picked
in the validation set once. The validation was measured using the desirabil-
ity value for a simulation with the new parameters Pcal,i against the reference
PPGR of the validation meal that was held out of the calibration set.
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6 Results and observations

6.1 PLSR analysis

The results from the PLSR analysis, both from Rozendaal data and the subject
measurements, are presented in the following. Table 6.1 presents the calibra-
tion and validation results in the form of the EV from the PLSR analysis, as
well as the important and not important input variables in the model. Figure
6.1 shows the plots of the EVs for the factors of the PLSR models, and for the
different combinations of input and response.

One can observe that when the response variable Y = PPGR (Plots 6.1a
and 6.1b, and row 1-7 in table 6.1), the EV is in the same range of values for
all inputs, except the input not containing the GI. For the inputs including the
GI, the explained variance is between 40 − 50% for both the calibration and
validation sets. The one input without GI has an EV of 34.1% for the validation
set. Another interesting result is that replacing the three variables fat, protein
and fiber with the sum of them, SFPF , did not decrease the EV significantly
for the Rozendaal data. Using S2

FPF or
√
SFPF gave approximately the same

results.
One can see that the GI is always a part of the important input variables,

when it is a part of the input. An example of this is shown in the plot in figure
6.2, where GI is the input variable closest to the outer circle. From the figures
6.2 and 6.3 one can see from how close they are placed in the plots, that there
is correlation between aCHO, GI and PPGR, and between aCHO and iAUC. The
same way one can see that fat, protein and fiber anticorrelates with PPGR and
iAUC over factor-1. This can indicate that when fat, protein and fiber is higher,
the PPGR is lower or slower, and vice versa.

Another thing to observe is that fiber is almost always a part of the less
important input to the model, when it is an input. The only exception is for
subject 2, where it actually turned out to be the most important variable, as can
be seen in figure 6.5. For the rest of the input, this indicates that fiber is not so
significant when trying to predict the PPGR after a meal.

When the response variable Y = iAUC (Plots 6.1c and 6.1d, and row 8-17 in
table 6.1), the results were very similar with or without GI for the Rozendaal
data, but only with 33.6% and 33.5% in calibration EV. For subjects 1 and 2,
using the macronutrient composition gave higher calibration EV than for the
Rozendaal data, but the validation EVs were much lower. When using the sum
of fat, protein and fiber (SFPF ) as input, instead of each one on their own, the
validation EV was slighty worse for subject 1, but more than halved for subject
2. Using S2

FPF gave slightly worse results than for SFPF for both subjects, while
using

√
SFPF gave slightly better.

In figure 6.4 one can observe that for subject 1, fat, protein and fiber anti-
correlates with iAUC over factor-2. Figure 6.5 shows that for subject 2, aCHO
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and iAUC correlates, but so does fiber and iAUC. Fat and protein slightly anti-
correlates with iAUC over factor-2. This is a much different correlation loadings
plot than most of the others, since fiber correlates more with iAUC and aCHO
is not looking like an important input variable.
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Figure 6.1: Explained variance for the different PLSR-inputs X.
(a) For calibration set, with X described in legends and Y = PPGRs. Data
only from Rozendaal.
(b) For validation set, with X described in legends and Y = PPGRs. Data
only from Rozendaal.
(c) For calibration set, with X described in legends and Y = iAUC.
(d) For validation set, with X described in legends and Y = iAUC.
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Input X Response Y Cal EV∗ Val EV∗∗ Important X Not important X

Roz: aCHO, fat,
protein, fiber, GI PPGR 46.8% 44.6% Fat, protein, GI Fiber

Roz: aCHO,
SFPF

∗∗∗, GI PPGR 46.7% 43.8% aCHO, SFPF , GI

Roz: aCHO,
S2
FPF , GI PPGR 46.7% 42.0% aCHO, GI

Roz: aCHO,√
SFPF , GI PPGR 46.4% 43.4% aCHO,

√
SFPF , GI

Roz: aCHO, GI PPGR 46.0% 43.3% aCHO, GI
Roz: aCHO, fat,
protein, fiber PPGR 34.1% 29.5% aCHO, fat, protein Fiber

Roz: Fat, protein,
fiber, GI PPGR 45.8% 41.2% Fat, protein, GI Fiber

Roz: aCHO, fat,
protein, fiber iAUC 33.6% 28.4% aCHO, fat, protein Fiber

Roz: aCHO, fat,
protein, fiber, GI iAUC 33.5% 28.4%

aCHO, fat,
protein, GI Fiber

Subj1: aCHO, fat,
protein, fiber iAUC 52.7% -8.6% aCHO, protein Fiber

Subj1: aCHO, SFPF iAUC 48.3% 20.3% aCHO, SFPF
Subj1: aCHO, S2

FPF iAUC 39.6% 14.7% aCHO, S2
FPF

Subj1: aCHO,
√
SFPF iAUC 48.6% 22.2% aCHO,

√
SFPF

Subj2: aCHO, fat,
protein, fiber iAUC 39.4% 14.1% Fiber aCHO, protein

Subj2: aCHO, SFPF iAUC 16.7% 8.7% aCHO, SFPF
Subj2: aCHO, S2

FPF iAUC 16.7% -0.9% aCHO, S2
FPF

Subj2: aCHO,
√
SFPF iAUC 17.3% 9.4% aCHO,

√
SFPF

Table 6.1: PLSR results.
The two last columns describes the important and not important input vari-
ables X in the prediction of response variables Y , based on the correlation
loadings plots.
∗ The calibration set’s explained variance for the factor corresponding to the
highest explained variance in the validation set.
∗∗ The highest explained variance in the validation set.
∗∗∗ Means the sum of fat, protein and fiber in the meal.
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Figure 6.2: Corr. loadings plot Rozendaal. X = aCHO, fat, protein, fiber and GI. Y =
GR.

Figure 6.3: Corr. loadings plot Rozendaal. X = aCHO, fat, protein and fiber. Y = iAUC.
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Figure 6.4: Corr. loadings plot subject 1. X = aCHO, fat, protein and fiber. Y = iAUC.

Figure 6.5: Corr. loadings plot subject 2. X = aCHO, fat, protein and fiber. Y = iAUC.
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6.2 Model parameter sensitivity analysis

In this section the results from the model parameter sensitivity analysis is pre-
sented. This was done for both the IVP and SOGMM models, as described in
section 5.4.3.

6.2.1 IVP sensitivity analysis
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Figure 6.6: IVP model parameter sensitivity plots. Upper plots: Singular values of the
sensitivity matrix S. Middle plots: The RSVs corresponding to the three
highest singular values. Lower plots: Vsum values.
(a) Model parameter sensitivity plot with all input, for IVP model with all
parameters.
(b) Model parameter sensitivity plot with subject 1 input, for IVP model
with all parameters.
(c) Model parameter sensitivity plot with subject 2 input, for IVP model
with all parameters.
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The IVP model parameter sensitivity analysis was carried out with all rele-
vant parameters. The sensitivity plot is showed in figure 6.6a. The parameters
p2, GEZI, EGP and pm had the lowest Vsum values. Since pm is a new pa-
rameter, added to explain responses to fat, protein and fiber, this stayed in the
parameter set, while the three others were removed. The following parameter
set was left to identify in the parameter estimation part.

PIV P = [t2, SI , k1, k2, pm, pt] (6.1)

An interesting observation from the sensitivity analysis is the difference in
parameter sensitivity for different input. The figures 6.6b and 6.6c shows the
sensitivity plots for subject 1 and subject 2 input, respectively. For the subject 1
input, where the amount of aCHO were high compared to the other macronutri-
ents, the parameters pm and pt showed higher sensitivity than for the subject 2
input, where aCHO amount were lower compared to the other macronutrients.

6.2.2 SOGMM sensitivity analysis
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Figure 6.7: SOGMM model parameter sensitivity plots, for all input. Upper plots: Sin-
gular values of the sensitivity matrix S. Middle plots: RSVs. Lower plots:
Vsum values.
(a) Model parameter sensitivity plot for SOGMM model with all parame-
ters. RSV for the lowest singular value.
(b) Model parameter sensitivity plot for SOGMM model with selected pa-
rameters. RSVs for the three highest singular values.

The SOGMM model parameter sensitivity analysis was carried out with all
the relevant parameters.

Because the amount of parameters were higher for this model, the least sen-
sitive parameters were removed one by one based on the sensitivity plots. In
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figure 6.7a, two parameters, SI and Ib, contributes to the RSV corresponding to
the lowest singular value. Since Ib contributed the most, this was removed, and
therefore set constant for the parameter estimation. This approach was used
until a suitable number of parameters were left, based on the plot of singular
values from the sensitivity matrix. The removed parameters based on this pro-
cedure were Ib, f , SI ,Gb and kcl. The parameter set to estimate in the parameter
estimation part then ended up as:

PSOGMM = [Sg, pkabs, pkt, p2, VI , k1, k2] (6.2)

6.3 Model parameter estimation

Linear Quadratic Square root None

Par Subj 1 Subj 2 Subj 1 Subj 2 Subj 1 Subj 2 Subj 1 Subj 2

t2 29.9 42.9 40.8 55.0 49.5 43.9 36.9 44.1
SI 0.0078 0.0050 0.0060 0.0038 0.0066 0.0047 0.0073 0.0037
EGP 0.67 1.24
k1 0.45 0.29 0.48 0.36 0.48 0.34 0.67 0.46
k2 0.0023 0.0019 0.0017 0.0012 0.0021 0.0019 0.0015 0.0015
pm 1.46 1.07 0.61 0.24 13.9 8.0
pt 0.66 0.86 0.77 0.99 1.08 1.03
tm 73.6 48.1

Table 6.2: IVP average parameter estimation values. The upmost row means linear,
quadratic, square root or no FPF relationship in the model.

The results of the model parameter estimation will be presented here, for
both the IVP and SOGMM model. In tables 6.2 and 6.3, the estimated param-
eter values are presented, based on which input the parameters are estimated
for (subject 1 or 2), and the modelled FPF relation to carbohydrate digestion
rate (linear, quadratic, square root or none). It can be observed that there is a
somewhat consistent pattern for the parameter estimations between subject 1
and 2 input. If a parameter is higher for subject 1 than for subject 2 for one of
the FPF relations, it often tends to be that for the others as well.

One can also observe that for the IVP model, the parameter pm was very
different for the different FPF relationships. This is because pm is the parameter
that is multiplied with

√
SFPF , SFPF or S2

FPF in the model equations. These
values will be different from each other, unless SFPF = 0. This means that,
if the parameter estimation is successful, pm will be estimated to a different
value based on how the FPF relationship is modelled. The same applies to the
parameter pkt in the SOGMM model.
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Linear Quadratic Square root None

Par Subj 1 Subj 2 Subj 1 Subj 2 Subj 1 Subj 2 Subj 1 Subj 2

Sg 0.072 0.073 0.097 0.093 0.126 0.098 0.093 0.061
pkabs 2.1 2.5 2.1 2.3 2.3 2.0
pkt 0.95 3.1 80.5 237.4 0.25 2.59
kabs 0.037 0.044
kt 0.019 0.076
p2 0.048 0.058 0.055 0.060 0.063 0.060 0.046 0.046
VI 3.7 3.9 3.4 4.1 3.9 4.3 3.4 4.0
k1 5.3 4.3 5.0 4.9 3.7 4.4 5.5 6.2
k2 2.5 0.7 2.5 0.8 3.2 0.8 2.7 1.0

Table 6.3: SOGMM average parameter estimation values. The upmost row means lin-
ear, quadratic, square root or no FPF relationship in the model.
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Figure 6.8: Desirability values from predictions for combinations of model (IVP or
SOGMM), FPF relationship (None, linear, quadratic or square root) and
subject (1 or 2).

Figure 6.8 and table 6.4 shows the desirability results d of the predictions,
for every combination of model and input. One can observe that overall, the
desirability for the SOGMM predictions are higher than for the IVP predictions.
Also, the predictions for subject 1 were generally better than the predictions for
subject 2. The best desirability results overall were obtained when the models
did not include any sensitivity for fat, protein and fiber.

For subject 1, the best prediction results came from the model without FPF
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Model FPF relationship* Input Average d Best d Worst d
IVP - Subject 1 0.1882 0.4071 0.0040
IVP Linear Subject 1 0.0824 0.3882 0.0003
IVP Quadratic Subject 1 0.0864 0.3205 0.0000
IVP Square root Subject 1 0.1180 0.3789 0.0008
IVP - Subject 2 0.1287 0.4676 0.0001
IVP Linear Subject 2 0.0208 0.1106 0.0000
IVP Quadratic Subject 2 0.0623 0.3564 0.0000
IVP Square root Subject 2 0.0415 0.1473 0.0000
SOGMM - Subject 1 0.1379 0.3434 0.0027
SOGMM Linear Subject 1 0.1277 0.4146 0.0010
SOGMM Quadratic Subject 1 0.0972 0.3220 0.0001
SOGMM Square root Subject 1 0.1108 0.3272 0.0014
SOGMM - Subject 2 0.1483 0.4990 0.0012
SOGMM Linear Subject 2 0.1000 0.2628 0.0024
SOGMM Quadratic Subject 2 0.0858 0.2376 0.0015
SOGMM Square root Subject 2 0.0817 0.2094 0.0019

Table 6.4: Prediction results after parameter estimation.
* Relationship between modelled rate of glucose absorption and fat, protein
and fiber content.

relationship modelled. From the rest of the models, the ones that included FPF
input, the best prediction gave highest desirability when the relationship be-
tween FPF and carbohydrate digestion rate were modelled linearly, for both
models. The average desirability values were clearly highest with the square
root FPF relationship for the IVP model, and only slightly highest for the linear
FPF relationship for the SOGMM model.

For subject 2, the best prediction results also came from the model with
no FPF relationship modelled. For the rest, the IVP predictions were clearly
best when the FPF relationship were quadratic. For the SOGMM model, the
desirability values were pretty similar for all FPF relationships, but the linear
one were slightly best.

Figures 6.9 and 6.10 shows the best and worst prediction results for the
parameter estimations for the IVP model parameters. Plots 6.9a, 6.9c, 6.10a
and 6.10c shows the results for subject 1, and 6.9b, 6.9d, 6.10b and 6.10d for
subject 2. For both subject input, the best predictions are pretty similar to the
corresponding reference curve, while the worst are not very precise at all. The
worst predictions are typically for the reference PPGRs with very high curves,
while the best ones are for the much lower reference curves. The exception is
for meal 17 on plot 6.9b, where the reference PPGR was relatively high, yet the
prediction was fairly accurate.
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Figure 6.9: IVP model parameter estimation result for best and worst meal, for linear
and quadratic FPF relationships.
(a) Reference from subject 1 for meals 2 (d = 0.0003) and 14 (d = 0.3882),
and simulated prediction after parameter estimation, with linear FPF rela-
tionship.
(b) Reference from subject 2 for meals 5 (d = 0.0000) and 17 (d = 0.1106),
and simulated prediction after parameter estimation, with linear FPF rela-
tionship.
(c) Reference from subject 1 for meals 2 (d = 0.0000) and 14 (d = 0.3205),
and simulated prediction after parameter estimation, with quadratic FPF
relationship.
(d) Reference from subject 2 for meals 5 (d = 0.0000) and 9 (d = 0.3564),
and simulated prediction after parameter estimation, with quadratic FPF
relationship.

The best and worst prediction results for the SOGMM parameter estimation
are shown in figures 6.11 and 6.12. Plots 6.11a, 6.11c, 6.12a and 6.12c shows
the results for subject 1, and 6.11b, 6.11d, 6.12b and 6.12d for subject 2. The
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Figure 6.10: IVP model parameter estimation result for best and worst meal.
(a) Reference from subject 1 for meals 2 (d = 0.0008) and 14 (d =
0.3789), and simulated prediction after parameter estimation, with square
root FPF relationship.
(b) Reference from subject 2 for meals 5 (d = 0.0000) and 9 (d = 0.1473),
and simulated prediction after parameter estimation, with square root
FPF relationship.
(c) Reference from subject 1 for meals 2 (d = 0.0040) and 10 (d =
0.4071), and simulated prediction after parameter estimation, with no
FPF relationship.
(d) Reference from subject 2 for meals 5 (d = 0.0001) and 6 (d = 0.4676),
and simulated prediction after parameter estimation, with no FPF rela-
tionship.

best and worst predictions are shown in each plot, like for the IVP model. Also
here, the best predictions are pretty good, while the worst are not very accurate.
The results showed for meal 7 in the subject 1 plots are different from the other
worst results. Here the error lies mostly in that the predicted response comes
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too early too fit the reference. The other worst predictions often just predicted
a response that was too low.
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Figure 6.11: SOGMM model parameter estimation result for best and worst meal.
(a) Reference from subject 1 for meals 7 (d = 0.0010) and 9 (d = 0.4146),
and simulated prediction after parameter estimation, with linear FPF re-
lationship.
(b) Reference from subject 2 for meals 5 (d = 0.0024) and 10 (d =
0.2628), and simulated prediction after parameter estimation, with lin-
ear FPF relationship.
(c) Reference from subject 1 for meals 7 (d = 0.0001) and 15
(d = 0.3220), and simulated prediction after parameter estimation, with
quadratic FPF relationship.
(d) Reference from subject 2 for meals 5 (d = 0.0015) and 4 (d = 0.2376),
and simulated prediction after parameter estimation, with quadratic FPF
relationship.
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Figure 6.12: SOGMM model parameter estimation result for best and worst meal, for
square root FPF relationship and no FPF relationship.
(a) Reference from subject 1 for meals 7 (d = 0.0014) and 15 (d =
0.3272), and simulated prediction after parameter estimation, with square
root FPF relationship.
(b) Reference from subject 2 for meals 5 (d = 0.0019) and 4 (d = 0.2094),
and simulated prediction after parameter estimation, with square root
FPF relationship.
(c) Reference from subject 1 for meals 7 (d = 0.0027) and 15 (d =
0.3434), and simulated prediction after parameter estimation, with no
FPF relationship.
(d) Reference from subject 2 for meals 5 (d = 0.0012) and 18 (d =
0.4990), and simulated prediction after parameter estimation, with no
FPF relationship.
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7 Discussion

7.1 Meal parameter estimation

Different ways of doing meal parameter estimation were presented in section
4.2. The problem at this moment in time is that the meal parameter estimation
accuracy is not high enough for it to be used as an aid for people with diabetes,
at least not for real life meals that are not from a specialized meal dataset.

A problem for the accuracy of the meal parameter estimations is that the
variability in food preparation makes estimation and classification really hard.
This is because two visually similar meals from two different images can have
a very different macronutrient composition. Also, two not so visually similar
meals can be very similar in macronutrient composition. This is a difficult prob-
lem that none of the current estimation techniques are able to solve, at least
not without some amount of data for each case specifically.

Another problem is the runtime complexity of the models. Many of the pre-
sented applications can run on the smartphone, or is run on a remote server
[58]. For future estimation techniques to obtain even better results, which is
demanded if they are to be used by diabetic patients, the models will be even
more complex. This will increase the runtime of the estimation, unless the cur-
rent model architectures are utilized in an even more efficient manner.

For the augmented reality applications, the user interaction was reported to
be one of the issues during testing. Not everyone have sufficient experience
with a smartphone to be able to mark bounding boxes of the food on a touch
screen. Also, mistakes can be made even for subjects with experience with a
smartphone, if one is not familiar with the application. The applications should
be used only by patients that have been using smartphones before.

In theory though, if the methods managed to classify the food correctly and
estimate the amount accurately enough most or all of the time, they could have
been used to get input for a glycemic prediction model. Then it would not be
hard to obtain the macronutrient compositions of those meals, which again
could have been used as input to a glycemic model. GI, on the other hand, is
not as accessible for a given meal, so a classification algorithm would not have
been able to find the GI for all meals. Therefore, if GI was a part of the input
to a model, a meal classification method based on meal images would not have
been sufficient to calculate the input.

7.2 PLSR analysis

In the PLSR analysis it was observed that for the subject 2 input with X as
aCHO, fat, protein and fiber, fiber was the most important variable for predic-
tion of iAUC. For the rest of the different meal info input, on the other hand,
fiber was often one of the least important variables. A reason for this difference
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could be the difference in macronutrient composition of the meals between
Rozendaal, subject 1 and subject 2. For subject 1, the meals contained on av-
erage 1.23 times more aCHO than it contained fat, protein and fiber combined.
For subject 2, this number was 0.56. A possible part of the explanation then
might be that the amount of aCHO was low compared to the amount of fat,
protein and fiber, and therefore fiber correlated more with the PPGR values.

Another reason could simply be the low amount of meals in the dataset.
From subject 2 it was collected 20 meals. Since the PPGRs were collected in the
daily life, even though the clearly disturbed measurements were taken out, it
will not be the same as performing measurements in controlled environments.
Daily life can and will have an impact one way or another, unless the subject
is determined to sit still and wait until the PPGR has settled. Therefore, 20
meals might not be enough to catch the real correlations between meal info
and the PPGRs, and at the same time exclude the non-significant disturbances.
This could have lead to fiber having the highest correlation with the output, or
this was just the true correlation.

In the PLSR results presented in figure 6.1 and table 6.1, the validation EV
relative to the calibration EV was much higher for the Rozendaal data than for
the subject 1 and 2 data. This might be surprising, considering the fact that
the Rozendaal data is from many different subjects and study groups, while
the subject 1 and subject 2 data are only from one person each, obviously. But
the reason for this difference in EV might be explained by the difference in
number of recorded meals. While the Rozendaal dataset collected contains 96
meals or OGTT, the subject 1 and subject 2 datasets contains 15 and 20 meals,
respectively. Lower number of data gives fewer training data which might lead
to a lower EV for the validation set in the cross validation.

7.3 Model parameter estimations

In the model parameter estimation, the parameters estimated for a single sub-
ject were quite similar for the estimations, for both the IVP and the SOGMM
model. Also, the parameters that were lower for subject 1 than for subject 2
for one FPF relationship, generally tended to be lower for most of the others as
well, and vice versa. This might indicate stability of the parameter estimations
and the estimation algorithm, that the values were not fluctuating all over the
range for the different estimations, but were fairly similar.

7.4 PPGR prediction

Overall, the glucose response predictions were most accurate using the original
IVP and SOGMM models without any FPF input, but with added pancreatic in-
sulin secretion. This contradicted the PLSR results, suggesting that fat, protein
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and fiber could help explain the PPGR. One reason for this misfit could be that
the models are not originally developed to include FPF input. This means that
adding sensitivity for FPF input, might not necessarily give the model better
prediction abilities. The prediction accuracy might have been better if the FPF
relationships were modelled in another way, like with the FPF relationships de-
scribed in equations (5.12)-(5.14) for IVP. Of the modelled FPF relationships,
none of the three (linear, quadratic and square root) obtained significantly bet-
ter results than the others. A possible explanation for this is that none of them
was a particularly good way to model the effect of fat, protein and fiber on the
glucose response.

As described earlier, the SOGMM model is more complex and has more state
variables than the IVP model. Therefore it is more likely to catch the dynamics
behind the glucose measurements than the IVP model will be. This, though,
requires that the model is identifiable for the given model parameter set and
plasma glucose data. The results showed that the SOGMM predictions were
generally more accurate than the IVP model predictions. Also the parameter
estimations were relatively consistent between the different model versions.
These two things indicate that the SOGMM model parameters given in (6.2)
were estimated fairly accurately for the given data.

For the SOGMM predictions the failure was often that PPGR curve was rais-
ing too early to fit the reference curve. This is especially visible in figure 6.11a,
where the simulated curve for meal 7 has approximately the same height and
length as the reference measurement for meal 7, but too early. The same phe-
nomena can be observed for some of the other prediction/reference pairs in
the other plots. The model clearly manages to mimic the dynamics behind the
curve, but the response comes too early. The reason for this can simply be that
the output of the model is plasma glucose concentration values, while the ref-
erence curve is measured subcutaneously, and with a CGM. CGMs have a time
delay caused by both the transfer of glucose from plasma to the subcutaneous
interstitial fluid, and the measurement averaging performed in the CGM [81].
Therefore, adding a state variable to the model representing the subcutaenous
glucose concentration, could have given better predictions.

The glucose predictions for subject 1 were generally better than for subject 2.
This is in agreement with the EVs found in the PLSR. Again, this can be related
to the difference in macronutrient content of the meals for the two subjects,
and of course a bigger variation in the responses that are not explained by
macronutrient content, for subject 2.

The only model type for which the predictions were better for subject 2 than
subject 1 were the ones not using FPF input. The subject 2 meals contained
more fat, protein and fiber compared to carbohydrates, than the subject 1 meals
did. This might explain why the exclusion of FPF from the model input gave
very good predictions for the subject 2 data, compared to the models including
FPF inputs. The high relative amount of fat, protein and fiber could have been
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just a bad fit for the modelled FPF relationships.
Overall, the desirability values were not very high. For a perfect fit, which is

not realistic to expect with real data input, the desirability value is 1. The best
average desirability value obtained for the prediction here was 0.1882, which
was for the subject 1 data, IVP model and no FPF input. This highlights how
difficult it is to predict glucose responses accurately, and that such lower order
models like the ones used here might be too simple to be able to predict real
PPGRs.

7.5 Differences for healthy, DM1 and DM2

In this project, only healthy subjects and subject data were used. This will of
course have had en effect on the result. Even though the overall goal with this
is to be able to predict PPGRs for DM1 and DM2 patients, the task of analysing
the macronutrient content’s effect on the glucose response was maybe just as
good to carry out on healthy data. This because glucose data from a DM1 or
DM2 patient would in many cases be more variable, and the glucose dynamics
affected by fat, protein and fiber would maybe have been harder to obtain.

On the other hand, to have performed the same analysis on DM1 and/or
DM2 data, as well as the healthy data, would have given valuable information
about fat, protein and fiber’s effect on the PPGR in people with diabetes, and
how it differs from the healthy FPF effect.
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8 Conclusion

In this project, the modelling and prediction of postprandial glucose responses
have been investigated. Especially, correlations between the macronutrient con-
tent of the meals and the glucose responses have been analysed.

The project contains a literature study, summarizing the different ways PPGR
is explained and modelled. This shows that different meal/food parameters, like
carbohydrates, GI, fat, protein and fiber have showed to have an effect on the
glucose response after a meal. Also the metabolism model used is important
for the accuracy of the prediction and what types of dynamics the prediction
manages to recreate.

The second literature study focuses on meal recognition and classification
with the use of a mobile phone camera and image classification algorithms.
With the emergence of deep neural networks, general image classification and
recognition have improved a lot the last couple of years. This also applies to
meal images. Still, it is a long way to go before acceptable accuracies for the
use of these in real life is achieved.

Glucose and meal data from Rozendaal et al. [1] and two additional sub-
jects have been collected. The Rozendaal data was suboptimal to use, because
indivudual recordings were not available, only study group averages, but the
analysis did still contain valuable information.

PLSR analysis of said data was carried out, looking at the correlation be-
tween meal parameters and glucose response. The results were not surprising,
as aCHO and GI looked to correlate positively with glucose response, and fat,
protein and fiber correlated negatively, with fiber being less important than the
others. This was the case for all data, except for subject 2, were fiber was the
meal parameter with the highest prediction value in the PLSR model.

The Rozendaal data had the highest validation EV, and it is thought that this
might originate from the much higher amount of glucose data than for sub-
ject 1 and 2. The Rozendaal data obtained an EV of between 40 and 50 % for
both the calibration and validation analysis. The subject 1 and 2 data gained a
highest calibration EV of 52.7% and 39.4%, respectively, while the validation EV
were much lower. The sum of fat, protein and fiber was used as a meal param-
eter in the PLSR analysis, as well as the square and square root if it, obtaining
reasonable results, fueling the idea of using it in the prediction models.

Two prediction models, IVP and SOGMM, were chosen to be used as pre-
diction models, based on the low complexity, and thus higher model identifia-
bility. A parameter sensitivity analysis was carried out, using input data from
the collected datasets, obtaining two parameter sets suitable for parameters
estimation.

Based on the chosen models and identifiable model parameter sets, param-
eter estimation and glucose response prediction was carried out. The models
not including fat, protein and fiber as input got the best results, with the best
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average desirability value of 0.1882, obtained with subject 1 data and the IVP
model. Between the different ways of modelling the relationship between fat,
protein and fiber, with the glucose response, none of them (linear, quadratic or
square root) stood out as much better than the others. This could be because
none of them was a good fit to the true relationship.
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9 Suggestions for future work

DM1 and DM2 patients The same analysis could be carried out for DM1 and
DM2 patients. Looking at how different kind of meal compositions affect
DM1 and DM2 plasma glucose responses would be the next step. This is
important because that is the people that will actually benefit from this
research.

Different types of fat and proteins Just like carbohydrates, both fat and pro-
tein come in different forms. These different types may have different
effects on digestion, and therefore also on the glucose response. Maybe,
to get a better prediction result, how the different types of fat and proteins
affect the glucose response should be taken into account.

Use amount of sugar as input A part of the explanation of how fast carbohy-
drates is digested is how much of it is sugar. Sugars are carbohydrates
which will be digested faster than other carbohydrates, and will there-
fore raise the plasma glucose faster. If this is a part of the input, maybe
predictions will be more accurate as well.

Different modelling of FPF input In this project, the sum of fat, protein and
fiber, and the square and square root of the sum, was included in the
model to affect how fast the carbohydrates were digested. This did not
give a very good prediction result. A relationship between FPF and the
glucose response was shown in the PLSR analysis, so there should be an-
other way to model the relationship such that the predictions gets better
because of it. This can be investigated further.

Estimate different model parameters One can not be sure that the model pa-
rameter set picked for estimation is really possible to estimate correctly.
To try larger and smaller parameter sets to estimate could give an indica-
tion as to whether the parameter sets picked, and the sizes of them, were
optimal or not.

Calculate insulin bolus based on predicted PPGR If an accurate glucose re-
sponse calculator is developed, this can be used to decide the insulin bo-
lus that should be injected. Further research could include some work
regarding optimal insulin bolus calculation.
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Appendix A

Appendix A.1 Data collected from Rozendaal et al.

Figure Appendix A.1: Data collected from Rozendaal et al. (Part 1)
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Figure Appendix A.2: Data collected from Rozendaal et al. (Part 2)
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Appendix A.2 Glucose measurements and meal info

Figure Appendix A.3: Meal info and glucose for subject 1
Meal info displayed on the left part of the table. The corresponding glucose
measurement times and values are displayed over two rows for every meal on
the right side.
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Figure Appendix A.4: Meal info and glucose for subject 2
Meal info displayed on the left part of the table. The corresponding glucose
measurement times and values are displayed over two rows for every meal on
the right side.
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Appendix A.3

Parameter Unit Value Min Max
t1 min 70.5 30 150
t2 min 44.7 5.0 90
CI ml/min 1267 400 2200
p2 1/min 0.0113 0.008 0.024
SI ml/µU 0.00152 0.0005 0.01
GEZI 1/min 0.0035 0.0 0.01
EGP (mg/dl)/min 0.947 0.5 3.5
Vg dl 213.9 fixed
k1 (µU dl)/(ml mg) 0.5 0.0 1.0
k2 (µU dl)/(ml mg min) 0.00131 0.0 0.005
pm min/g 0.25 0.05 2.0
pt 0.4 0.1 2.0

Table Appendix A.1: Parameter ranges, IVP model.
Empty unit means unitless parameter.

Parameter Unit Value Min Max
Sg 1/min 0.01 0.0 0.15
Vg dl/kg 1.6 fixed
pkabs g/min 1.6 1.0 5.0
pkt g/min 2.8 0.2 10
p2 1/min 0.02 0.01 0.1
f 0.9 0.4 2.0
VI 1/kg 0.06005 0.0 5.0
kcl 1/min 0.16 0.0 1.0
kd 1/min 0.0 0.0 0.1
SI l/(mU min) 0.009 0.0001 0.01
BW kg individually fixed
Gb mg/dl 96.8 68 120
Ib mU/l 1.45 1.0 2.0
k1 (dl mU)/mg 0.5 0.0 10
k2 (dl mU)/(mg min) 0.015 0.0 10

Table Appendix A.2: Parameter ranges, SOGMM model.
Empty unit means unitless parameter.


