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Summary

With autonomy as one of the main focuses in the development of the maritime industry
one aspect of a fully autonomous vessel which has yet to be fully explored is the docking
phase. Due to the complexity of the maneuvers it is difficult to compute what is the optimal
behaviour when docking. However with the advancement of machine learning in recent
years new methods have become available as possible solutions to the problem.

In this thesis the problem of autonomous docking is separated into two separate objectives
of path planning and obstacle avoidance. An implementation of the Deep Deterministic
Policy Gradient method is then applied as a control algorithm for solving both the separate
objectives. Despite limited success in the training and tests performed in this work the
algorithm shows promise given certain suggested improvements are made.




Sammendrag

Med autonomi som et av hovedfokusene innen utviklingen av den maritime industrien er
dockingsfasen et aspekt av et fullt autonomt fartgy som enné ikke er utforsket fullt ut. Pa
grunn av mangvrernes kompleksitet er det vanskelig & beregne hva som er den optimale
oppfgrselen na r man dokker. Men med fremskritt av maskinlering de siste & rene har nye
metoder blitt tilgjengelige som mulige Igsninger pa problemet.

I denne oppgaven er problemet med autonom docking delt inn i to separate mal. Disse
er baneplanlegging og hinder ungaelse. En implementasjon av Deep Deterministic Policy
Gradientmetoden blir deretter brukt som en kontrollalgoritme for & 1gse begge de separate
malene. Til tross for begrenset suksess i trening og tester utfgrt i dette arbeidet, viser
algoritmen seg lovende gitt at visse foreslatte forbedringer blir gjennomfgrt.
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Chapter

Introduction

1.1 Background and motivation

Autonomy is growing into one of the main focuses in the development of the shipping
industry. One interesting aspect of a fully autonomous ship is the docking phase. Docking
a ship requires extreme precision, efficient use of energy and time and has a high risk of
damage to the ship itself, cargo and people working both on the ship and the dock. When
docking manually the procedure varies greatly depending on the operator. Automating
this process has the advantages of making the procedure safer by removing the element of
human failure as well as the need for humans in high risk positions. In addition it will be
easier to optimize energy and time consumption and make the procedure more predictable.

In recent years a certain field of Artificial Intelligence called Reinforcement Learning(RL)
has grown rapidly and has proven to be able to solve problems of optimal behaviour in
advanced areas on or above a human level. RL algorithms have been implemented to
successfully play Atari games [5] as well as board games such as chess and Go [6]. Deep-
Mind’s AlphaGo machine has been able to not only learn to play chess and Go, but was
also able to beat the reigning world champion player of Go in 2016. In addition to these
discrete state- and action-space tasks performed in simulated environments, RL has been
used to solve complex continuous state- and action-space tasks in real life environments
such as playing table tennis [7] and flying a helicopter upside down [8].

The problem of autonomous docking is a large one consisting of several smaller problems
all needing to be solved at the same time. Two of these problems are the ability to maneu-
ver a vessel to a target position and the ability to avoid contact with obstacles. These two
problems are two of the most essential parts of autonomous docking and have therefore
been chosen as the focus for this thesis.
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1.1.1 Previous work

The work in this thesis is a continuation of my research as part of a specialization project
thesis[9]. In that thesis four previous works on topics related to the problem at hand were
presented and analyzed. In [10] a RL algorithm for path-finding for a robotic fish with
discrete state and action space was presented. [11] also proposed an improved Q-learning
algorithm for a similar problem. Both these papers solved similar problems as the one at
hand, however due to their state and action spaces being discrete rather than continuous
their solutions were not applicable to our problem.

[12] and [13] both worked on Deep Reinforcement Learning algorithms to solve the prob-
lem of path-following in continuous state and action spaces. Although this problem is
different than the one of path-finding, the fact that their algorithms worked with continu-
ous state and action spaces made them relevant for our problem.

Based on these previous works and further research into relevant theory my specializa-
tion thesis concluded by proposing the Deep Deterministic Policy Gradient method as a
possible solution to the problem of path finding and obstacle avoidance for autonomous
docking. This proposal set the starting point for this thesis where the algorithm was further
developed and implemented before being tested to analyze its success.

1.2 Problem Definition

The problem of autonomous docking is large and consists of several elements. There
are several objectives to consider and detailed decisions to be made in all aspects of a
solution. To achieve a full optimal solution the autonomous docking problem is unfeasible
for a single masters thesis. Therefore I have chosen to break down the problem and focus
on two main objectives in this thesis. The first objective is the goal of being able to
maneuver from a starting position to a target position in the dock. The second objective
is to perform the maneuvering without contacting any obstacles. The goal for this thesis
is to attempt to solve these objectives using reinforcement learning, or more specifically
the deep deterministic policy gradient method (DDPG). In other words, the thesis seeks to
answer the following research questions:

1. Is it possible for a DDPG agent solve the problem of path-finding to a target posi-
tion?

2. Is it possible for a DDPG agent solve the problem of obstacle avoidance in an un-
known environment?

Depending on the results from this thesis it should be possible to continue to improve the
solutions and potentially combine them to solve the full problem of autonomous docking
in future work.




1.3 Outline of the Report

Figure 1.1 Traditional control system architecture
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Figure 1.2 High level overview of the DDPG path finding system
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1.2.1 System overview

Conventional guidance control systems are usually grouped into a guidance system, mo-
tion control system and navigation system such as in figure 1.1. Add system diagram of
what both would look like. For my approach since the DRL algorithm in theory can learn
any task I wish to attempt to give output directly to the control units from only measuring
states, thus combining all conventional modules into one black box control system such as
can be seen in figure 1.2

1.3 Outline of the Report

This thesis is divided into 6 main chapters. After introducing the problem in chapter 1 we
move on to a theoretical review in chapter 2. Here we first look at some basics of machine
learning which form the foundation for more advanced methods to be introduced later in
the chapter. We then look into reinforcement learning leading up to the most advanced
deep reinforcement learning methods which will be used in the proposed solution to the
path-finding problem. Most of the theory presented on these topics is a combination of
theory from [14; 15; 16]. Chapter 2 will also introduce some basics of vessel dynamics and
control for a better understanding of the overall problem. Some additional miscellaneous

3
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theory is introduced at the end of the chapter.

In chapter 3 the implementation of the solution is presented along with in depth expla-
nation of certain choices made during the design of the solution. Chapter 4 presents the
different tests performed and their results, which are then discussed further in chapter 5.
Suggestions for future work in the area are also presented at the end of this chapter. Finally,
in chapter 6 the thesis is concluded.




Chapter

Background and theory

2.1 Machine Learning

Machine Learning (ML) is the science of creating algorithms which enable a computer to
learn to make decisions without being explicitly programmed how to make these decisions.
In general ML can be divided into three subcategories. These are supervised learning,
unsupervised learning and reinforcement learning. The proposed method in this thesis
is a deep reinforcement learning method, which is a combination of RL and supervised
learning. Therefore we will first look at some basics of supervised learning before moving
on to reinforcement learning in section 2.2 and finally combining the two in section 2.3.

2.1.1 Supervised Learning

Supervised learning is a form of machine learning which is based on learning from ex-
amples. A data-set consisting of example input data and their corresponding predefined
correct outputs must be provided to train a system. The system then learns by applying
the example input data to the system and comparing the output to the correct outputs from
the data-set. Based on the comparison the system is adjusted until sufficiently correct
behaviour is achieved.

Seeing as the system is in need of a data-set with predefined correct outputs for each input
we are limited to learning to solve tasks for which we are able to define a single correct
behaviour for all possible inputs. A problem such as autonomous docking, where it is
difficult or even impossible to calculate a single optimal solution for each possible input,
is therefore not suitable to be solved using supervised learning alone. However supervised
learning works well for tasks such as image classification, pattern recognition and function
approximation, of which the later is of interest to us later when using deep reinforcement
learning methods.
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Figure 2.1 A single artificial neuron with its inputs, weights, bias, activation function and
output
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When it comes to learning function approximators there are several aspects of both the
input and the complexity of the desired function that dictate what kind of methods will
work. For example the input can be discrete, binary or continuous and the function could
be linear, nonlinear or logical. In our case we will have continuous input and wish to
approximate a nonlinear function. The best methods to achieve such an approximation are
through the use of Artificial Neural Networks and Deep Learning.

2.1.2 Artificial Neural Networks

An Artificial Neural Network (ANN) is a mathematical approximation of how a brain
works. As first introduced by Frank Rosenblatt in [17], the simplest form of ANN is the
perceptron. A perceptron is simply a single neuron as seen in figure 2.1. Given an input
vector x, the perceptron’s weighting vector w and bias bias b, the output of a perceptron
is given by the equation

flx) = 2.1)

1 fwx+b>0
0 else

Since this is merely a detection function and the perceptron only has binary output it is
not very useful. However, by connecting several such nodes in layers such that the outputs
from one layer are the inputs to the next, as seen in figure 2.2, we have what we call an
artificial neural network. In addition to connecting multiple neurons we have a number of
different activation functions we can use which give continuous outputs and allow us to
approximate nonlinear functions.

Given an input vector & we can represent the output y of a layer in an ANN as
y=f(Wz+b) (2.2)

where W is the weighting matrix and b is the bias vector, which are our trainable param-
eters. We also have the activation function f(-) which is applied to each element of the
vector resulting from Wx + b. Connecting two or more such layers, in addition to an

6
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Figure 2.2 A fully connected Artificial Neural Network with 2 inputs, 2 hidden layers with
4 and 3 neurons respectively, and a single output

Input layer Hidden layer 1 Hidden layer 2 Output Layer

Input 1

Output

Input 2

input and a output layer, we get what is commonly called a Deep Neural Network (DNN)
which are used in Deep Learning.

2.1.3 Deep Neural Networks

As mentioned, an artificial neural network is considered to be deep if it has two or more
so called hidden layers between the input and output layers. These networks work by
having the output of layer 7 serve as the input to layer ¢ 4 1 such that ;1 = y,. This
is commonly called a feed forward network. Following this principle a full feed forward
DNN of n layers is represented by the following equations

yi(x) = fLlWiz + by)

Ys(x) = f2(Way, () + bs)
(2.3)

This formulation of the neural network leads to the property that the output of each layer
may be differentiated in respect to not only the input to its own layer but also the input
to any of the previous layers through the chain rule. Given a network described by the
function y = f(g(x)) the chain rule gives us the following property.

oy _dfdyg

LI 2.4

ér  dOg ox 24)
This rule can be extended in the same way to any number of composite functions. This
property will later prove useful when training the network.

2.1.4 Deep Learning

When used in relation to neural networks the term learning refers to the process of training
the neural network to perform in the desired way by adjusting its trainable parameters.

7



Chapter 2. Background and theory

Deep learning is simply the same process for a deep neural network. This process could
essentially be performed as simple trial and error, however this would prove extremely
inefficient, especially for large networks. Fortunately, there are several smarter ways to
perform this process. Most of these rely on the idea of a cost function which is used to
measure the performance of the network by comparing the output of the network to the
desired output. Given this cost function J(6), where we have combined our weight and
bias vectors into the trainable parameter vector 8, we can then compute the gradient in
respect to the trainable parameters Vg J(6). We then have several methods of utilizing
this gradient to adjust the trainable parameters which in turn adjust the behaviour of the
network.

Gradient descent

The gradient descent method bases the cost function on a measure of the error between the
desired and actual outputs of the network. It then seeks to minimize this cost function by
adjusting the parameters based on the gradient of the cost function.

Given a cost function J(0), where 0 are our trainable parameters and the cost function is
formulated in such a way that minimizing it will minimize the output error from our net-
work, we can now use the gradient of this cost function VgJ(0) to adjust our parameters
by the following update rule

6+ 0—aVel(6) (2.5)

Here we have introduced « as the learning rate which controls how large each update step
is. As we can see this means that we adjust the parameters in the opposite direction of the
gradient, or in other words towards the minimum of the cost function, by a factor of the
learning rate. The problem now becomes finding the gradient with respect to each of the
trainable parameters. Thanks to the formulation of our networks given by equation 2.3 this
problem is easily solved using standard differential calculus and the chain rule.

There are several variations of gradient descent which alter 2.5 in different ways. The
most straight forward is called batch gradient descent. Here the gradient is averaged over
a whole episode, only updating the parameters at the end of an episode. This method leads
to stable and less variant gradients, however it also increases training time due to the fact
that a full episode must be simulated for a single update of the parameters.

A faster variation is called stochastic gradient descent, where the updates are made at each
step based only on the gradient for the current step. This obviously increases the speed of
the updates, however this increased speed is accompanied by large variations in the size of
the gradients, thus compromising the stability of the training. The advantage of the higher
variation of the size of the gradients is that it is more likely for the gradient to push the
parameters away from a local minimum.

Mini-batch gradient descent is a combination of the two methods which allows for faster
training than batch gradient descent while still having more stable training than stochastic
gradient descent. When using mini-batch gradient descent the gradients are computed
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from a mini-batch of N steps. The gradients are then averaged, just as for batch gradient
descent, before being applied to the parameter updates. Given a batch size smaller than
the length of a full episode the training will be faster than normal batch gradient descent.
Also having batch size larger than 1 will help reduce the variance of the gradients, thus
stabilizing training.

Although mini-batch gradient descent combines the advantages of both batch gradient de-
scent and stochastic gradient descent certain difficulties remain. Given the presence of
local minima there is always a chance that the gradients will not be able to move the pa-
rameters away from these local minima, resulting in sub-optimal behaviour in our network.
Also, according to [18] an even more difficult problem arises with the presence of saddle
points as these are often followed by plateaus where the gradients tend towards zero. Both
of these problems can be minimized by using Adam optimization.

Adam optimization

Adam optimization [19] is a form of gradient descent optimizer which utilizes the idea
of momentum [20]. This idea is, as its name implies, inspired by the physical concept of
momentum which causes an object in motion to seek to remain in motion when external
forces are applied. For the gradient descent adoption of the term we take previous gradients
from earlier steps and add a factor of them to our new gradients. By doing so we keep
moving in the same direction as in previous gradients, just as physical momentum would
keep a ball rolling even when a force is applied.

Following the notation of [19] we have our gradient g; = Vg.J(0). Next we have our first
and second moment vectors m; and v; defined as

my = fimy_1+ (1 —B1)g,

2.6
vy = Bovio1 + (1 — B2)g; @0

Here (3, and 5 are the decay rates of the previous moments. According to [19] these
moment terms are biased to the initial values of m; and v, therefore a term is added as
follows to correct for these biases.

L
t =
1—p4
. 2.7)

Using these bias corrected moments we now have the update rule for our parameters

6t+1 — gt — Tht (2.8)

o
vV ’lA)t + €
where « is our step-size and e a small constant for ensuring numerical stability by avoid-
ing the possibility of dividing by zero. Utilizing this optimizer we now have a way of
overcoming local minima as well as saddle points and plateaus.
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Figure 2.3 Illustration of interactions between a RL agent and environment. A state s and
reward r are observed by the agent which applies an action a resulting in a new observation
of a state and reward.
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2.2 Reinforcement Learning

So far we have looked at machine learning methods which are able to learn to perform
tasks by learning from a data set of predefined correct behaviour. For some problems,
however, it is not always trivial or even possible to provide such a data set. Such problems
can still be solved by using Reinforcement Learning (RL). Rather than using example
data to know what is the desired behaviour for a system, reinforcement learning has a
trial and error based approach. Here the learning agent must interact with its environment
before analyzing the result of its interactions to evaluate the quality of its choices. These
new methods require a number of different elements and a different way of formulating a
problem which we will now look at more in depth.

2.2.1 Elements of Reinforcement Learning

In a reinforcement learning problem the system is divided into two main parts, the agent
and environment. The agent is the core of the system where the decisions are made, while
the environment is everything around the agent which affects the result of each decision
the agent makes. We call these decisions actions. For each action the agent makes an
observation of the environment. This observation includes the state of the system and a
reward. Based on these observations the agent then chooses a new action attempting to
maximize the new reward. This process, as illustrated in figure 2.3, is repeated at each
time step with the agent continuously learning from its transitions.

The environment and agent in RL systems can be broken down further into four main
elements. These are the reward signal, value function, policy and a model. Each of these
play important parts in how the overall system works.

10



2.2 Reinforcement Learning

Reward signal

The reward signal is the part of the environment which gives feedback to the agent on the
outcome of its action. The value of this signal is calculated by a reward function. The
main goal of any RL agent is to maximize the total reward accumulated over time, thus the
reward function ultimately defines the agents objective. It is therefore a crucial element of
any RL system and must be considered carefully when designing the system. The com-
plexity of the reward function varies depending on the complexity of the task the agent is
meant to perform. Often the reward function will include a main component correspond-
ing to the main objective in addition to several additional components corresponding to
sub-objectives one might add as a way of defining the objective more detailed.

Value function

The value function gives us a way of determining the value of being in a certain state. This
value is calculated based on the maximum reward which can be accumulated over time
after arriving at the given state. Based on this the value function can be used to determine
the best action available at any given time. In addition to the normal value function V' (s),
also called the state value function, we have what is called the action value function Q(s, a)
which calculates the value of taking action a from state s then following the given policy.
The most common way to calculate the value function is using the Bellman equation which
we will introduce later.

Policy

The policy of a RL system can be seen as a set of rules deciding what actions to take
when in a given state. We denote the policy 7(s). For a policy to be optimal it must have
the property of always choosing the action which leads to the highest accumulated future
reward. To achieve this the policy is often based on the value or action value function in
such a way that it chooses the action which leads to the state with the highest value. In the
case of the action value function this simply means choosing the action with highest value.

Model

The final element of a RL system is a model of the environment in the form of a transition
function. This transition function is meant to estimate the behaviour of the environment.
This makes it easier for the agent to predict the future rewards, thereby finding the optimal
policy. Not all RL systems have a model available, making them pure trial-and-error
systems which have no knowledge of the behaviour of the environment until interacting
with it. This is in fact most common since many environments are difficult to accurately
represent mathematically.

11



Chapter 2. Background and theory

2.2.2 Markov Decision Process

A Markov decision process (MDP) is a special case of a sequential decision process. For
a MDP we have a fully observable stochastic environment where all states satisfy the
Markov property. The Markov property states that given the current state all future states
are independent of past states. This property allows us to make decisions solely based on
our current state, allowing us to neglect all past states. Ultimately this property greatly
simplifies the calculations needed for each decision as well as saving enormous memory
space.

We denote a MDP as a tupple (S, A, R, T'). Here S is the set of all states s, A the set of
actions a, R the reward function and 7 the transition function. Since the set of available
actions in most cases depends on the current state we often denote A as A(s) where s € S.
Similarly the reward is also dependant on the current state and the action taken, thus we
denote R(s,a) where s € S and a € A. The transition function is a probability function
which gives the probability of the next state being s’ given the current state s and the
chosen action a.

T(s,a,s") = P(s|s,a) (2.9)

It must fulfill the criteria T'(s, a,s") € [0,1] and )", T'(s,a,s’) = 1. Using this formu-
lation of a decision process we can now use the Bellman equation to calculate our value
functions.

2.2.3 Bellman equation

As mentioned earlier the Bellman equation is used to calculate the value of a certain state.
This equation is based on Richard Bellman’s principle of optimality:

An optimal policy has the property that whatever the initial state and initial
decision are, the remaining decisions must constitute an optimal policy with
regard to the state resulting from the first decision.[21]

For a sequential decision process, such as a MDP, this means that for each decision that
must be made we can disregard all previous decisions leading up to this point. It also
allows us to reformulate the problem as a recursive process of choosing the optimal action
at each time. This is the basis of what we call the Bellman equation.

We express the value of a state as the expected sum of rewards accumulated after starting
at the given state. This can be written as

V(so) = E{ ith(st, at)} (2.10)
t=0

where sq is the current state and s; and a; are the state at time ¢ and the action taken from
this state. We have also introduced a discount factor v € [0, 1] which minimizes the effect
of the accumulated rewards far in the future, thereby also introducing a sense of urgency
in the decision problem.

12



2.2 Reinforcement Learning

Knowing that the transition function T'(s, a, s’) can be formulated as a probability function
P(s'|s, a), returning the probability of ending up in state s’ when taking action a from state
s, we can rewrite the expected sum as

oo

V(So) = Z T(St, Qt, 5t+1)'7tR(3t7 g, 5t+1)
t=0

= T'(s0, ao, s1)R(s0, ao, 51) + ZT(St, at, se41)7 R(st, ar, 5141) 2.11)

t=1

V(s) = ZT(S, a,s)(R(s,a,s") +~V(s"))

where we have simplified the current state and action sy and aq to s and a, and the next
state ;11 to s’. We have also used the principle of optimality to give our value function a
recursive property. Now we wish to find the maximum value over time. This can be done
by always selecting the action in the current state which results in the highest value in the
next state. We then have our Bellman optimality equation in the following form:

V*(s) = mj(x) T(s,a,s")(R(s,a,s") +yV*(s")) (2.12)

acA(s 7
Similarly the Bellman optimality equation when using the action value function Q(s, a) is
given by

Q*(s,a) = ZT(S, a,s')(R(s,a,s") +ymaxQ  (s',a)) (2.13)

Using 2.12 or 2.13 we can now find the value function V(s) or action value function
Q(s, a) which can be used with dynamic programming to find an approximation of the
optimal policy.

2.2.4 Dynamic Programming

Dynamic programming (DP) is a way of breaking down a large task into smaller repeatable
tasks. In RL this method can be used to find an optimal policy for a MDP. Given a MDP
which perfectly models the environment, in other words has full knowledge of the transfer-
function T'(s, a, s’), we can use a method called policy iteration to find an optimal policy.

Policy iteration

Policy iteration is an iterative computation divided into two sub-problems, policy eval-
uation and policy improvement, which themselves are also iterative computations. The
process starts by arbitrarily initializing a policy m(s) and value function V' (s). Next the
policy evaluation will determine the value-function for the given policy. This is done by
recursively using the Bellman equation to calculate the value at each state when following
policy 7(s). Full sweeps through all states are done until the maximum change in value
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Chapter 2. Background and theory

for any state is lower than a small predefined value. Smaller values will ensure higher
accuracy in the estimate of the value-function, but will in turn increase the computational
time.

Once the estimate of the value-function is computed we move on to policy improvement.
Here we consider if the given policy is in fact optimal in relation to its calculated value-
function. This is done by comparing our policy to the greedy policy for our value-function.
By greedy policy we mean a policy which always chooses the action leading to the highest
value from the current value function. Given that our policy is different than the greedy
policy we go back to policy evaluation to repeat the process, however this time we start
with the greedy policy computed during policy improvement and the value-function com-
puted in the previous policy evaluation.

e % e % e 7 e
7T0—>’U7T0—>7T1—>’U7T1—>7T2—)’U71—2"'—>7T*—>’U71—*

This process of repeatedly computing value-functions for our policy and improving our
policy based on the value-function guarantees that each policy will be an improvement
of the previous until it is in fact optimal. This is illustrated above where > represents a

policy evaluation and ~ represents a policy improvement. Complete pseudo code of the
process is shown in algorithm 1.

General Policy Iteration

Through policy iteration we see a sequence of policy evaluations and policy improvements
interacting. Each of these processes has its own goal which in a way work against each
other. The policy evaluation attempts to make the value-function accurate in respect to the
given policy, while the policy improvement attempts to make the policy greedy in respect
to the given value-function. However since there exists a point where both these goals can
be achieved, namely for the optimal value-function and policy, the interaction between the
two processes causes them to work together to reach this optimal point. INSERT FIGURE

General Policy Iteration (GPI). GPI is a central term in almost all forms of RL, not only
DP, since they have both value-functions and policies which are attempting to improve
themselves in respect to the other.

2.2.5 Monte Carlo methods

Monte Carlo methods differ from DP in two main ways. First of all they base their oper-
ation on sample experience, rather than predictions produced from a model. Second they
do not use other value estimates as their basis for updating the new value estimates. Both
these things come from the fact that in Monte Carlo methods the value function and pol-
icy are only updated after the completion of a full episode. The most basic form of MC
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2.2 Reinforcement Learning

Algorithm 1 Policy Iteration

1: procedure INITIALIZATION

2: V(s) € Rand 7(s) € A(s) arbitrarily, commonly V' (s) = 0
3: end procedure

4: procedure POLICY EVALUATION

5 repeat

6: A0

7: for each s € S do

8: v+ V(s)

9 V(s) <> . T(s,m(s),s)(R(s,a,5") +yV(s'))
10: A+ max(A, v — V(s)])

11 end for

12: until A <6

13: end procedure

14: procedure POLICY IMPROVEMENT
15: policyStable < true

16: for each s € S do

17: oldaction <+ 7(s)

18: n(s) < argmazq Yy, T(s,a,s")(R(s,a,s") + vV (s))
19: if m £ oldaction then policyStable < false

20: end if

21: end for

22: if policyStable then return V ~ v, and 7 ~ 7,

23: else

24: goto Policy Evaluation

25: end if

26: end procedure
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method is the constant-alpha method described by the following function:
V(s) < V(s) + a[Gy — V(s)] (2.14)

Here « is the learning rate and G is the sum of all returns in the given episode,

T
Gy =Y R(s,a,s) (2.15)
t=0

where T is the total number of time-steps in an episode. We see from equation 2.14 that
the value of a given state s will be updated by a factor of the difference in the accumulated
reward Gy and the current value for the same state. Therefore we call GG; our target, since
the value function will converge as V' (s) — G;. This idea of having a target which we
use in our update rule is central in the methods to be described later. Also since our target
is based on the actual returns during the episode we say that the learning is based on
experience.

MC methods have certain advantages over DP methods. For example basing the operation
on sample experience allows for simulation based training. This also means that we do not
need to know the transition function 7'(s, a, s’) to compute our value function. However
there are also certain disadvantages related to MC methods. The fact that the updates
only are made after full episode completions means that the training time necessary for
convergence to the optimal value function and policy is dramatically increased. Although
this makes MC methods less desirable there are ways to combine elements from MC and
DP to take advantage of the positive sides of each of them. These methods are called
Temporal Difference methods.

2.2.6 TD methods

Temporal Difference methods are similar to MC methods in that they use real experi-
ence as the target in the update rule, however where MC methods must wait for an entire
episode to complete before having access to this experience, TD methods rather extract the
experience over a certain number of time-steps several times throughout an episode. The
simplest form of TD methods observes the accumulated reward at each time-step, resulting
in the following equation:

V(s) < V(s) + a[Rit1 + 7V (s') = V(s)] (2.16)

Here we see that the target is the sum of the observed reward R, and the estimate V' (s').
This expression is call TD(0). A more general expression for TD methods is more similar
to 2.14

V(s) « V(s) + a[G} — V(s)] (2.17)

where G7' is the accumulated reward over n timesteps given by

Gy = Z Y R(s,a,s") (2.18)

t=0
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By doing this we have successfully combined elements of DP methods and MC methods.
Temporal difference methods also introduce us to the term temporal difference error. This
value is given by

§=Rip1+9V(s') = V(s) (2.19)

This expression can be recognized from the expression for TD(0) and is the difference
between the estimated value of state s and the better estimate Ry11 + vV (s’), which is a
better estimate since we have the exact value for the reward accumulated at time-step ¢ + 1
combined with the value estimate of all future rewards after this time. In other words,
the temporal difference error is the difference between our estimated state value and our
target. This term is used in several forms of reinforcement learning, as we will see later.

2.2.7 Q-learning

Q-learning is a special form of temporal difference method where rather than updating the
state value V'(s), the action value Q(s, @) is used. This gives us the following update rule
for Q-learning

Q(s,a) «+ Q(s,a) + a[Rip1 + 7 max Q(s',d’) — Q(s,a)] (2.20)

Given sufficient exploration this action value function will converge towards it optimal
value. Following the convergence we will have the optimal policy 7*(s) by following a
greedy policy with respect to the action value function.

One of the main advantages of Q-learning is that it is an off-policy method. This means
that it is able to learn a policy without having to follow it. The reason for this is that during
the learning phase a Q-learning agent will always choose the action with the highest Q-
value, regardless of the policy being used to calculate the Q-values of the next state in
the update rule. This makes exploration significantly more achievable since we are not
restricted to follow the policy being learned.

2.2.8 Multi-Objective Reinforcement Learning

As mentioned earlier, the reward function in reinforcement learning is used to express/comunicate
the objective to the agent. It has also been mentioned that it is possible to combine sev-
eral elements into this reward function each representing a sub-objective. Although this
works well in theory recent studies show that this is not always the best way to implement
multiple objectives. An alternate approach is multi-objective reinforcement learning [22].

For any system with n objectives, multi-objective reinforcement learning separates the
different objectives into n individual reward functions denoted R;. The return from these
are then passed as a reward vector R = [Ry, Ra, ..., R;]. These rewards are used to
compute a corresponding value function vector @ = [Q1,Q2, ..., Q] where Q; is the
value function for objective ¢ based on the reward R;. This way we have a measure of the
value of following a policy from a state in respect to each of the objectives.
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Chapter 2. Background and theory

Given these values there are many ways of computing an optimal policy in respect to the
separate objectives.The simplest of these is called the weighted sum approach. Given the
value function vector @ consisting of value functions for n objectives we combine them
into a synthetic value function using a weight vector w, with all elements w; € [0, 1] and
7 w; = 1, such that

TQ(s,a) = Y w;Qi(s,a) (2.21)
=1

This synthetic value function is then used just as a normal value function to generate an
optimal policy. Although this may seem to generate very similar value function as would
be expected by combining all objectives in a single reward there is a significant difference
brought forth through the weighting vector. Adjusting the weights in this vector gives us
the power to decide which objectives are more important by assigning them higher weights
relative to less important objectives. In this way the corresponding value function of the
most important objective will influence the synthetic value function more, leading to the
policy being most optimal in respect to this objective. This is especially significant when
using value function approximation which will be introduced in the next section.

2.3 Deep Reinforcement Learning

The Reinforcement Learning methods discussed to this point all assume we have the abil-
ity to represent values and policies for all states and state-action pairs in the form of a
lookuptable. This is unfortunately not very realistic in the real world. First of all this as-
sumption ties us to a limited finite set of states and state-action pairs. We also encounter
the “curse of dimensionality” [23], which means that for every new state or state-action
pair the tables in which the values and policies are stored grow exponentially, resulting in
the computational time becoming too long to be implemented in any real world case.

Fortunately there exist methods to approximate values and policies for all states and state-
action pairs based on only a subset of these states and state-action pairs. This is called
function approximation and can be solved using deep learning. By setting up ANNs to
approximate a value function and policy based on a subset of the state-action pairs, then
using these approximations in RL methods we have what is called Deep Reinforcement
Learning (DRL).

There are three main types of DRL methods. These are called actor-only, critic-only and
actor-critic methods. Here the term actor refers to a policy 7 (s) and critic refers to value
function V (s) or in some cases the action-value function (s, a). Based on this we un-
derstand that actor-only methods learn only the policy, critic-only methods learn only the
value function and actor-critic methods learn both. Both the actor-only and actor-critic
method work for problems with continuous action spaces, while the critic-only method
only works for discrete action spaces. This is due to the fact that it only has the value
function available and must therefore search through all possible actions to find the one
with greatest outcome. Since our problem exists in the continuous action space we will
only focus on actor-only and actor-critic methods.
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2.3 Deep Reinforcement Learning

2.3.1 Actor-only methods
Policy gradient methods

Policy gradient methods [24] are on-policy actor-only methods which seek to approximate
the optimal policy 7*(s). This is done by using gradient descent to improve the approxi-
mated policy with respect to the expected return. We begin by parameterizing the policy by
a vector @ which contains the weights and biases of the policy network. We then assume
that the policy g (s) can be formulated as a probability distribution giving the probability
of taking action a given state s such that mg(s) = mg(a|s). Further, since we know that
the main objective of any RL agent is to maximize the total future reward, we choose the
following cost function

J0)=E {Z A R(sy, ar) (2.22)

boaimosy)

where a; is the action sampled at time ¢ following the policy wg. The problem of maxi-
mizing this cost function can be reformulated as finding the optimal parameters 8* which
correspond to the policy giving actions which maximize the expected reward.

60" = argmax J(0) = argmax F/ [Z Y ' R(sy, at)} (2.23)
0 0

boai~Te(sy)

We now use gradient descent, or rather ascent since we are looking to maximize the cost
function, to find these optimal parameters with the following formula

6+ 6+ VeJ(0) (2.24)

The problem now becomes finding the gradient of the cost function. There are two main
ways to do this, finite difference approximation and direct policy differentiation. Of these
the later is most commonly used as the development of deep neural networks allows for
efficient and accurate calculation of the gradient.

Direct policy differentiation

As the name of the method suggests we are going to differentiate the policy directly on our
way to finding the gradient of our cost function. Although this might seem complicated
there are several factors simplifying the process allowing us to make the differentiation
process relatively simple.

To begin we utilize the fact that our policy is represented by a function approximation
generated by a neural network. As we know it is quite straight forward to calculate the
gradients in a neural network by using the chain rule and backpropagation, thus we can
assume that the gradient Vgmg (s, a) is known. Also since we have assumed the policy is
a probability distribution we then know that

Voro(s,a) = me(s,a)Veglogme(s,a) (2.25)
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We can then use standard differential calculus to find the gradient of the objective function

to be
Vo (0) = B[ ( ET: Vo log mo(si, ar) ET: 7)) (2.26)
t=1 t'=t

For simplicity we have written 7 for the reward R(s;, ax). We can also utilize a similar
equation in a Monte Carlo approach. Here we will simulate multiple episodes following
a certain policy of which we can calculate the gradients. By taking the average of these
gradients we have a new approximation of the gradient for the given policy. By denoting
the number of episodes as IV and number of steps in each episode as 7' this can be written

as
N T T
VeJ(0) ~ % Z (Z Veologmg(sit,ait) ( Z ’yt'*trt/» 2.27)
i=1  t=1 t=t

From this equation we see that the gradient is given by the product of the total return and
the gradient of the probability of taking the actions leading to this return. Intuitively this
means that the gradients will be highest in the direction leading to the highest return. We
will therefore be moving towards the actions leading to maximum return during gradient
ascent, ultimately leading us to the optimal policy.

We now have a gradient we know will lead us to the optimal policy, however since it is
calculated using a Monte Carlo approach we might encounter a quite high variance. Using
a method known as REINFORCE [25] this can be reduced by subtracting a baseline from
the gradients. There are multiple baselines which will suffice, of which the best is usually
to use an approximation of the value function b = V' (s; ;). The gradient is then given by

N T T
Ve J(0) = % ( Z Vo logme(sit, ait) ( Z fyt/*trt/ - b)) (2.28)
i=1  t=1 t'=t

2.3.2 Actor-Critic methods

For actor-critic methods we now have an added function approximator for our value func-
tion. To distinguish between the two we now denote the parameters of the actor network
6, and for our critic network 6.. Having distinguished the two we now wish to find a
similar method of using gradient descent on our critic function approximator as we used
for our actor function approximator. To do this we first need to define a cost function. A
natural starting point is to use the temporal difference error ¢ given by

§=R(s,a,8") +vVa, (") — Vo.(5) (2.29)

where Vp_ () is the value function approximation represented by parameters 0.. As dis-
cussed in chapter 2.2.6 this error will tend towards 0 as our approximation approaches
the actual optimal value function V*(s), thus our goal of approximating the optimal value
function is equal to the goal of minimizing the square of the temporal difference error. We
therefore set our cost function to be

J.(0.) = %52 (2.30)
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This gives us the following gradient
V@CJ(OC) = (SVQC(S = 5VQCV96 (8) (2.31)

We have here made the assumption that the value function estimate of the next state is
independent of the parameters 6., thereby allowing us to treat it as a constant when cal-
culating the gradient. Our cost function and its corresponding gradient give us the update
law for our critic network as follows

6. « 0. — .6V Vo, (s) (2.32)

Going back to our actor network we can make a few adjustments to equation 2.28. First of
all, by using the value function approximation as our baseline it can be shown that

T
> Aty —b=34 (2.33)

t'=t

Further, if we use a batch size of 1 and a one-step horizon we can simplify the entire
gradient to
Vo, J(0,) ~ 0V, logme, (s) (2.34)

resulting in our new update law for our actor network

0, < 0, + a,0Vg, logmg, (s) (2.35)

2.3.3 Deep Deterministic Policy Gradient

The Deep Deterministic Policy Gradients (DDPG) method [4] is an adapted actor-critic
method which utilizes elements of Q-Learning. Rather than approximating the value
function V'(s) as in most actor-critic methods, it approximates the action value function
Q(s,a). Just as for Q-Learning this makes the algorithm off-policy. We therefore have
the advantage of being able to learn the optimal policy while following any arbitrary pol-
icy. This in turn allows us to perform better exploration while still increasing the learning
speed.

We start with our action-value function Qg,, (s,a) and our policy 7 _(s) parameterized
by respectively 8¢ and 8. Similarly to the actor-critic algorithm we use the squared of
the temporal difference error d; as our cost function for the critic network.

1

Jo(0q) = %53 = 5 (r +Qo(s'. 70, (s) — Qoq (s,a))” (2.36)

Moving on to our actor network we can simplify our cost function to the squared of our
action-value function

1
Jﬂ'(eﬂ') = §Q9Q (Sa 770.”)2 (237)

This can be done since we know that our action-value function gives the vale of each action
in each state. Knowing this we then know that our optimal policy is found by always taking
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the action which gives the highest action-value. By maximizing the above cost function
and using its gradient to update our actor network parameters using gradient ascent we
will be adjusting our actor network towards the optimal policy for the given action-value
function approximation. At the same time the action-value function approximation net-
work is being adjusted towards the optimal action-value function for the current policy
approximation. As described earlier this will eventually lead to finding both our optimal
policy and its optimal action-value function.

Using these cost functions we now have the following gradients for our critic and actor
networks:

ng JQ(@Q) = —5V9QQ9Q (87 a)
Vo, Jx(0x) = Vo, Qo,(5,mo,(5)) (2.38)
= VaQe,(5,a)Ve, T, (5)

In addition to providing new simplified gradient, the DDPG method also adds several
methods of stabilizing training. Two of these are soft parameter updates and experience
replay.

Soft parameter updates

Soft parameter updates [26] are a method of improving the stability of the training of our
neural networks QQg,, and mg,_. This is done by using an extra set of neural networks which
we call the target networks. These networks have parameters GQ/ and 6_/. At the start
of training we set these parameters equal to those of our actual action value and policy
approximators. When training our networks we use these target networks to calculate our
target values to be used in our temporal difference errors. These targets are then used
to compute the gradients for training our actual critic network, which in turn is used to
compute the gradients for training our actual actor network. Once our actual actor and
critic networks are trained we update our target networks by the following update rule:

0@/ = (1 7')0@/ + THQ (239)
0. = (1 —T)oﬂ-/ + 70,

Here 7 is our target network update rate which dictates how fast the target networks

change. By keeping 7 small we will have slowly changing target networks which in turn

will lead to more stable target values when computing our gradients for updating our actual

actor and critic networks.

This method is made possible by the fact that DDPG is an off-policy method since we are
following one policy, the one generated by our actual actor network, while using another,
the one generated by our target actor network, to perform our training. This leads to our
agent being able to explore by following the faster changing policy while keeping the
training stable due to the slowly changing targets.
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Experience replay

Experience replay was first introduced by [27]. The intent of this method is to speed up
what Lin called the “credit/blame propagation” and to give the agent a chance to re-learn
behaviour from past experiences. The so-called credit/blame propagation is the process
of the reward from a certain action resulting in a change of the behaviour of the agent.
Experience replay works in the following way. At each step an action is taken resulting
in a new state and observed reward. This set of the starting state, action, next state and
reward, commonly called an experience, is then stored to a replay buffer. Next when
the network is to be trained, rather than only performing the training based on the most
recent experience we sample a number of random experiences from the replay buffer. The
training is then based on multiple experiences at each step of training.

The result of this process is that we achieve a larger set of training data for a set number
of simulations, thus increasing the relative speed of training in regards to the number of
episodes needed for the networks to be sufficiently trained. This also helps generalize the
networks since the experiences are used multiple times, thus refreshing what has already
been learned.

Overall algorithm

Combining the methods of stabilizing training and our new gradients we have the full
algorithm for DDPG shown in algorithm 2. We have also added actor noise to improve
the exploration of the agent during training. This is again made possible thanks to the
algorithm being off-policy.

2.4 Marine vessel kinematics

The vessel kinematics are a central part of designing most conventional control systems.
In our proposed new method however, the main idea is for the DRL agent to be able to
learn an optimal control sequence without prior knowledge of the system. Although this in
theory allows us to be less dependant on understanding the vessel dynamics than in more
conventional methods we can still improve our system by making better design decisions,
for example when it comes to state augmentation, with knowledge of the kinematics. Also,
to be able to accurately simulate the vessel dynamics it is necessary to have a full kinematic
model of the vessels. We will therefore now look at the kinematics of marine vessels to
better understand the overall system.

From [28] we can use the SNAME 1950 notation for a marine vessel with 6 degrees of
freedom (DOF) found in table 2.1 to define the pose and velocity vector respectively as
n = [z,y,2,0,0,¢] and v = [u,v,w,p,q,r]. Since we are only interested in the 2-
dimensional surface movement of the vessel we can simplify to 3-DOF only using surge,
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Algorithm 2 Deep Deterministic Policy Gradient with experience replay and soft param-
eter updates

1: Initialize actor g _ () and critic Qg,, (s, @) networks randomly with weights 6 and
00.

2: Initialize target networks 8, < 0., 0o + 0¢

3: Initialize replay buffer

4: for each episode from 1 to M do

5: Initialize random process A/ for action exploration

6: Receive initial observation state s;

7: for each ¢ from 1 to 7" do

8: Select action a; = 7g_ (s¢) + N;

9: Perform action a;

10: Observe s4+1 and 1,

11: Save experience/transition (s, at, ¢, S¢+1) in replay buffer
12: Sample N transitions (s, at, 7t, S¢41) from replay buffer
13: Sety; =1 + Qe (Si+1, e, (si+1)) fori € 1--- N

14: Update critic by minimizing loss: & >, (vi — Qg (i, a,-))2
15: Update policy with: & >, V., Qe,, (s, a;) Ve, g, (5:)

16: Update critic target network: 8¢ = (1 — 7)0¢ + 70

17: Update actor target network: 6, = (1 — 7)0,» + 70,

18: end for

19: end for

sway and yaw so that

x U
n=\|y|lv=|v (2.40)
P r

We then have from [28] the model of the 3-DOF system on vectorial form as
= R{)v 2.41)

Mv+Cw)v+DWww=r (2.42)

Here M € R3*3 is the inertial matrix, C'(v) € R3*3 the Corriolis matrix, D (v) € R3*3
the added mass matrix and 7 the control input vector. R(v¢)) € SO(3) is the rotational
matrix given by

cos(¢) —sin(yp) 0
R(¢) = |sin(v) cos(yp) O (2.43)
0 0 1

Although this 3-DOF model is sufficient for modeling 2-dimensional surface movement,
the addition of a 4th degree of freedom, namely the roll dynamics, can further improve the
model due to the fact that the roll dynamics are often strongly coupled to the sway and
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yaw dynamics. By adding the pitch angle ¢ to the state vector we have

x u
Y _|?
n = ¥ = (2.44)
¢ p
We can then write the 4-DOF system follows:
ff] = J('r,)y (2.45)
Mv+ Cwv)r+DWw =1 (2.46)
Here J (7)) is the new rotation matrix given by
cos(¢) —sin(yp) 0] [1 0 0
J(n) = |sin(y) cos(yp) 0] |0 cos(¢p) —sin(p) (2.47)
0 0 1| |0 sin(p) cos(d)

Table 2.1: SNAME (1950) notation for 6-DOF marine vessels

DOF Forces/ Moments ~ Velocities  Positions/ Angles
1 Surge X U T
2 Sway Y v Y
3 Heave Z w z
4 Roll K P 10)
5 Pitch M q 0
6 Yaw N r P

2.5 Tools and libraries

The Python 3.6 programming language was used to implement all algorithms and models
used in the work described in this thesis. The automatic differentiation library Tensor-
flow [2] was used to implement the function approximators representing the policy and
action value functions. Additionally tflearn [3] provided a higher level API to simplify
the implementation. The vessel model used in simulations was ported to Python from the
Marine Systems Simulator (MSS) toolbox [1]. The 4-DOF container model was ported
and integrated into the simulation environment.
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Chapter

Design and Implementation

The main contribution of this thesis is a deep reinforcement learning algorithm to solve
the problems of path planning and obstacle avoidance. In addition to this a large amount
of work went into implementing an environment suitable for simulations of the system
in order to train the DRL agent and test its performance. This chapter focuses on the
important considerations made when designing the entire system.

3.1 DDPG algorithm

The chosen algorithm is a deep deterministic policy gradient algorithm. This algorithm
was chosen for its capability to work with a continuous state and action space as well as
the fact that it is an off-policy algorithm. The latter fact is crucial since it allows us to have
our vessel learn the control policy by observing someone else perform the task. In other
words it makes it possible to train the agent on simulations. This method has also been
shown promise on the problem of path following [12] which is somewhat related to the
problem in this thesis.

The DDPG algorithm consists of two main elements, the policy 7(s) and the action value
function Q(s, a). Each of these are estimated using neural network function approxima-
tors. The policy network 7y_(s) was chosen to be a fully connected network with an input
layer corresponding to the state vector, two hidden layers and an output layer correspond-
ing to the control output to be given to the vessel. For the output layer all values are scaled
between —1 and 1 using a hyperbolic tangent activation function before being linearly
transformed to fit the saturation of the corresponding control units. The two hidden layers
consisted of 400 and 300 nodes respectively. To introduce nonlinearities to the function
approximation we used the relu function

relu(x) = max(z, 0) 3.1
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as our activation function between layers. The resulting network can be represented by the
following equations:
hl(s) = relu(W15 + bl)
ha (8) = I‘Clll(Wth(S) + bg) 3.2)
7T(S) = tanh (W3h2(s) + b3)asal

Here we have the trainable parameters W; and b; as the weight matrix and bias vector for
layer 7. Also ag, is the saturation vector corresponding to the linear transformation of the
output vector.

The action value network has a similar architecture, although slightly more complicated.
This is due to the fact that we must pass both the state and the action vectors through the
network. To do this we first pass only the state vector through the first layer before passing
the action vector through the second layer along with the output from the first layer. Our
output layer reduces down to a single output corresponding to the action value for the
given state and action. This results in the following equations:

hl(S) = relu(W15 + bl)
hQ(S, a) = relu(W27Sh1 (S) + WQ@CL + bg) 3.3)
Q(s,a) = W3ha(s,a) + b3

We do not need an activation function for our output layer since we simply want the value
from the action value function instead of a scaled output such as with our policy network.

In addition to our policy and value function approximators a copy of each of them was
created as target networks to be used for soft parameter updates. These networks were de-
noted by 7’ and Q' respectively. When training the system our target networks were used
to compute our TD-error targets. These TD-errors were then used to compute the gradi-
ents used to update our actual actor and critic networks. A mini-batch of 64 transitions was
sampled from a replay buffer of up to 300000 transitions for each step of training. The gra-
dients from a mini-batch were then averaged before being applied to the Adam optimizer.
A learning rate of 10~* was used for the actor network and 10~ for the critic network.
The target policy and value function networks were then updated by the following update
rule:

OQ/(—(I—T)QQ/—FTOQ

34
0, — (1-7)0 +70, 4

Here the target network update rate 7 was chosen to 1073,

3.2 Environment

As discussed previously the environment in RL includes all parts of the system which are
not directly a part of the agent. In our case this means that the environment includes both
the dock area around the vessel and also the vessel itself. This is because although the
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vessel can be seen as the agent, the vessel dynamics are not directly controlled by the
agent, thus making them a part of the environment.

To simulate the vessel dynamics the container vessel model from the Marine Systems Sim-
ulator (MSS) MatLab toolbox was used. It was ported to Python 3.6 to make it compatible
with the rest of the system and to simplify the interaction between the DDPG algorithm
and the vessel simulation.

Simulating the docks was slightly more complicated, given that a model of a dock was
not available. However for the task at hand, namely learning to maneuver through an
unknown environment to a goal, it is not necessary to have a complicated fully accurate
model of the docks at this point. Therefore the docks were simply implemented as a set
of lines indicating the boundaries which the vessel may not pass through. This lead to the
possibility of simulating sensors for obstacle detection by calculating the point along any
of the provided lines which is closest to the point of the sensor placement. If this distance
is inside the decided range of the simulated sensors the value will be added to the state
vector and thus be available when calculating the reward.

Although this is a severe oversimplification, it should be sufficient to determine weather
or not the DDPG algorithm is capable of learning to dock a vessel autonomously. Also
for more realistic simulations noise could be added to the measurements provided by the
sensors. It should be noted, however, that using an accurate mathematical model of a
dock environment would be crucial for an attempt to implement a DDPG learning agent
intended to learn to control an actual vessel.

3.3 Reward function

For any RL system the reward function is one of the most important elements. Reinforce-
ment learning as a whole is centered around maximizing the accumulated reward, hence
the design of the reward function dictates the desired behaviour.

Since the reward function ultimately dictates the behaviour of our agent we want to find a
way of formulating our objective as a reward function. For the path planning objective the
most obvious way to do this is to assign a reward for reaching the goal or target state. For
the obstacle avoidance objective we wish to avoid contact with any obstacles, therefore
assigning a form of penalty for encountering or getting too close to an obstacle is also
advantageous. These two elements are the most important when attempting to solve our
chosen problems, therefore they will form the base of our reward functions.

3.3.1 Goal reward

The simplest way to assign our goal reward would be to have our reward function give a
reward of 1 for being in the goal state and otherwise giving zero. In theory this should
work since the ship at some point, given sufficient exploration, will find the goal state and
thus learn to find it again. The problem with this reward is that the probability of the agent
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actually finding the single point where it receives this reward is zero. Because of this the
agent will not gain experience and therefor never learn.

An alternative to this reward, which is still quite simple, is to expand the area where our
agent receives a reward. This can be implemented as a boundary reward centered around
our goal state where the agent receives reward 1 for being inside the boundary and zero
for everywhere else. The size of this boundary can then be adjusted to be large enough to
ensure the agent is likely to find it while exploring such that sufficient experience is gained
over time. A boundary reward of this kind can be given by the following reward function:

1 ifd, <b,

. 3.5)
0 otherwise

Ry(dg) = {

where d is the distance from the agents position to the goal and b is the radius of the
boundary. Although this boundary reward is an improvement on the simple point reward
it still has its drawbacks. Since we now give the same reward for the agent being in any
point inside the boundary we cannot ensure that the position will converge to the actual
goal, only that it will converge to a point we have defined as sufficiently close by being
inside the boundary. We therefore want to improve the reward function such that reward
is still given for being close to the goal but the maximum reward is only received exactly
at the goal. This can be done by using a multivariate Gaussian distribution as a reward
function. We have the equation for a multivariate Gaussian distribution

1 1 Te-1
— = —g(emp) BT (z—p)
1@ =5 qas® (36)

where 3 is our co-variance matrix and p is our mean vector. For our reward function we
would set our mean vector as the goal position and our input vector as the vessels position
vector. The co-variance matrix can then be adjusted to change the shape of the distribution.

This improved reward function should allow us to successfully converge to the actual goal
while still assigning rewards in a larger area around the goal, such as with the boundary
reward.

3.3.2 Obstacle penalty

Our second objective is to avoid obstacles. Similarly to the first proposed goal reward
this could be done by giving a negative reward when the agent comes in contact with
an obstacle. The problem with this type of goal reward was that it gave us too small
a chance of actually achieving any experience. This is not necessarily the case for this
obstacle penalty, seeing as it is more likely that we at some point will receive a penalty
for encountering the dock. The main problem for this obstacle penalty is that we actually
have to encounter the obstacle, thus terminating the simulation episode, to receive the
experience. This will result in slower learning as it will shorten the amount of experience
achieved per simulation episode. Also, for implementation on a real vessel it would be
desired to not only avoid direct contact with obstacles but also stay a certain distance away
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from them. Again a boundary reward, or rather penalty, will be a simple solution to this
problem. We therefore propose the following obstacle reward function:

{—1 ifd, < b,

R,(do) = (3.7)

0 otherwise

where d,, is the distance to the obstacle and b, is the width of the obstacle boundary. Unlike
the goal reward this boundary penalty does not hinder our agent in converging to the goal.
Using a Gaussian style penalty here, however, should prove even more useful. This is due
to the fact that it allows us to assign penalty in a large area while still having the penalty
grow as the vessel moves closer to the obstacle. This is beneficial in cases where the vessel
is forced to move closer to an obstacle in order to achieve another goal.

Implementing this reward simply on the distance from a single point to the closest obstacle
will make it difficult for the agent to know which direction it should move to avoid the
obstacle. Therefore we implement this reward as four separate elements each calculated
based on the distance from a single sensor placed either at the front, back, left or right of
the vessel. This way the agent has the opportunity to map the reward to the sensor which
is reacting to the obstacle, thus allowing it to know which direction it should move.

3.4 State augmentation

When designing our RL system there are some important considerations we need to re-
member when deciding what states to feed to the agent. These states along with the re-
ward are all the information the agent has available. Based on this information we want
the agent to learn to create a mapping from input states to an output action such that the
reward is maximized. Therefore it is intuitive that we need to feed the agent the states
which affect the reward, or in other words are included in the reward function. Also since
we are using function approximators to estimate our policy and value function we do not
want to feed the agent states which have no correlation to the reward as this will simply
complicate the function approximations.

Once we have selected the states which contain usable information to the agent the next
consideration is the complexity of the transformation from the input states to the rewards
they affect. For example for the goal reward the most straight forward state to feed the
agent is the position of the vessel.
X
5= [ } (3.8)

Y

While this should be sufficient we are now relying on the agent to be able to first transform
this position into an error, then use the error to estimate a Gaussian function. By simply
performing the transformation from position to error beforehand and providing the posi-
tional error rather than the position itself we reduce the transformation necessary by the
agent. The proposed augmented state vector is then

ot P @
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where the subscripts g and v denote the goal positions and vessel positions respectively.
For the additional directional reward we simply add a third state d which is the rate of
change in the distance to the goal. The state vector then becomes

(3.10)

w
Il
Q. &

When it comes to the obstacle reward we have based the reward directly on the sensor
measurements, thus it is sufficient to provide these measurements. The suggested state
vector for this objective then becomes

Sf
s=|° (3.11)

Sr
51

where sy, 53, 5., 5; are the sensor measurements for the sensors placed in the front, back,
right and left of the vessel respectively.

3.5 Training

Training the policy and value function networks mg_(s) and Qg (s) for both objectives
was performed as described by algorithm 2. At each step a mini-batch of 64 random transi-
tions was sampled from our replay buffer consisting of a maximum of 300000 transitions.
The target values were then computed by passing the sampled states and actions through
the target policy and value function networks g  (s) and QgQ, (s). Using these target val-
ues the gradients were computed and averaged over the mini-batch before being applied
to the networks through Adam optimization. Finally the target networks were updated
according to 3.4.

Although the agent was trained similarly for the separate tasks the setup of the environment
differed for the two task. For the path finding agent the environment was set up without any
simulated obstacles. The goal position for training was set to [1500, 1500]. The starting
position for the vessel was then chosen randomly varying along the East axis £1000m
about (1500, 0). The randomness of the starting position was implemented to induce an
extra element of exploration in addition to the actor noise with the intent of improving
both the actual learning and the learning speed.

For the task of obstacle avoidance the environment was implemented with obstacles as
shown in figure 3.1. These obstacles were represented by the endpoints of the lines. The
vessel was then placed between these lines varying the East position by +100m around
the center point between the lines.
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Figure 3.1 The simulated environments for the obstacle avoidance objective.

Simulated Obstacles Simulated Obstacles

5000 T T T T T T 5000 T T T T T
4500 1 4500
4000 1 4000
3500 1 3500
3000 4 3000
E E
£ 2500 q £ 2500
5 5
z z
2000 q 2000
1500 1 1500
1000 1 1000
500 q 500
0 100 200 300 400 500 600 700 800 900 1000 0 100 200 300 400 500 600 700 800 900 1000
East [m] East [m]
(a) Obstacles placed 500m apart (b) Obstacles placed 1000m apart

33



Chapter 3. Design and Implementation

34



Chapter

Testing and Results

Once the entire system consisting of the simulation environment and the reinforcement
learning agent were implemented and training was completed a series of tests were per-
formed to asses the performance of the agent. This chapter first presents the training results
before presenting the performance tests along with their results. The results from the path
planing agent are presented first, followed by the result for the obstacle avoidance agent.
Brief discussion into the meaning of the different results will take place, however more in
depth discussion of the overall performance is presented in chapter 5. First the tests and
results from the single objective agent will be presented, followed by the tests and results
from the multi-objective agent.

4.1 Path planing

4.1.1 Training results

For the path planing objective we trained the agent in four different ways. The first training
was set up with the target at [1500, 1500] and the vessel starting at [1000, 0]. In figure 4.1
we see the total reward accumulated per episode along with the average reward per episode
over time. We see that the agent stabilizes the average reward per episode after about 500
episodes.

For the second training the goal was still at [1500, 1500], but now the vessel started at
[0,1000]. Figure 4.2 shows the rewards from this training. As we see the agent now first
learns a policy around 200 episodes, before moving on to learning what seems to be a
slowly decaying policy for the rest of the training. This suggests that this round of training
was unable to find an optimal policy. For the third round of training the addition of the
directional reward, which is proportionate to the rate of change in the distance from the
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Figure 4.1 Accumulated reward per episode for training scenario with starting positions
around [1000, 0] and goal at [1500, 1500]

3000 . Accumulalted reward pelr episode

-3500

|L [ (Tl

-4000

Reward per episode
Average reward

-4500 : ' : :
0 200 400 600 800 1000
Episode nr.

Figure 4.2 Accumulated reward per episode for training scenario with starting positions
around [0, 1000] and goal at [1500, 1500]
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Figure 4.3 Accumulated reward per episode for training scenario with starting positions
around [0, 1000] and goal at [1500, 1500] and the addition of directional reward
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vessel to the goal, resulted in the rewards seen in figure 4.3. Here we see that the average
reward stabilizes around 100 episodes before slightly decaying from episode 400 to 600.
We also see a greater variance in the total accumulated reward per episode than for the
previous training scenario. A final round of training was performed with shorter episodes
consisting of 200 simulated seconds rather than 300 as for the rest. Figure 4.4 shows
the rewards from this training. This time the average reward stabilizes after around 50
episodes and remains stable for the duration of the training. We also see a reduction in the
magnitude of the rewards which is caused by the fact that the episodes were shorter. This
lead to the vessel having less time to accumulate reward and never allowed the vessel to
reach the goal.

4.1.2 Tests

During the training of the agent the parameters of policy network were saved at each 100th
episode of training. Once the training had been performed the weights of checkpoint clos-
est to the point of best performance during training were restored so that the learned policy
at the given checkpoint could be used to execute our performance tests. By removing the
action noise and not updating the network parameters we fed observations into our policy
network and simulated tests using the networks output as our control input.

For each variation of agents trained we performed three tests where the vessel starting
position was the same but the goal positions varried. The tests started at (0, 1500) and
had targets at (1500, 500), (1500, 1500) and (1500, 2500). For each of the tests the vessel
paths when following the trained policies are presented.
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Figure 4.4 Accumulated reward per episode for training scenario with starting positions
around [0, 1000] and goal at [1500, 1500] and the addition of directional reward. Episode
lengths were reduced from 300 seconds to 200 seconds
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Goal-only oriented agent

The first policy tested was the one trained using only the = and y positional errors as
state inputs and having a reward function consisting of the single element corresponding
to these inputs. From the training data in figure 4.2 we see that the best policy learned
was around 200 episodes. We therefore used the parameters saved after 200 episodes of
training to perform our tests.

In figure 4.5 we can see the paths resulting from following the trained policy in the three
tests. We see that the vessel came close to the goal when it was located straight ahead of
the starting position, however it did not reach it exactly. The policy proves to be unable
to steer the vessel to the target located west of the starting position, while it was tending
towards correct behaviour for the target located to the east, however not steering hard
enough resulted in the vessel never coming close to the target.

4.1.3 Goal and directional oriented agent

Our next agent was trained with the x and y positional errors and the rate of change in
distance to the goal d as our state inputs. The reward had the same base as the previous
agent with the addition of the term proportionate to d. For this training we see from figure
4.3 that the policy produces a stable average reward from around 100 episodes to 400
episodes of training. We also see that the highest peaks in this period come at around
200 episodes, which is why we used the weights saved after 200 episodes again when
performing our tests.

From the positional plots in figure 4.6 we see that the addition of the directional reward
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Figure 4.5 Positional plots of the behaviour of the first trained agent with exclusively
positional error oriented reward.
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Figure 4.6 Positional plots of the behaviour of the second trained agent with positional
error and directional reward.
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Figure 4.7 Positional plots of the behaviour of the third trained agent with positional error
and directional reward and shortened training episode length.
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leads to the policy controlling the vessel better towards the target to the west of the starting
position. For the straight ahead and east positioned targets the control policy does not turn

the vessel sufficiently to the east, resulting in worse performance than the first agent had
for these tests.

4.1.4 Goal and directional oriented agent trained on shorter episodes

The final agent was trained on similar basis as the previous agent, however the maximum
time for a single episode was reduced to 200 second. In this round of training we see that
the average reward is quite stable already after 50 episodes and remains at an even level
throughout the whole training. From this result any choice of weights following that point
should perform quite similarly. To have the most comparable results to the two previous

agents the weights after 200 episodes were again chosen to perform our tests. The results
are shown in figure 4.7.

Again we see that the vessel is closest to reaching its goal when the goal is directly north
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Figure 4.8 Accumulated reward per episode for training scenario with starting positions
around [0, 250] obstacles along = 500 and x = 0
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of the starting position. Where the previous agent seemed to be getting closer to reaching
the goal to the west as well, this one seems to only be able to come close to the straight
goal.

4.2 Obstacle avoidance

4.2.1 Training results

The obstacle avoidance agent was trained in an environment described in section 3.5. The
rewards from this training are shown in figure 4.8. As we see the agent appears to start
to learn a good policy around 70 episodes into the training, however the high peak in
performance quickly dies out and the policy learned is not able to perform the task of
obstacle avoidance. Later the agent was trained in a similar environment but with the
obstacles places 1000 meters apart and the sensor range and reward function expanded.
The starting position was also adjusted to be varying about (0, 500). This gave the training
results shown in figure 4.9. This time we do not see the short peak of performance but
rather a relatively stable average reward. Although this might seem as though the agent is
actually able to learn a good policy in this case it was apparent through the actions chosen
by the agent during training that this agent was not able to learn a good policy either.
The lack of learning for this objective was assumed to be caused by oversimplification
of the model of the environment. Unfortunately there was not enough time to attempt to
implement a better solution, therefore further test were not performed for this objective.
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Figure 4.9 Accumulated reward per episode for training scenario with starting positions
around [0, 500] obstacles along = 1000 and = = 0
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Discussion

5.1 Main results

Based on the training results and the tests performed we see varying performance from the
DDPG agents. Figure 5.1 shows the distance from the vessels to the targets throughout
the first performed test with targets at (1500, 1500). We see that the first agent trained
managed to get the closet to the target position in the first test. This performance was
marginally better than the two later agents, however all three performances for this test
show that the agents have to a certain degree learned to find the target.

In figure 5.2 we see the control outputs from the three agents in the first test. In all three
cases the rudder command angles increase gradually over time. We can also see in all
three cases that there is a significant change at around the same time as the distance from
the vessel to the target was at its shortest. For the first agent this change comes as a slight
peak and dip before continuing to produce rudder command angles following a similar
change as before this peak. From the two later agents we see that the command output
goes from increasing to decreasing, which indicates that the agent was attempting to turn
back towards the target which has been passed. This behaviour is again an indication that
despite the agents not being perfectly successful in finding their targets, they were to some
degree learning that their goal was to steer toward the targets.

The difference in the control outputs between the first agent and the two others also shows
the significance of the additional term added to the reward function and the extended state
vector. When the first agent passes by the target the reward it continues to accumulate is
equally decaying in all directions away from the target. Therefore the agent does not learn
that it should attempt to turn around back towards the target. For the two agents with the
additional reward proportionate to the rate of change in the distance from the target there is
however a difference in the accumulated reward depending on the path taken once past the
target. This has apparently been transferred to the agent such that it has learned to control
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Figure 5.1 The distance from the vessel to the target in the test with targets at (1500, 1500)
for the three separately trained agents
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the vessel differently than the first agent. Despite this none of the agents have been able to
learn to change the steering early enough that the vessel reaches the target exactly.

Unfortunately, the fact that the vessel has had little exploration in the possible range of
g compared to the range of exploration for z limits the performance of all agents. By
limiting the starting position we also limited the range of ¥ which we could guarantee
would be explored. Although we always give the vessel a starting x-position of 0, the
exploration range for 7 is significantly larger due to the fact that the starting value for 7 is
1500. The exploration can still be improved upon, however, by allowing for the possibility
of Z starting as a negative value, i.e. starting further north than the target.

Ideally for better training of the DRL agents the range of starting positions for training
episodes should be increased to a large area surrounding the target. The initial heading of
the vessel should also be allowed to vary such that an increased range of transitions can
be experienced. This improvement bring with it the need of extended training time both in
the form of longer episodes and in the form of a larger number of episodes. The increased
length of the simulation episodes is needed so as to allow the vessel to perform large ma-
neuvers if needed, while the increased number of episodes is to ensure that a significant
amount of starting states in the enlarged range are in fact experienced. These improve-
ments were unfortunately not implemented due to insufficient time to accommodate for
the large increase in training time under improved conditions, but are recommended for
any future work on the problem.

Moving on to the tests with targets at (1500, 500) and (1500, 2500) we saw in the previ-
ous chapter that the behaviour was quite varying for the different agents. We see again in
figure 5.3 that the second agent came the closest to the goal at (1500, 500) while the first
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Figure 5.2 The control output from the DDPG agents in the test with targets at
(1500, 1500) for the three separately trained agents
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(a) First trained agent (b) Second trained agent (¢) Third trained agent

agent came the closes to (1500, 2500), although none of these results are close to actually
reaching the targets. Again this poor performance is likely connected to the insufficient
exploration . Seeing as all the training was started within the same interval and the targets
are now far outside this range it is not surprising that the agents have not learned proper
behaviour for such situations. Again increased area for starting positions along with ex-
tended episodes and training time will likely improve this performance.

Another improvement which could be made is further the addition of elements to the re-
ward function and state vectors. One possible addition could be based on a desired heading
towards the target. By adding the heading error Y = 1hg — b, where 1hq is the angle from
the vessel position pointing directly towards the target, the agent will have the possibility
of learning a mapping which induces a desire to point towards the target. Given several
such sub-objectives [29] suggests a method of reward shaping and multiobjectivization to
further improve a system consisting of multiple sub-objectives.

Our final result for discussion is the inability of our DDPG agent to learn the simple obsta-
cle avoidance task of maneuvering in between two obstacles. As mentioned the training
results were of such a nature that it was not seen as necessary to test the performance the
agent. Despite these poor results, the performance of the DDPG algorithm in other tasks
such as in [12] and for our path planing objective still gives reason to believe that the algo-
rithm should be able to perform the task given sufficient improvements on the simulation
environment.

Based on the difficulties in the work with our obstacle avoidance objective some suggested
areas to focus on for improving the simulation environment are sensors and models of the
obstacles. The design of the reward function should also be considered in relation to any
changes to the system, however the use of a Gaussian style reward function is thought to
be beneficial given it can be integrated with the new system.
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Figure 5.3 The distance from the vessel to the target in the test with targets at (1500, 500)

for the three separately trained agents
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5.2 Goals and Method

In chapter 1 the goal for the work in this thesis was defined through 2 research questions.
Based on the results presented in chapter 4 we will now discuss to what degree these goals
were met.

5.2.1 Path planing

The first research question was whether a DDPG agent could learn path planing for a
marine vessel. As discussed we see that the DDPG agent was in fact able to achieve this
to a certain degree, however not sufficiently to solve the general task of path planing.
Both the simplest solution consisting of only a reward based on the augmented states T
and  and the two extended with d led to the vessel nearly reaching its target in the test
scenario closest to the training scenarios. The extended state vector showed signs of slight
improvement through the command output after passing the target, however due to lack
of exploration the overall performance was not as high as first expected. The insufficient
exploration was made even more apparent in the test cases with targets placed far away
from the target in the training scenarios. Unfortunately there was not enough time for
improvements to be made to the system in this thesis.

Overall these results show that the DDPG agent was able to learn limited path planing and
show promising signs for future work, thus somewhat accomplishing our first goal.

5.2.2 Obstacle avoidance

The second goal was phrased through the research question on whether the DDPG agent
would be able to learn obstacle avoidance. As discussed the training performed was not
able to learn this task. This was mainly due to the fact that the obstacle simulator was
not accurate enough for the training to work properly. During the training it seemed as
though the agent was learning a policy corresponding to a local minimum caused by faulty
implementation of the obstacles and sensors. This result gives basis to believe that an
agent of similar architecture as presented in this thesis would be capable of learning ob-
stacle avoidance given a better, more accurate simulation of the obstacles and/or a more
advanced reward function. Unfortunately the goal of learning obstacle avoidance was not
accomplished.

5.3 Future Work

As discussed the work in this thesis has revealed areas for improvement for future work.
For the task of path planing improved exploration through an expanded set of starting
states is suggested as a simple yet time consuming improvement. Also the addition of
further sub-objectives such as a desired heading and the use of multiobjectivization based
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on such sub-objectives is thought to further improve the accuracy and performance of the
agent.

For the obstacle avoidance objective there are several areas in need of more focus and
improvement. To begin a more accurate model of obstacles and sensors should greatly
improve the performance. Also the placement of sensors and what type of sensors to
use should be given more thought. The success of DRL using low level input such as
cameras and pixel analysis also open the possibility of using image processing as a viable
sensor for obstacle detection. Combining such solutions with a DDPG agent should lead
to successful obstacle avoidance.

In addition to improving the control algorithm the choice of vessel model should also
be considered for future work attempting to combine the objectives of path planing and
obstacle avoidance to directly handle the problem of autonomous docking. The container
model used in this thesis is presumably not ideal for a full docking solution due to its
size and relatively poor maneuverability. Using a model of a smaller or at least more
maneuverable fully actuated vessel will be crucial to solve the full complex problem of
docking.
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Chapter

Conclusion

This thesis was meant to be a contribution to getting a step closer to fully autonomous ma-
rine vessels. The main focus was the problem of autonomous docking. The problem was
decomposed and constrained to the two objectives of path planing and obstacle avoidance.
The goal for the work was to implement a deep reinforcement learning control algorithm
to solve each of these objectives using the deep deterministic policy gradient method.

To test the algorithm an environment was first implemented. The Container ship model
from the MSS toolbox [1] was ported to Python and all other functionality necessary for
combining the DDPG agent and the vessel model was implemented. Once the entire sys-
tem was functional the method was used to train separate agents to perform the tasks of
path planing and obstacle avoidance.

The results from the training showed that the performance of the agents were worse than
first expected. For the task of path planing the main cause of the low performance was
assumed to come from insufficient exploration during the training phase. For the obstacle
avoidance task the poor performance was assumed caused by a combination of oversim-
plified obstacles and sensors in the implementation of the environment and also here a lack
of exploration for the training. Both these problems could have been improved given more
time, however complications early on in the work of integrating the vessel model into an
implementation of the environment and combining this environment with the DRL method
lead to insufficient time to solve said problems.

Despite these complications and poor performance, we still see some sign of promising
results for the method. For the path planing agent it was shown that the test most similar
to the training scenarios came close to controlling the vessel to the desired target position.
Based on this result it is likely to believe that upon improving the training by expanding
the exploration area and extending the training time such that a much larger subset of the
possible states will be experienced should improve the agents path planing ability.

In addition to proposing these changes to the system, certain aspects of the overall problem
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Chapter 6. Conclusion

are suggested for future work. The problem of obstacle avoidance has much to gain from
more work on simulators and environments which better model actual obstacles and make
training easier. Also both choice of sensor types and placement are topics which can be
explored to great extent. For the path planing objective the method of reward shaping
and multiobjectivization presented in [29] is suggested as a possible improvement to the
implemented solution. Given solutions to both objectives are found a proposal is made for
combining the objectives in a single agent using multi-objective reinforcement learning
methods. It is also suggested that a model of a more maneuverable fully actuated vessel
be used as the complex maneuvers necessary for actual docking are impossible for vessels
such as the one used in this thesis.
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