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Summary

This master’s thesis addresses routing of ships, used in order to serve an industrial net-
work of nodes covering aquaculture locations along the Norwegian coastline. Aquaculture
locations are served with feed from a central factory with self-operated vessels or with
externally produced feed by external vessel. The aim of the master’s thesis is making a
routing model that minimizes operating costs, while ensuring feed deliveries that meet the
feed requirements at the fish farms at any given time. Fish feed is one of the main cost
drivers in the salmon farming industry. Failure to provide sufficient amount of feed at
the right time can impact the growth of the salmon and therefore also reduce revenues.
Reliable deliveries are therefore crucial in order to keep unit costs low in the salmon farm-
ing industry. The literature study found that substantial work have been done on Vehicle
Routing Problem with maritime applications. This includes route generation methods
applied in the aquaculture industry for feed deliveries. There are also literature on Inven-
tory Routing Problem with maritime applications. Evolutionary algorithms, cross-entropy
methods and decomposition methods are examples of solution methods used to solve IRPs
in existing literature.

An Inventory Routing Model is formulated in order to include both inventory management
and routing in the planning process. Both arc-load and arc-flow models of the problem
are implemented, and further formulation improvements are considered. This includes
sub-tour elimination constraints and clique inequalities. In addition a Dantzig-Wolfe de-
composition is formulated. Inventory Routing Problems are modelled with multiple nodes
at each harbour in order to incorporate the possibility of multiple deliveries at a harbour.
Thus, the computational complexity grows rapidly. Model formulations and formulation
improvements are therefore essential in order to keep computation times down, and to
provide better solutions and bounds. All model formulations are applied on test cases
where fish farms are clustered into a varying number of nodes. Model formulations are
also applied in order to test consumption scenarios, compatibility scenarios and robustness.

The arc-flow model consistently generated superior solutions and bounds for all test cases,
helped by the removal of Big M methods. Both the split and aggregated sub-tour elim-
ination constraints, as well as the clique inequalities, gave significant improvements in
solutions and bounds for the arc-load formulation, but had limited effect when coupled
with the arc-flow formulation. By limiting compatibility between ships and fish farms,
integrality gaps were significantly reduced. However, the solutions found were inferior
as arcs of lower cost were neglected. A major part of the cost increases associated with
limited compatibility could be avoided by small changes, as allowing large vessels to serve
high demand clusters. Consumption scenarios were also tested. As expected, increased
consumption lead to increased costs, as external deliveries were needed in order to serve
all fish farms. Interesting topic for further research that are not included in this thesis,
includes additions of penalty costs for late deliveries and modelling of stochastic behaviour.
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Sammendrag

Denne masteroppgaven tar for seg ruting av skip, brukt til å betjene et industrielt nettverk
av noder som dekker lokasjoner for lakseoppdrett langs norskekysten. Oppdrettslokasjonene
betjenes med fôr som produseres ved en sentral fabrikk og fraktes med selveide skip. Målet
med oppgaven er å formulere en routingmodell som minimerer operasjonskostnader, mens
fôrleveransene er tilstrekkelig for å møte fôrforbruket ved oppdrettslokasjonene til enhver
tid. Fiskefôr er en av kostnadsdriverne i oppdrettssektoren og mangel p̊a fôrleveranser
kan føre til mindre vekst blant laks, som igjen fører til tapt omsetning. Sikre og forutsig-
bare leveranser er derfor essensielt for å holde enhetskostnadene nede. Litteraturstudiet
viste at det allerede er gjort mye arbeid med anvendelser av Vehicle Routing Problems
og Inventory Routing Problems i maritime næringer. Dekomponering og cross-entropy
algoritmer er noen av løsningsmetodene som er brukt for Inventory Routing Problemer i
litteraturen.

En inventory routing model ble formulert for å inkludere b̊ade rutingen og administrasjon
av fôrniv̊aer samtidig. B̊ade en arc-load og en arc-flow modell ble implementer i Gurobi
gjennom Matlab, og modellforbedringer ble vurdert. Modellforbedringene inkluderer sub-
tour elimination constraints og clique inequalities. I tillegg er Dantzig-Wolfe dekom-
ponering modellert. Invetory Routing problemet er modellert med flere noder for hver
oppdrettslokasjon, og problemet blir derfor fort meget komplekst n̊ar et økende antall
oppdrettslokasjoner inkluderes i problemet. Modellforbedringer er derfor essensielle for
å holde tiden det tar å løse problemet nede, og for å generere gode løsninger og nedre
grenser. Alle modellforbedringer er testet p̊a eksempelsett, hvor oppdrettslokasjoner er
gruppert sammen i grupper med forskjellige antall oppdrettslokasjoner i hver gruppe.

Arc-flow modellen genererte de beste løsningene uavhengig av hvilke modellforbedringer
som ble testet. Eliminasjonen av constraints basert p̊a Big M metoden var trolig avgjørende
for at arc-flow modellen utkonkurrerte arc-load modellen. Sub-tour elimination constraints
og clique inequalities gav betydelig forbedringer i løsningene for arc-load modellen, men
hadde mindre effekt n̊ar de ble brukt med arc-flow modellen. Med å begrense hvilke skip
som kunne besøke hvilke havner ble tidene det tok å løse problemene redusert betydelig.
Dette kom p̊a bekostning av økte kostnader, ettersom mindre kostbare rutealternativer ble
neglisjert. Mye av de økte kostnadene kunne reverseres ved å tillate større skip å besøke
oppdrettslokausjoner med høyt konsum. Testing av modellene ved endret fôrkonsum ble
ogs̊a utført, og viste som forventet at kostnadene økte ved økt konsum. Interessante emner
for videre undersøkelse inkuderer straffekostnader ved forsikret levering og modellering av
stokastiske prosesser.

IV



This page is intentionally left blank.

V



Contents

1 Introduction 1

2 Problem formulation 2
2.1 Case description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
2.2 Problem objective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.3 Scope and Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

3 Fish Feed Manufacturing and Distribution 5
3.1 Salmon Farming Entities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
3.2 Production Stages of Salmon Farming . . . . . . . . . . . . . . . . . . . . . 6
3.3 Feed consumption . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

3.3.1 Feed conversion ratio . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
3.3.2 Fish growth rates and consumption . . . . . . . . . . . . . . . . . . . 9

3.4 Production of fish feed . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.5 Distribution of Fish Feed . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

4 Literature Study 15
4.1 Similar problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
4.2 VRP - Vehicle Routing Problem . . . . . . . . . . . . . . . . . . . . . . . . 15
4.3 IRP - Inventory Routing Problem . . . . . . . . . . . . . . . . . . . . . . . . 15
4.4 Exact Solution Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

4.4.1 Branch-and-bound . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4.4.2 Cutting-plane method . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4.4.3 Branch-and-cut . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4.4.4 Dantzig-Wolfe decomposition . . . . . . . . . . . . . . . . . . . . . . 19

4.5 Heuristics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
4.5.1 Feasibility Pump heuristic . . . . . . . . . . . . . . . . . . . . . . . . 19
4.5.2 Column generation Methods . . . . . . . . . . . . . . . . . . . . . . 20
4.5.3 Aggregation and Dis-Aggregation Methods . . . . . . . . . . . . . . 20
4.5.4 Stochastic Optimization . . . . . . . . . . . . . . . . . . . . . . . . . 21
4.5.5 Metaheuristic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
4.5.6 Matheuristics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

4.6 Parallel computing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

5 Optimization Model 25
5.1 Applications and Simplifications . . . . . . . . . . . . . . . . . . . . . . . . 25

5.1.1 VRP or IRP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
5.1.2 Continuous Time or Discrete Time . . . . . . . . . . . . . . . . . . . 26
5.1.3 Products and Compartments . . . . . . . . . . . . . . . . . . . . . . 26
5.1.4 Stochastic or Deterministic Model . . . . . . . . . . . . . . . . . . . 27
5.1.5 Clustering of Nodes . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

5.2 Arc-Load Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
5.2.1 Definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

VI



5.2.2 Objective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
5.2.3 Network constraints . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
5.2.4 Loading and unloading constraints . . . . . . . . . . . . . . . . . . . 30
5.2.5 Time constraints . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
5.2.6 Inventory constraints . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
5.2.7 Variable constraints . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
5.2.8 Model Explanation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

5.3 Arc-Flow Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
5.4 Formulation Improvements . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

5.4.1 Tightening time windows . . . . . . . . . . . . . . . . . . . . . . . . 33
5.4.2 Sub-tour elimination constraints . . . . . . . . . . . . . . . . . . . . 33
5.4.3 Tightening constraints by dynamic cut in branch-and-bound . . . . 34

5.5 Comprehensive model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
5.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

6 Decomposition 36
6.1 Dantzig-Wolfe Decomposition Theory . . . . . . . . . . . . . . . . . . . . . 36
6.2 Model reformulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

6.2.1 Ship Routing Constraints . . . . . . . . . . . . . . . . . . . . . . . . 39
6.2.2 Harbour Inventory Constraints . . . . . . . . . . . . . . . . . . . . . 40
6.2.3 Common Constraints . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

6.3 Dantzig-Wolfe Decomposition . . . . . . . . . . . . . . . . . . . . . . . . . . 41
6.4 Column generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
6.5 Subproblems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

6.5.1 Ship routing subproblem . . . . . . . . . . . . . . . . . . . . . . . . . 44
6.5.2 Harbour visiting sequence subproblem . . . . . . . . . . . . . . . . . 44

6.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

7 Clustering of nodes 46
7.1 Clustering methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

7.1.1 Theoretical clustering . . . . . . . . . . . . . . . . . . . . . . . . . . 46
7.1.2 Manual clustering . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

7.2 Implementation of clustering methods . . . . . . . . . . . . . . . . . . . . . 49
7.2.1 Production zones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
7.2.2 Natural selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
7.2.3 K-Means Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

7.3 Estimation of Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
7.3.1 Estimation of Distance between Clusters . . . . . . . . . . . . . . . . 50
7.3.2 Estimation of Internal Sailing Distances in Clusters . . . . . . . . . 50

7.4 Inventory Restrictions for Clustered Customers . . . . . . . . . . . . . . . . 51
7.5 Dis-Aggregation and Post-Processing . . . . . . . . . . . . . . . . . . . . . . 52

8 Implementation and Solution Methods 53
8.1 Rewriting Problem on Matrix Form . . . . . . . . . . . . . . . . . . . . . . 53
8.2 Branch-and-bound . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

VII



8.3 Commercial Solvers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

9 Computational Study 56
9.1 Hardware . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
9.2 Test instances . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
9.3 System Dimensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
9.4 Test Case - Production zones . . . . . . . . . . . . . . . . . . . . . . . . . . 59

9.4.1 Variables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
9.4.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

9.5 Test Case - Natural Selection . . . . . . . . . . . . . . . . . . . . . . . . . . 62
9.5.1 Variables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
9.5.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

9.6 Test Case - K-Means . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
9.6.1 Variables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
9.6.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

9.7 Discussion of Test Case Results . . . . . . . . . . . . . . . . . . . . . . . . . 68
9.8 Limiting compatibility between ships and harbours . . . . . . . . . . . . . . 70
9.9 Consumption Scenarios . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
9.10 Robustness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

10 Discussion 85

11 Conclusion 89

12 Further work 91

References 93

Appendices 98

VIII



List of Figures

1 Production of farmed Atlantic salmon by country . . . . . . . . . . . . . . . 5
2 Production of farmed Atlantic Salmon by company . . . . . . . . . . . . . . 6
3 Feed Conversion Ratio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
4 Feed Consumption estimates for Norwegian salmon farming . . . . . . . . . 10
5 Estimated Fish Feed Market Share in Norway . . . . . . . . . . . . . . . . . 11
6 Development in raw materials input for fish feed . . . . . . . . . . . . . . . 13
7 Raw materials used in production of fish feed . . . . . . . . . . . . . . . . . 13
8 Inventory Routing Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
9 Norwegian Regions for Mowi . . . . . . . . . . . . . . . . . . . . . . . . . . 47
10 Production Zones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
11 Natural Selection Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
12 Estimate for internal sailing distance . . . . . . . . . . . . . . . . . . . . . . 51
13 Breadth first search . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
14 Routing for production zones test case . . . . . . . . . . . . . . . . . . . . . 61
15 Routing for natural selection test case . . . . . . . . . . . . . . . . . . . . . 64
16 Routing for k-means test case . . . . . . . . . . . . . . . . . . . . . . . . . . 67
17 Illustration for bounds of a linear relaxation with big M constraints. . . . . 69
18 Routing for compatibility scenarios with production zones test case . . . . . 71
19 Routing for compatibility scenarios with natural selection test case . . . . . 72
20 Routing for compatibility scenarios with k-means test case . . . . . . . . . . 73
21 Routing for consumption scenarios with production zones test case . . . . . 77
22 Routing for consumption scenarios with natural selection test case . . . . . 78
23 Routing for consumption scenarios with k-means test case . . . . . . . . . . 79
24 Illustration for minimum inventory level of 0% . . . . . . . . . . . . . . . . 82
25 Illustration for minimum inventory level of 20% . . . . . . . . . . . . . . . . 82
26 Routing for minimum inventory scenarios with production zones test case . 83

IX



List of Tables

1 Attributes of IRP models . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2 Abbreviations for test cases . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3 Attributes of vessels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4 Variables for production zones test case . . . . . . . . . . . . . . . . . . . . 59
5 Results for the production zones test case . . . . . . . . . . . . . . . . . . . 60
6 Variables for natural selection test case . . . . . . . . . . . . . . . . . . . . . 62
7 Results for the natural selection test case . . . . . . . . . . . . . . . . . . . 63
8 Variables for the K-Means test case . . . . . . . . . . . . . . . . . . . . . . . 65
9 Results for K-Means test case . . . . . . . . . . . . . . . . . . . . . . . . . . 66
10 Results for compatibility scenarios with production zones test case . . . . . 71
11 Results for compatibility scenarios with natural selection test case . . . . . 72
12 Results for compatibility scenarios with the K-Means test case . . . . . . . 73
13 Consumption scenarios . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
14 Results for consumption scenarios with the production zones test case . . . 77
15 Demand scenario results for production zones test instances . . . . . . . . . 77
16 Results for consumption scenarios with the natural selection test case . . . 78
17 Results for consumption scenarios with the K-Means test case . . . . . . . . 79
18 Results for minimum inventory levels with the production zones test case . 83

X



1 Introduction

While humans have been consuming fish for more than 40 000 years (Hu et al., 2009),
the techniques used to harvest the fish have been changing throughout history. The river
Nile provided substantial amounts of food, and the Egyptians invented various fishing
techniques (Kumar, 2001). Reed boats, woven nets, weir baskets, hooks and lines were
used to capture the fish. The history of aquacultural traditions also stretches far back in
time. Evidence suggests that indigenous people in Australia may have started farming
eels about 8 000 years ago by developing floodplain into channels and dams (Salleh, 2003).
Different techniques have been developed for farming of different species. According to
FAO, farming of Atlantic Salmon is the fish farming industry that generates the most
revenues (Fisheries, FAO, 2011). In 2016 the total revenues for all salmon farming compa-
nies and sub-segments in Norway totaled NOK 212.7 billions, while the total export value
came in at NOK 65.2 billions (EY, 2017). Significant revenues have allowed the industry
to develop fast in terms of technology, and the services used by the industry now include
service vessels, live fish carriers, fish pellets carriers, vaccines and medicines among other
thing. While these services often help increase revenues and often may be seen as an
absolute necessity in order to farm salmon, inefficient use of services will decrease profits.

The Norwegian fish feed industry totaled NOK 24.5 billions in revenues in 2016, with a
EBITDA margin of about 11% (EY, 2017). Production and transportation of feed are
some of the key cost drivers of the industry. As the number of fish farming locations have
increased, intuition is no longer sufficient when planing routing of the ships used when
distributing feed. Thus optimization techniques implemented in the form of computer
algorithms is necessary in order to evaluate and analyze routing problems in an efficient
manner.

Maritime routing problems have been present for as long as ships have existed, and in
recent years mathematical formulations have been used in order to solve these problem.
Important work includes Fagerholt (1999) that solves a multi-trip vehicle routing problem
VRPMT using a route generation algorithm and Christiansen (1999) which is formulat-
ing a maritime inventory routing problem. For transportation of fish feed, Haugland and
Thygesen (2017) provides insight to the feed production and distribution in the aquacul-
ture industry. Haugland and Thygesen formulates a VRP that is solved using the route
generation algorithm laid out by Fagerholt.

The main objective of this paper is to formulate a mathematical model that can be solved
in order to efficiently route ships in order to minimize operating costs and serve fish farm-
ing location, such that all important requirements of the fish farms are met. Requirements
include that fish farms receive the correct type of feed before the storage runs out. The
deliveries of feed at the fish farms can not exceed unfilled storage capacities. Only oper-
ating costs for the current fleet will be considered.

1



2 Problem formulation

For transportation problems it is necessary to be able to find efficient and robust solu-
tions, that meets all the demands of the system. The aim of this paper is modelling and
finding efficient optimization algorithms for routing of fish pellets carriers. The problem
can be described as a variants of either the Vehicle Routing Problem or the Inventory Ship
Routing Problem, were one at all times need to ensure that sufficient amounts of fish feed
is available at the fish farming locations. Multiple model formulations will be tested in
order to find the one producing the best solutions and bound. Formulation improvements
will also be tested in order to see in solutions and bonds can be improved further. Ways of
reducing the problem size and computational complexity will be explored, and tests of the
models under different consumption scenarios and robustness requirements will be tested.
In section 2.1 a description of the underlying feed distribution problem will be presented.
Section 2.2 will present the objective of the paper, while section 2.3 will give details on
the scope and limitations for the paper.

2.1 Case description

The fish farming company Mowi ASA produce fish feed from one central factory in Nor-
way, that they distribute to approximately 150 different fish farming locations along the
Norwegian coastline. The fish pellets factory is located at Valneset, Bjugn in the Trøndelag
area, and have a nameplate production capacity of 400 000 tonnes a year. As seasonal
demand is lower in the winter moths, the utilization is not at a maximum level at all
times. Estimates for actual feed production are therefore in the range of 300 000 to 350
000 tonnes a year. Excess demand can be supplied by the external fish feed producers,
as Biomar and Skretting. However, when order feed from external suppliers, the orders
usually have to be placed weeks in advance. Thus, the current situation indicates that the
planning of the feed distribution have to happen weeks before the actual deliveries.

Ships are used in order to transport the feed form the factory, and out to the fish farm-
ing locations. Mowi have a heterogeneous fleet available consisting of 4 vessels, and can
also hire external vessel from other ship owners if needed. The fleet consists of two LNG
powered vessels with a cargo capacity of 3 000 tonnes each, and two HFO powered vessels
with a cargo capacity of 1 500 tonnes.

The process of deciding the routing of the ships today are time consuming and considered
hard to model. It is often done by a combination of excel sheets and intuition, were ves-
sels are allocated to different fish farming location based on the most recent needs. There
are also restrictions limiting which vessel can serve which fish farming location. These
restrictions are based on vessel speed, geographical location of the fish farms, offloading
capabilities of vessels and their compatibility with the different fish farms. Different feed
for different stages of production also makes the problem more complicated. The feed
needed for smolt and smaller fish is different from the one used for larger fish. Also feed
including antibiotics or other medicines may be used for fish in need of treatment. Sin-
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gular unforeseen events can also impact consumption of feed, such as mass-escape of fish
and illness. As including all these parameters in a single model would make it too com-
putationally complex to be solved within a reasonable time frame, simplifications to the
models have to be made. Feed distribution plans have to include the routing of the vessels.
In other words, which vessels serve which fish farms, and in which order they do that. It
also have to include the quantities of each feed type loaded at the feed factory and the
quantities to be discharged at each fish farm. In addition, it has to be ensured that fish
farms never run out of inventory. This can either be done by having excess inventory at
the fish farms that ensures sufficient amounts of feed regardless of when arrivals happen,
or by adding suitable delivery times to the feed distribution plans.

2.2 Problem objective

The objective of the paper is to find the optimal routing of ships used for fish feed distribu-
tion for Mowi ASA. The optimal routing, is defined as a routing that minimizes operating
costs, while at the same time ensures that fish farming locations are able to run operations
in an effective matter. The operating cost includes only fuel and external deliveries, as
crew, port fees and other running costs are considered fixed. By running operations in an
effective manner fish farms should always have sufficient amounts of the correct type of fish
feed. Short term shortages of fish feed limits the growth of the salmon, and shortages thus
have to considered as either in-feasible solutions or have to be modelled with a penalty
cost similar to the potential revenue lost. External deliveries will be allowed to increase
the feasibility of the problem.

2.3 Scope and Limitations

The task includes finding a method for providing a plan for feed transportation from a fish
feed factory to fish farming locations at the Norwegian coast. The decisions that need to
be made include the routing of the ships, a time schedule for different routes and amount
of cargoes loaded and unloaded at each port.

As the problem is highly complex and is prone to great uncertainties, simplifications will
be made in order to formulate problems that can be solved in a time frame that is suitable
for everyday operations of the feed distribution system. This means that parameters as
feed consumption will be modelled as constant throughout a given planning period. Trav-
elling times between fish farms will be considered fixed for the given vessels and loading
and discharge rates will be considered fixed. Heuristics and stochastic optimization will
be considered in order to solve the problem within reasonable time frames. The solutions
found by these optimization methods may not be equal to the global optimum solution,
but will usually provide significant improvements to operations, relative to a schedule de-
signed solely by intuition and simple hand calculations.

3



Only the distribution system itself and feed consumption will be considered in the opti-
mization process. The distribution system includes loading and discharge from ships to
ports and the sailing between locations. Feed production and earlier stages of the supply
chain will not be considered, and production rates will be considered as deterministic.

4



3 Fish Feed Manufacturing and Distribution

This section will give a brief introduction to the salmon farming industry, with the main
focus being on the feed manufacturing and distribution part of the industry. Section
3.1 will give an overview on the largest players in the salmon farming industry. Section
3.2 includes the production stages for salmon farming, from fertilization of eggs to the
harvesting of the mature salmon. Section 3.3 gives an introduction to feed consumption,
with data and estimates for feed conversion rates and deliveries. Section 3.4 lists the
largest fish feed producers in Norway and the developments in feed production, while
section 3.5 is centered on the challenges of fish feed distribution.

3.1 Salmon Farming Entities

Salmon farming on an industrial scale was developed in the 1970s, and the industry have
seen an exponential growth since the first salmon farming locations first started operat-
ing. Due to the salmon farming operations being limited to areas with stable and cold
sea temperatures, only a handful countries have been able to capitalize on the industry.
As of 2018 the largest producers of Atlantic salmon included Norway, Chile, the United
Kingdom, Canada and the Faroe Islands.

Figure 1: Production of farmed Atlantic Salmon by country. Plotted with data from
FishChoice Inc. (2018).
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The salmon farming industry have traditionally been fragmented with a large number of
companies. However, recently a consolidation process have lead to many smaller companies
either being bought out or merged to larger entities. Mowi have been among the leading
companies in this consolidation process, by takeovers of Hydro Seafood in 2000 and Fjord
Seafood, Stolt Sea Farm and Pan Fish in 2006. Together with Lerøy, SalMar and Cermaq,
they now constitute the group of largest salmon farming companies in the world. They
are all based in Norway. In Chile, the largest producers of Atlantic Salmon includes
AquaChile, Pesquera Los Fiordos and Salmones Camanchacas. Cooke Aquaculture holds
a leading position in Canada, while Bakkafrost remains the dominant player at the Faroe
Islands.

Figure 2: Production of farmed Atlantic Salmon by company. Plotted with data from
Berge (2017).

3.2 Production Stages of Salmon Farming

Production of farmed salmon is a multi-stage process, where the two main stages can be
divided into freshwater and seawater production. The total cycle from hatching of eggs
to the slaughtering process takes 2 to 4 years.

The fish spends 10 to 18 months in freshwater(Melberg and Davidrajuh, 2009). Milt from
mature male salmon are used in order to fertilize eggs from female salmon. The eggs are
kept in incubation tanks with about 5 000 eggs per liter of water. The eggs will hatch after
490 degree-days. This implies that if water is kept at 10 degrees Celsius, it takes 49 days to
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hatch the eggs. When eggs hatch, the fish is called an alevin. The alevin carries a yolk-sac
with sufficient amounts of nutrition until the alevin have grown large enough to consume
normal feed by itself. The salmon, now referred to as fry, is around 290 degree-days when
this happens. Fry is usually around 25 mm large and placed in tanks with flowing water
and subdued lighting. Fry later grows into parr. In the parr stage the fish grows fast,
and is placed in larger freshwater tanks. Before the salmon is ready to enter seawater it
has to go through a smoltification proecess. Smoltification starts when the fish is around
60 grams and 120 mm. Fish farmers want to utilize the biomass licences optimally, and
ideally transfer smolt to seawater multiple times a year. The smoltification process is
therefor sometimes delayed by lowering temperature and light. Parr that become smolt
their second spring are referred to as S1, while parr that takes one extra year is referred
to as S2. By increasing light and temperature, smolt can be ready by autumn, 6 months
before normal (Sigholt et al., 1998). These smolt are referred to as S0.

Before smolts are transferred to seawater they are placed in tanks with gradually increas-
ing salinity. The smolts are then transferred by live fish carriers, also referred to as well
boats, to their farming locations at sea. The fish grows rapidly in seawater and usually
reaches a weight of 4.5 to 5.5 kilos in a period of 12 to 18 months. When fish reach sexual
maturity, the fish stops growing and instead starts producing eggs and milt. It is therefore
economically beneficial to harvest salmon before they reach this stage.

Fish are usually harvested when they reach a weight of 5 kilograms. While weight and fish
reaching sexual maturity are clear indications that fish should be harvested, other factors
may also impact the timing of harvesting. These factors include salmon pricing, and the
premiums for certain weight classes for salmon. Also threatening diseases or algae can be
deciding factors when evaluating the timing of harvesting. Production sites are fallowed
after a production cycle, meaning that it is kept empty for at least two months between
production cycles. This is done in order to prevent the spreading of lice and threatening
diseases between different generations of farmed salmon.
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3.3 Feed consumption

The feed needed at a given fish farming location can be estimated with feed tables (Juell
et al., 1993). The growth rate for the fish is usually distinguished from the feed conversion
ratio. The multiple of these two factors, will give the feed needed for a given biomass.
The consumption of fish feed will vary based on the size of the fish and the temperature
in the water. Also other factors as lice and general fish health will impact consumption of
food. This section will address the major impacts of feed consumption.

3.3.1 Feed conversion ratio

Salmon is cold-blooded, meaning that the temperature of its body varies with the tem-
perature in the sea. Thus, less energy is needed in order to generate heat. This results in
a low food consumption, relative to other animals as poultry and cattle. Estimates vary a
bit between different sources, but about 1.3 kilos of fish pellets feed is needed in order to
produce 1 kilo of salmon on average (Ellingsen and Aanondsen, 2006). This number will
also vary based on other factors, such as fish size, water temperature, environment and
general fish health.

The estimated average feed conversion ratio for farmed salmon in Norway is plotted in
figure 3, with data provided by Kontali Analyse (2018). The feed conversion ratio is given
for each month of the year.
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Figure 3: Feed Conversion Ratio estimates for Norwegian salmon. Plotted with data from
Kontali Analyse (2018).

3.3.2 Fish growth rates and consumption

Fish growth rates are also dependent on many of the same factors as the feed conversion
ratio. Abiotic factors includes light and temperature (Austreng et al., 1987), while biotic
factors, as fish size, are also important (Brett et al., 1979). Local factors as environment
and nutrition can also impact growth (Fivelstad et al., 2007).

The optimal temperature for growing salmon is around 8 to 14 degrees Celsius. In gen-
eral, feed consumption increases with warmer weather. Compared to other salmon farm-
ing countries, Norway have larger underlying variations in temperature, thus also larger
changes in feed consumption.
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Figure 4: Feed Consumption estimates for Norwegian salmon farming, measured in tonnes
per week. Source: Kontali Analyse (2018)

As figure 4 shows, the minimum feed consumption is only about 30% of the maximum
feed consumption. Considering this is the combined consumption for Norway as a whole,
local changes may even be more severe. Thus it would be inefficient to rely on a fixed
schedule for feed delivery throughout the year.

Requirements of fish feed will also be impacted by other factors. Where the fish is in its
life cycle will impact both the type of feed and the amount consumed. Consumption of
feed tends to be higher at the end of the life cycle. Also singular events may have severe
implications for feed requirements, such as lice and other illnesses that require medication
or even immediate harvesting or starving of the fish. Mass-escapes of fish could also im-
pact the feed consumption significantly.

Meal feeding and continuous feeding are the two main ways of feeding the fish. Meal
feeding is based on feeding the fish in larger doses a given number of times a day, while
continuous feeding gives the fish a constant flow of feed throughout the day. Changes in
the feeding strategy is based on sea temperature, fish size and the type of feed used.
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3.4 Production of fish feed

There are 4 major players in the fish feed market in Norway. These include EWOS
(Cermaq, 2016), Biomar (Aktieselskabet Schouw & Co., 2018), Skretting and Mowi (EY,
2017). Being the largest producer of farmed salmon in Norway, Mowi to a large extent
supplies their fish farming locations with feed from their own factory at Valneset, Bjugn.
The factory is capable of producing 400 000 tonnes of fish feed a year (Marine Harvest,
2018a). Except for downtime during maintenance, it is operating continuously throughout
the year at all times. The inventory capacities at the factory include 26 000 tonnes of raw
materials, split between 16 000 tonnes of dry raw materials and 10 000 tonnes of wet raw
materials. Storage also includes 10 000 tonnes for finished fish pellets feed. The size of
the pellets vary between 0.6 millimeters and 13 millimeters in diameter, depending on the
size of the fish.

Figure 5: Estimated market share for fish feed producers in Norway for 2017. Plotted
with data from Marine Harvest (2018a).

The process of making the fish feed starts with raw materials. The raw materials used are
divided into macro materials, micro materials, and oils. Macro materials include fish meal,
grain and plant materials. Micro materials include vitamins and minerals. Under produc-
tion the different raw materials are weighted in order to find the optimal proportions, and
then mixed before water is added, and the pellets are extruded to their desired size and
shape. The pellets are then treated with oil in order to obtain their desired characteristics.
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The methods of making fish feed have developed rapidly the last few decades. Going
back to 1970’s, smaller farmers mixed their own feed made with fish waste, fish meal
and shrimp-shell. Today a more knowledge-based process is used in order to optimize
profit for farmers and increase fish health. This is done by making feed appropriate for
different stages in the salmons growth cycle, with a combination that ensures that correct
and sufficient nutrients are provided at the right time. Trimmings from the traditional
fishing industries and pelagic fish are used in order to make fish meal and fish oil. As this
process in not very effective, providing only 3-5% fish oil and 20-25% fish meal per kilo
fish processed, a larger amount of vegetarian materials have been used.

As can be seen from the figures on the next page, the amount of vegetables in salmon feed
have increased from 11% in 1990, up to 74% in 2014 (Ytrestøyl et al., 2014). The amount
of fish oil used have decreased from 24% to 9 % in the same period, while the use of fish
meal is down from 65% to 17%.
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Figure 6: Development in raw materials used in production of fish feed. Plotted with data
from Ytrestøyl et al. (2014).

Figure 7: Raw materials used in production of fish feed in Norway in 2017. Plotted with
data from Marine Harvest (2018a).
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3.5 Distribution of Fish Feed

Distribution of fish feed is usually done by transport on ships called fish pellets carriers.
There are two main types of fish pellets carriers used in these operations. These include
ships carrying big bags with feed and ships with silo-like compartments filled directly with
fish feed in bulk form.

Transport of fish feed leads to degradation of some of the feed by erosion. This occurs
for feed both in bulk form and in big bags. Mowi assumes that about 0.5% of feed is
lost due to degradation in bulk transport. In big bags the degradation is assumed to be
even higher, and the degradation rate is significantly higher in the lower levels of the bags,
than middle and lower levels. According to Aas et al. (2011), the degradation happened
at a rate of 0.3% for the top levels of the feed in big bags, while to middle layers saw
degradation rates of 0.8% on average for three different feed types. This is troublesome,
as pulverized feed leads to a decreasing water quality and and overgrowth of algae, im-
pacting the health and growth rates of the fish.

Mowi currently have 4 fish pellets carriers in operation. These vary in terms of cargo
capacities and speed, as well as delivery capabilities. The cargo capacity limits how much
feed the vessel can carry, while the speed limits the number of fish farms that can be served
on a given route and the geographical locations of the fish farms server. Fish farming lo-
cations in narrow fjords and shallow waters can also prohibit larger vessels from serving
these locations. As some fish farming location are only able to handle big bags, while
others are only able to handle fish feed in bulk, there are clear limitations determining
which vessels can serve which farms based on the delivery system used. This increases the
perceived complexity of the problem, but can also be used in order to limit the number of
variables in the problem.

The fish feed distribution can be also be impacted by a number of factors. Hash weather
conditions can impact operations as wind and waves impact vessel speed and unloading
operations. In extreme weather, discharge operations may not be possible at all, at certain
locations.

If a salmon farming companies current fleet is not sufficient in order to keep feed inventory
at wanted levels, external vessels can be hired. Vessels are often owned or operated by
fish feed producers and some will require that the feed is also bought by from the fish
feed company. The decision of hiring external vessels usually have to be taken weeks in
advance. This complicates the planing, as the decision have to be made while there are
still uncertainties for what the consumption rates and the inventories will be at the start
of the planning period where external vessels are used.
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4 Literature Study

4.1 Similar problems

This thesis builds on the work done by Haugland and Thygesen (2017) and their paper
”Use of Clusters in a Route Generation Heuristic for Distribution of Fish Feed”. The aim
of this report is to further develop their methods for optimization and clustering.

Haugland and Thygesen have done substantial work related to the modeling of the problem
and finding good ways to cluster nodes. Their model is based on an VRPMT, and solved
using a route generation method. The main deficiencies with this model include the lack
of time windows and the lack of constraints with regards to the inventory levels. In the
given model each fish farming location may be visited multiple times, however there are
no constraints that prohibits a given location to be visited two times in a row. In reality
restrictions with respect to maximum inventory levels may prohibit this. Also, the only
way to account for the current inventory levels at locations in their models, is by manually
changing the demand at each location. The main benefit includes the reduced complexity
that the VRP solved using the route generation method offers.

4.2 VRP - Vehicle Routing Problem

The vehicle routing problem describes how a set of vehicles with given capacities may be
utilized in order to serve costumers. The objective is to reduce the total cost of serving
the costumers. The problem was first described by Dantzig and Ramser (1959) and was
focused on petrol deliveries. As the VRP is an NP-hard problem, heuristics are often
used in commercial solvers (Toth and Vigo, 2002). In the classical form of the VRP each
costumer belongs to exactly one route. The problem does not consider a finite number
of vehicles, time horizons or the assignment of a given route to a specific vehicle. This
can be accounted for by reformulating the problem into a Multiple Trip Vehicle Routing
Problem (VRPMT).

The VRPMT accounts for a finite number of vehicles and time horizons. In addition one
may utilize the same vehicle on multiple routes. Fagerholt (1999) discusses transportation
of goods from ports in Norway to Europe and the US, and formulates the problem as a
VRPMT. Fagerholt uses a route generation method, that first generates feasible routes,
and then optimizes which routes to be selected. The paper also discusses the use of mul-
tiple depots.

4.3 IRP - Inventory Routing Problem

The inventory routing problem combines inventory management with vehicle routing,
in order to serve consumers at different geographic locations and minimize cost. An
integrated solution is provided as inventory management, vehicle routing, and delivery
scheduling are simultaneously optimized. Attributes of IRP models introduced in relevant
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papers can be seen in table 1.

Paper Fleet Products Compartments Time Stochastic Network

Bell et al. (1983) Heterogeneous Single Single Continuous Deterministic
Campbell et al. (1998) Homogeneous Single Single Continuous Stochastic
Christiansen (1999) Heterogeneous Single Single Continuous Deterministic Many-to-many
Agra et al. (2013) Heterogeneous Multiple Multiple Continuous and Discrete Deterministic Many-to-many
Nurminarsih et al. (2015) Heterogeneous Multiple Multiple Continuous Deterministic Many-to-many
Santosa et al. (2016) Heterogeneous Multiple Multiple Continuous Deterministic Many-to-many
Agra et al. (2017) Heterogeneous Single Single Continuous Deterministic Many-to-many

Table 1: Attributes of IRP models formulated in related research.

Coelho et al. (2013) provides a review of the developments and literature on the IRP.
The article describes different variants and extensions of the IRP, and how heuristics and
metaheuristics have been used in order to solve IRPs. The article also describe the initial
use of IRP in inventory management of industrial gases, and especially highlights the ap-
plications of the IRP in the maritime sector. Bell et al. (1983), Campbell et al. (1998)
and Christiansen (1999) are among the articles mentioned here. Reviews of said articles,
as well as reviews of work based on these articles, are following.

Bell et al. (1983) were the first ones to formulate the Inventory Routing Problem. The
paper ”Improving the Distribution of Industrial Gases with an On-line Computerized
Routing and Scheduling Optimizer” is centered on inventory management of industrial
gases on costumer locations. The problem is considered as very complex and consists of
up to 800 000 variables and 200 000 constraints. It is solved to near optimality, using a
sophisticated Lagrangian relaxation algorithms.

Campbell et al. (1998) discusses the IRP in an article published in 1998. The article
focuses on vendor managed resupply, and names the petrochemical and industrial gas in-
dustry as examples were this occurs as an emerging trend. The article focuses on how to
structure the problem and possible ways to solve a given IRP. The article also discusses
how a dynamic programming can be used in order to solve a Stochastic Inventory Routing
Problem (SIRP) by measuring the inventory levels at the start of each day and then use
a given strategy to route vehicles in the optimal way to resupply nodes. The implications
of lacking or unknown probability distributions and neglected measurement costs are dis-
cussed, as well typical models lack of adjustments for seasonality, weekdays and other
parameters affecting the systems expected performance. As discussed in section 4.1, there
are a number of factors that can lead to changes in feed consumption and sailing speed in
the feed distribution problem as well. Thus, being aware of stochastic factors is essential
when modeling the problem.

When combined inventory and time constrained routing problems was considered in the
paper Christiansen (1999), variants of the VRP was already widely adopted as a mean
to solve marine routing problems. In order to better model transportation of ammonia
from production ports to consumption ports, Christiansen introduces an IRP formulation.
While also this formulation allows for minimized cost and time windows, it also accounts
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for inventory restrictions, production- and consumption rates in ports. Christiansen mod-
els the IRP as a continuous time problem, where consumption is considered fixed. The
problem is solved by a Dantzig–Wolfe decomposition, first introduced in Dantzig and Wolfe
(1960). The overall problem is solved using the Branch and Bound method. As the IRP
used in this paper is adapted to maritime applications, the model is also relevant for the
fish feed distribution problem.

Building on the work on IRP formulations in Christiansen (1999), the paper by Agra et al.
(2013) provides a problem formulation centered on distribution of oil products to islands
in the Cape Verde area. This short sea shipping case makes times in port significant and
time windows are included in the problem formulation. A heterogeneous fleet of ships with
different compartments are considered. A given compartment can only hold one product
at the time. The problem relates to our problem as both problems considers nodes placed
fairly close to each other, heterogeneous fleets and restrictions on inventory management
at demand sites. In the article both a continuous time model with constant consumption
rates and a discrete time model with varying consumption is considered. The results shows
that the discrete time model provides better bounds, however the large number of vari-
ables involved in the mathematical model increases the computation time relative to the
continuous time model. This article is also relevant for the fish feed distribution problem,
as feed consumption varies with temperature and other factors. Thus, the implications of
modeling the fish feed distribution problem as a discrete time problem, as opposed to a
continuous time problem, have to be considered.

Nurminarsih et al. (2015) provides a report on a dynamic-inventory ship routing problem
(D-ISRP) . They consider a heterogeneous fleet with consumption and production ports.
Each ship can handle multiple different products, but the compatibility for different prod-
ucts vary, thus increasing the difficulty of the problem. The ships are structured with
different compartments. They develop a new heuristic algorithm in order to solve the
problem faster. The algorithm used consists of two parts, one initiation route part and
one rerouting part. The algorithm generates interaction coefficients between ships and
ports, in order to determine and improve a ships ability to serve a port and ports ability
to increase total offloading for ships. The main benefit of modelling the problem as a D-
ISRP as opposed to just a ISRP is that one can easily reroute ships if unexpected changes
in inventory or a ships position occurs. The fish feed distribution problem is also prone
to unexpected changes in inventory levels when consumption changes. Thus, the impli-
cations of a dynamic model should also be considered for the fish feed distribution problem.

The paper that corresponds the best with the problem we have at hand, is the ”Combined
ship routing and inventory management in the salmon farming industry” by Agra et al.
(2017). The article is also focused on feed transport in the salmon farming industry. It
assumes that 2 homogeneous fish pellets carriers are used in order to serve a given number
of locations. 20, 40 and 60 locations are respectively used as inputs when solving the
problem. The paper is relevant as it provides a model for distribution of fish feed, and
also provides ways to tighten the constraints by adding sub-tour elimination constraints
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and dynamic cut generation of clique inequalities. It also provides metaheuristics that can
be applied in order to solve the model in an efficient way.

4.4 Exact Solution Methods

4.4.1 Branch-and-bound

Land and Doig (1960) introduced the Branch-and-bound method. In this two-sided algo-
rithm the branching part divides the problem into smaller sub-problems that are easier to
solve. The bounding happens when a part of the solution is proven to be inferior to the
optimal integer solution for another sub-problem, or the linear relaxation of the problem is
infeasible. The branch-and-bound method can also be used in order to generate upper and
lower bounds on the problem. The lower bound on a minimization problem is the lowest
value solution found for a LP relaxation on a given level in a search tree, while the upper
bound is the best integer solution found. The lower bound will normally increase when
lower levels of the search tree is explored, as the feasible area of the linear relaxation is
smaller. These bound are valid, even before the branch-and-bound algorithm terminates.

4.4.2 Cutting-plane method

Cutting-plane algorithms were first introduced by Gomory (1963). By solving the linear
relaxation of a MILP, one is always guaranteed that there exists an extreme point or a
corner point that is optimal, provided the feasible region is non-empty, doesn’t contain a
line and the LP has an optimum. If this point is not an integer solution, there must exist
a linear inequality that separates the optimum from the convex hall of the true feasible
region. By adding this inequality, called the cut, one is able to exclude the non-integer
optimal solution from the feasible region. By repeating this process, the optimal solution
can be found when the first optimal solution for the new feasible region with the cuts,
is also a feasible integer solution. Cutting-plane algorithms may be used as a standalone
algorithm, or as a part of other algorithms.

4.4.3 Branch-and-cut

Archetti et al. (2007) first introduced the branch-and-cut algorithm to solve IRPs with
single vehicles. This branch-and-cut algorithm was further improved in Solyalı and Süral
(2011), which uses a separation algorithm first proposed by Padberg and Rinaldi (1991).
The separation algorithm was originally used for classical TSP problems. When a violated
inequality in the TSP is found, the branch-and-cut algorithm checks weather constraints
for the IRP are also violated, and when violated the inequality constraints are added to
the LP relaxation and re-optimized. This is done for each node in the branch-and-bound
tree. Coelho and Laporte (2014) generalizes this to a multi-vehicle problem by defining a
solution improvement algorithm where vertices are removed and reinserted when a branch-
and-cut algorithm finds new optimal solutions.
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4.4.4 Dantzig-Wolfe decomposition

The Dantzig-Wolfe decomposition was introduced in Dantzig and Wolfe (1960). Most op-
timization problems with a large number of variables will lead to formulations with sparse
matrices. The Dantzig-Wolfe decomposition utilized this property, by decomposing an LP
problem into smaller sub-problems and leaving out certain sets of constrains. The sets of
constraints that are left out constitutes what is called the master problem. By exploiting
the convex combination properties of the LP problem, the problem is re-formulated into
another linear problem, where the optimal point is a linear combination of the corner
points obtained from the sub-problems.

The Dantzig-Wolfe decomposition was introduced in maritime IRPs by Christiansen (1999).
In this paper the ship schedules and the visit sequences for harbours constitutes the sub-
problems. Coupling constraints and auxiliary variables constitutes the master problem.
Only ship routes and harbour visits leading to minimized costs in the master problem
generated in the column generation step.

4.5 Heuristics

The development of heuristics used in IRPs are summarized in Bertazzi and Speranza
(2012). For general routing problems, the development is described by the following order.

• Greedy heuristics

• Local search heuristics

• Metaheuristics

• Hybrid heuristics and matheuristics

The greedy heuristic is exemplified with the nearest neighbour heuristic and the cheapest
insertion heuristic, both used for solving TSPs. The 2-opt heuristic is an example of a local
search heuristic. Local search heuristics can be effective, but often end up in a local opti-
mum that is not escaped. Genetic and evolutionary algorithms, tabo search and simulated
annealing are example of metaheuristics used in routing problems. Lately, matheuristics
have gained more traction. The matheuristics incorporate mathematical programming as
a part of the heuristic. The matheuristics uses mathematical programming techniques in
order to solve sub-problems, parts of an instances, restrict the search space and to explore
neighborhoods that are promising.

4.5.1 Feasibility Pump heuristic

The feasibility pump heuristic was introduced in Fischetti et al. (2005), and is used to find
initial feasible solution to generic mixed-integer problems. The heuristic works by gener-
ating a sequence of fractional solutions to a linear relaxation of a given problem, and then
rounding the solution variables. The sequence of solutions are generated by minimizing
a distance function representing the distance between the rounded value and the feasible

19



region of the linear relaxation to the main problem. This is done until a feasible solution
is found, or until the heuristic terminates after a given number of iterations or meets other
stopping criteria. In the paper Fischetti et al. (2005), the heuristic is tested on 83 difficult
mixed-integer problems and compared to the commercial solver ILOG-Cplex 8.1. The
findings shows that the heuristic yields competitive results, and is unable to find feasible
solutions for the root node for only 3 of the problems, compared to 19 for ILOG-Cplex 8.1.

In Fischetti and Salvagnin (2009) further improvements to the basic feasibility pump
heuristic is proposed. The authors of the paper recognize the tendency to stall as one of
the main drawbacks of the basic feasibility pump heuristic, leading to a high frequency
of perturbations and restarts. The perturbations and restarts leads to oscillation in the
distance function, instead of a smooth decline. This can be avoided by applying a smarter
rounding method to the blind and simple rounding process used in the basic feasibility
pump heuristic. Rounding based on constraint propagation is proposed as a way to do
this. Constraint propagating is general method that consists of explicitly forbidding single
values or combinations of values for variables of a problem. This logic is known as bound
strengthening in integer optimization. By utilizing constraint propagation in the rounding
phase, Fischetti and Salvagnin (2009) is able to better exploit information about the linear
constraints.

Agra et al. (2014) combines the feasibility pump heuristic with a rolling horizon heuristics
and a local branching heuristic in order to solve a maritime short sea IRP, where an oil
company is responsible for the routing and scheduling of ships. By combining the three
heuristics, integrality gaps are on average just half of what it is with just the rolling horizon
heuristic.

4.5.2 Column generation Methods

Taillard (1999) solves a heterogeneous VRP by a heuristic column generation method. As
efficient heuristics have already been developed for the homogeneous VRP, the solution
of the heterogeneous VRP is achieved by solving a succession of homogeneous VRPs for
all the different vessels. By combining tours generated by the different vessels with the
homogeneous VRPs, a partial solution for the heterogeneous VRP is obtained. The partial
solution is used as the starting point for a taboo search. This is repeated a number of
times, and tours are memorized as candidates for a final heterogeneous VRP solution. A
set T of tours are defined, and all tours visiting the same customers as another tour, but
with higher costs are discarded. A set partitioning problem is then defined with the given
tours remaining in set T. The set partitioning problem is then solved with a commercial
solver, to obtain the final results.

4.5.3 Aggregation and Dis-Aggregation Methods

A heuristic approach with aggregation and dis-aggregation can be applied in order to solve
the problem with a lower number of nodes initially. As the solution time of the problem
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grows exponentially with a increased number of nodes, clustering of the nodes can signif-
icantly improve solution times. After the aggregated problem is solved, a dis-aggregation
heuristic have to be applied in order to obtain a solution including all customers. This
solution can either be used directly or further improved. Newer versions of commercial
solvers have implemented the possibility to insert starting values or hints for decision vari-
ables of the problem.

Aggregation and dis-aggregation techniques for optimization problems are discussed in
Rogers et al. (1991). Model aggregation is applied in order increase tractability for large
optimization problems. Aggregation and dis-aggregation techniques in mathematical pro-
gramming consists of combining data, forming auxiliary model of reduces size and complex-
ity and the analysis of results from the auxiliary model. Evans (1978) applies aggregation
and dis-aggregation techniques in order to solve transportation problems with multiple
products. The problems are solved to 80-85 % of optimality, with a computation time
that is more than 1000 times faster than the full problem.

Weintraub et al. (1986) solves a mixed-integer linear problem related to forestry manage-
ment by aggregating a larger problem. Timber stands are aggregated in macro stands
and management alternatives are aggregated using weightings. The method used is first
introduced in Zipkin (1980). More generally, sub-matrices are formed and multiplied with
weighting vectors that consists of non-negative numbers that summarizes to one. Wein-
traub et al. (1986) proves that there must exist a weighting vector that ensures no loss in
the objective value when the aggregation is done. Error bounds are also proposed. The ag-
gregation method gives a 75% reduction in computation time for the forestry management
problem, while error bounds ensures that the solution is within 7.7% of the objective value.

In integer programming the concept of surrogate constraints is an example of a group
of aggregation and dis-aggregation strategies. Two or more constraints are multiplied
with separate prime positive integers and then summarized, in order to aggregate the
constraints. Elmaghraby and Wig (1970) utilizes this technique to solve linear integer
problems for a stock cutting problem by sequentially adding all constraints into one single
constraint.

4.5.4 Stochastic Optimization

Substantial research have been done on stochastic optimization algorithms. Craenen et al.
(2001) discusses the use of evolutionary algorithms on constrained problems. As evolu-
tionary problems often need a fitness function for each candidate, a candidate that doesn’t
meet the set constraints will need to be handled. Penalty functions can be implemented
for violating constraint, however this does not always lead to desired results. In the paper,
eliminating or repairing unfeasible candidates are suggested, as well as ways to transform
the search space.

Evolutionary algorithms have also been applied to the IRP as shown in Othman et al.
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(2016). Here the objective is set to minimize the inventory holding costs, transportation
costs and shortage penalty costs. The constraints are implemented by defining a feasible
region for the chromosome representation.

Evolutionary algorithms have also been combined with other stochastic optimization meth-
ods in order to solve IRPs, as shown in Santosa et al. (2016). The paper describes how a
Inventory Ship Routing Problem (ISRP) with multiple products and a heterogeneous fleet
and can be formulated. The problem that is formulated is NP-hard and a Cross-Entropy
Genetic Algorithm (CEGA) is utilize in order to solve the formulated ISRP, claiming that
it is faster than for instance a Tabu Search or exact methods. To speed up the computa-
tional time for a standalone Cross-Entropy (CE) method, it was combined with a Genetic
Algorithm (GA), allowing for faster computations. Furthermore, the crossover mechanism
in the GE was eliminated due to its complexity and lack of improved results.

4.5.5 Metaheuristic

In Dauzère-Pérès et al. (2007) the distribution of carbonate slurry to Europe with ships are
discussed and formulated as an IRP. Slurries are transported from plants to tank farms.
As only small instances could be solved with exact methods, a metaheuristic method was
developed. The metaheuristic is comprised of multiple steps. The first one is based on
a greedy algorithm, in order to find the transportation plan for each tank farm. Then a
local search algorithm is used in order to swap tank farms. In addition, a genetic algo-
rithm is used to explore the solution space. In the genetic algorithm, the chromosomes
are representing the tank farm order.

The variable neighborhood search method is introduced in Mladenović and Hansen (1997).
The algorithm is based on changing the neighborhood within a local search algorithm. A
procedure is implemented in order to provide a new starting point within each neighbor-
hood for the local search algorithm.

In Popović et al. (2012) a randomized variable neighborhood search heuristic is developed
in order to solve an IRP related to multi-product fuel deliveries. The difference between
the variable neighborhood search introduced in Mladenović and Hansen (1997) and the
randomized variable neighborhood search, is that the neighborhoods are changed ran-
domly. The results of the of the randomized variable neighborhood search showed better
results than the deterministic CT heuristic.

4.5.6 Matheuristics

Bertazzi and Speranza (2012) cites multiple ways of applying matheuristics to IRPs.

• Minimizing the cost of routing
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• A inventory first, routing second approach, where the inventory part of the decom-
posed problem is solved first and routes are found subsequently

• A cluster first, inventory routing second approach, where multiple customers are
clustered into nodes first and the IRP is then solved for each node independently
later

• A iterative customer based approach, where the optimal solution of the subproblem
of a single customer is inserted into a partial solution

• A policy based approach, where the search space is limited

• A intensified tabu search approach, where tabu search scheme is applied

Yu et al. (2008) presents an approach of developing an approximate model for an IRP that
is solved by applying a Lagrangian relaxation method. The problem is decomposed into
two parts consisting of one inventory problem and one routing problem. The respective
parts are solved by a linear programming algorithm and a minimum cost flow algorithm.
A surrogate subgradient method is then used to solve the dual problem. Computational
studies show that the given method can produce near optimal solutions for problems with
up to 200 customers.

4.6 Parallel computing

As the applications for GPUs have become more widespread (Jung and O’Leary, 2006)
with the rise of General-Purpose computing on Graphics Processing Units (GPGPU) and
Artificial Intelligence (Lu et al., 2018), the interest in parallel computing have increased.
While CPUs can be seen as sophisticated entities able to handle a wide range of tasks, the
GPUs are more specialized and can only handle very specific problems. However, they are
designed to handle a large number of these specific problems at the same time. This is
due to the large number of Arithmetic Logic Units (ALU) working in parallel in the GPU
(Fatahalian, 2010). Problems that can easily be separated into a number of parallel tasks
is said to be ”embarrassingly parallel”. For a problem to be embarrassingly parallel, the
solution of sub-problems must be independent of the result of other sub-problems. The
main benefits with a GPU is that as long as a problem is embarrassingly parallel, the
computational speed increases near linearly as more ALUs are added to the GPU.

Parallelism is not exclusive to GPUs, but can also be used in order to run problems on
multiple cores in a CPU or even multiple CPUs. However, different aspect should be
considered when optimizing code for CPUs. Findings show that while the main contribu-
tors to increased performance on a GPU includes minimizing global synchronization and
utilizing local shared buffers, the main contributors to increased performance on a CPU
are multithreading, cache blocking, and reorganization of memory accesses. (Lee et al.,
2010)
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Parallelism in branch-and-bound problems is discussed in Gendron and Crainic (1994).
The paper discusses multiple aspects, including grain size, shared memory and communi-
cation, synchronous and asynchronous systems. Fine grain systems are systems consisting
of smaller sub-problems, and they tend to be embarrassingly parallel to a higher extent
than coarse grain systems. Fine grain systems typically scale to thousands of processors.
While coarse grain systems used to be limited to a smaller amount of processors, there
are now examples of being able to scale these more complex operations to thousands of
processors as well. Synchronous systems uses the global clock in order to synchronize op-
erations between processors, while asynchronous systems uses multiple clocks. 3 types of
parallelism for the branch-and-bound algorithm are introduced. These include parallelism
in operations on a generated sub-problem, parallelism by operations several sub-problems
simultaneously and parallelism by operating on several branch-and-bound trees simulta-
neously.
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5 Optimization Model

This section starts by discussing the possible applications for different model formulations,
and the simplifications that can be made to these models. A total of three different
optimization models are discussed in this section. The first one is a arc-load model and
the second one is a arc-flow model. Possible formulation improvements are suggested
for these models. At the end a comprehensive model is discussed. The comprehensive
model is not considered further, but is relevant as the first two models can be seen as
simplifications of the comprehensive model.

5.1 Applications and Simplifications

There are multiple ways to model the same problem. While problems can be modelled very
precise, this often leads to a high degree of complexity with potentially many variables,
many constrains and non-linear and in the worst cases also non-convex formulations. This
leads to increased computational time, and in some cases we are not able to find the global
optimum at all. This subsection will address the benefits and disadvantages of different
ways to model the problem.

5.1.1 VRP or IRP

There are clear similarities with the VRP and the IRP. For short term planning the IRP
can be formulated as an extension of the VRP. The complexity of the IRP increases for
longer planning periods, but if solved optimally the use of IRP also has the potential to
yield greater benefits for longer term planning. The main benefit with the IRP is that one
always monitor the inventory levels at all nodes. The economical benefits of knowing that
no fish farming locations will run out of feed is significant. The IRP also gives greater flexi-
bility, as it only requires a ship to visits a given fish farm when inventory levels suggests so.

The main drawback with an IRP is the computational complexity. Another downside
to the IRP is that it often tends to move as many deliveries as possible into the next
planning period. Thus we may risk starting the next planning period with low inventory
levels. This is called end of horizon effects. Schedules generated may also appear more
random and less predictable from a human perspective, as they are a function of inventory
levels, and not a fixed route.

By simplifying other factors and clustering nodes, the calculation times should still be
within reasonable time frames. By adding restrictions to the problem for inventory levels
at the end of the planning period, we are also able to limit the problem with deferrals to
the next planning period, thus implementing a more long term approach to the planning.
Another way of limiting the end of horizon effects is to impose larger minimum deliveries
at ports.
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Figure 8: With an Inventory Routing Problem formulation, the model includes inventory
management at all nodes, in addition to the ship routing. The figure shows how ships
are directed in order to serve nodes before inventory levels of feed, illustrated with the
cylindrical shapes, runs low.

5.1.2 Continuous Time or Discrete Time

Modelling the problem as a discrete time problem will give the opportunity to add variable
consumption rates. This is beneficial in cases where we know that consumption of fish feed
will be changed significantly during the planning period. It is already known that factors
as temperatures and fish health plays an important part when determining the expected
feed consumption. The downside to modelling the problem as a discrete time problem is
the increased complexity and thus increased computation time.

By keeping planning periods fairly short, one is able to avoid most of large changes in
sea temperature. It has therefore assumed that one can model the problem with constant
rates of feed consumption.

5.1.3 Products and Compartments

It is known that different types of fish feed are produced based on factors as fish size, fish
health and location. Modelling the problem with different products increases the num-
ber of variables in the problem and increases the complexity. The same holds true for
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compartments. While some fish pellets carriers carries bags of feed, others have different
compartments that stores feed. It is possible to model these compartments, and the model
can also implement the possibility for a compartment to only hold a given type of feed at
a given time.

Fish pellets carriers with compartments, can have around 20 different compartments. It
is therefore assumed that one is able separate different types of feed where that is needed.
For fish pellets carriers with bags it is assumed that one is able to store different types
of feed in different bags as needed. As route ahead is known when leaving the factory,
it is assumed that one is also able to store bags in the correct order. Products and
compartments have therefore not been included in the adjusted model.

5.1.4 Stochastic or Deterministic Model

As the feed delivery operations are prone to great uncertainties, like weather and waves,
illness or escape of fish and consumption rates, formulation a stochastic model could
potentially achieve operational benefits. However, adding stochastic parameters to a model
would increase the complexity significantly. As a deterministic IRP model is already
complex, the implementation of stochastic parameters would lower the number of nodes
that could practically be implemented in the problem.

5.1.5 Clustering of Nodes

As the routing problem consists of around 150 different locations, the problem is extremely
hard to solve to optimality. In order to simplify the problem, clustering of nodes can
be done for farms located within a given geographical area. Clustering methods and
application be found in section 7.
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5.2 Arc-Load Formulation

The first model is a simplified arc-load formulation of IRP, such that only the most im-
portant factors are included. The model minimizes transportation costs, but also allows
for external deliveries of feed, that adds extra feed and transportation costs. This is done
while always ensuring that feed levels are above a predefined limit. The model holds the
following properties:

• Inventory Routing Problem

• Deterministic Model

• Clustered Nodes

• Heterogeneous Fleet

• Single Product

• Single Compartment

• Continuous Time

• Constant Consumption Rates
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5.2.1 Definitions

Set Definition Indexed By

HT Set of all harbours i,j

V Set of all vessels v

Hv Set of all harbours, can be visited by vessel v i,j

MTi Set of possible arrivals at port i m,n

Miv Set of possible arrivals at port i by ship v m,n

Av Set of all possible arches for vessel v i,m,j,n

Varables Definition Unit Variable Type

ximjnv 1 if ship v routed directly form node (i,m) to (j,n), 0 otherwise [-] Binary

yim 1 if node (i,m) not visited by any ship, 0 otherwise [-] Binary

zimv 1 if route ends at node (i,m) for ship v, 0 otherwise [-] Binary

ui 1 if cluster served by own vessels, 0 otherwise [-] Binary

qimv Quantity loaded or unloaded at node (i,m) by ship v tonnes Continuous

limv Quantity on ship v after visiting node (i,m) tonnes Continuous

tSim Start time loading at node (i,m) hours Continuous

tEim End time loading at node (i,m) hours Continuous

sSim Stock level at start of loading at node (i,m) tonnes Continuous

sEim Stock level at end of loading at node (i,m) tonnes Continuous

Parameters Definition Unit

Cijv Cost of sailing arc (i,j) with vessel v USD

E Extra cost for feed with external delivery USD/tonn

Ei Transportation cost for external deliveries to node i USD

Wimv 1 if ship v starts at port i at arrival m, 0 otherwise [-]

Ji 1 if i is a load harbour, -1 if discharge [-]

QMAX
imv Upper load limit tonnes

QMIN
im Lower load limit tonnes

CAPv Capacity vessel v tonnes

T Planning period hours

TQi Time to unload one unit at port i tonnes/hour

TSijv Time to sail from i to j with ship v hours

TBi Minimum time from departure till next arrival at port i hours

TWS
im Start of time window for arrival m at port i hours

TWE
im End of time window for arrival m at port i hours

Ri Production rate (Negative if consumption) tonnes/hour

SMIN
i Minimum inventory level tonnes

SEMIN
i Minimum inventory level at end of planning period tonnes

SMAX
i Maximum inventory level tonnes

SSi Stock levels at node i at start tonnes
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5.2.2 Objective

minz =
∑
v∈V

∑
Av∈(i,m,j,n)

Cijvximjnv + T · E
∑
i∈HT

Ri(1− ui) +
∑
i∈HT

ETi Ri(1− ui) (1)

5.2.3 Network constraints

Wimv +
∑
j∈Hv

∑
n∈Mjv

xjnimv −
∑
j∈Hv

∑
n∈Mjv

ximjnv − zimv = 0,∀v ∈ V, i ∈ Hv,m ∈Miv (2)

∑
v∈V

∑
j∈Hv

∑
n∈Mjv

xjnimv + yim +
∑
v∈V

Wimv = 1, ∀i ∈ HT ,m ∈MT i (3)

yim − yi(m−1) ≥ 0, ∀i ∈ HT ,m ∈MT i (4)

5.2.4 Loading and unloading constraints

ximjnv(limv + Jjqjnv − ljnv) = 0,∀v ∈ V, (i,m, j, n) ∈ Av (5)

Equation 5 can be linearized as shown in equation 6 and 7:

limv + Jjqjnv − ljnv + CAPv ximjnv ≤ CAPv ,∀v ∈ V, (i,m, j, n) ∈ Av (6)

limv + Jjqjnv − ljnv − CAPv ximjnv ≥ −CAPv , ∀v ∈ V, (i,m, j, n) ∈ Av (7)

limv −
∑
j∈Hv

∑
n∈Mjv

CAPv xjnimv ≤ 0, ∀v ∈ V, i ∈ Hv,m ∈Miv (8)

qimv −
∑
j∈Hv

∑
n∈Mjv

QMAX
imv xjnimv ≤WimvQ

MAX
imv ,∀v ∈ V, i ∈ Hv,m ∈Miv (9)

∑
v∈V

qimv +QMIN
im yim ≥ QMIN

im ,∀i ∈ HT ,m ∈MT i (10)

5.2.5 Time constraints

tSim +
∑
v∈V

TQi qimv − t
E
im = 0, ∀i ∈ HT ,m ∈MT i (11)

ximjnv(t
E
im + TSijv − tjn) ≤ 0,∀v ∈ V m(i,m, j, n) inAv (12)

Equation 12 can be linearized as shown in equation 13

(tEim + TSijv − tjn) +Mximjnv ≤M,∀v ∈ V m(i,m, j, n) inAv (13)

tSim − tEi(m−1) + TBi yim ≥ TBi , ∀i ∈ HT ,m ∈MT i (14)

TWS
im ≤ tSim ≤ TWE

im ,∀i ∈ HT ,m ∈MT i (15)
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5.2.6 Inventory constraints

sSim −
∑
v∈V

Jiqimv +Rit
E
im −RitSim − sEim = 0, ∀i ∈ HT ,m ∈MT i (16)

sEi(m−1) +Rit
S
im −RitEi(m−1) − sSim = 0,∀i ∈ HT ,m ∈MT i (17)

SMIN
i ui ≤ sSim ≤ SMAX

i ,∀i ∈ HT ,m ∈MT i (18)

SMIN
i ui ≤ sEim ≤ SMAX

i ,∀i ∈ HT ,m ∈MT i (19)

SEMIN
i ui ≤ sEim +Ri(Tui − tEim) ≤ SMAX

i ,∀i ∈ HT ,m ∈ |MT i| (20)

SSi +Ri(t
E
i1) = sSi1, ∀i ∈ HT (21)

5.2.7 Variable constraints

ximjnv ∈ {0, 1},∀v ∈ V, (i,m, j, n) ∈ Av (22)

yimv ∈ {0, 1}, ∀v ∈ V, i ∈ Hv,m ∈Miv (23)

zimv ∈ {0, 1},∀v ∈ V, i ∈ Hv,m ∈Miv (24)

ui ∈ {0, 1}, ∀i ∈ HT (25)

qimv ≥ 0, ∀v ∈ V, i ∈ Hv,m ∈Miv (26)

limv ≥ 0,∀v ∈ V, i ∈ Hv,m ∈Miv (27)

tSim ≥ 0, ∀i ∈ HT ,m ∈MT i (28)

tEim ≥ 0, ∀i ∈ HT ,m ∈MT i (29)

sSim ≥ 0,∀i ∈ HT ,m ∈MT i (30)

sEim ≥ 0,∀i ∈ HT ,m ∈MT i (31)
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5.2.8 Model Explanation

The objective function is structured in order to minimize the total costs of feed deliveries.
The first term of the objective function adds the sailing costs between destinations. The
second term adds the marginal cost if feed is from external sources. In other words, this
is the difference between the cost of feed from the self-owned factory and the cost for feed
at other sources. This includes all feed consumed at the given node during the planning
period. The third term includes transportation costs for nodes served by external vessels.

The network constraints are defined in order to ensure that ships are generated, routed
correctly and the eliminated. The constraint given by equation 2 ensures flow conserva-
tion, such that the numbers of vessels arriving and being generated at node, equals the
number of vessels being eliminated and leaving the same node. Equation 3 ensures that
a given harbour is only visited one time for each possible arrival slot. Equation 4 ensures
that if an arrival slot is not used for a given harbour, the following arrival slots are not
used either. This constraint is used in order to tighten the constraints.

Loading and unloading constraints are defined in order to ensure that all ships carry the
correct load when arriving and leaving each port. Equation 5 ensures that vessel cargo is
in accordance with the loading and unloading at ports visited. Equation 8 ensures that
the maximum capacity of the ship is not surpassed. Equation 9 and 10 sets upper and
lower bounds on how much feed that have to be unloaded during one port visit.

Time constraint are defined in order to ensure that sailing and loading happens in the
correct order, with sufficient amounts of time dedicated for each task and waiting. Time
constraints also generates a schedule for operations when solving the problem. Equation
11 ensures that the end of operations at a port for a given arrival happens at a time
equal to the loading or discharge process time after the start of the process. Equation
12 ensures sailing routes and schedules comply. Equation 14 ensures that the start of a
loading or unloading process at a port can not happen before the given process is finished
for the previous arrival. Equation 15 ensures that operations happen within the given
time windows.

The inventory constraints are defined in order to ensure that inventory levels are in ac-
cordance with deliveries and consumption rates, and within given bounds for inventory
levels. Equation 16 ensures that inventory levels at the end of a loading or discharge pro-
cess is correct with respect to the inventory level at the start of the process, consumption
and deliveries. Equation 17 ensures correct changes in inventory levels at ports between
arrivals. Equation 18 and 19 ensures that inventory levels are within predefined limits at
arrivals, and equation 20 ensures that inventory levels are still within predefined levels at
the end of the planning period.
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5.3 Arc-Flow Formulation

An alternative way of linearizing constraint 5 can be achieved by reformulating the model
from an arc-load model into an arc-flow model. Instead of assigning variables limv for the
load onboard a ship when leaving a node, the arc-flow model uses variables limjnv for the
load carried on each arc. By replacing constraint (5) - (8) with the following constraints,
the model is reformulated into an arc-flow model.∑

j∈Hv

∑
n∈Mjv

ljnimv + Jiqimv −
∑
j∈Hv

∑
n∈Mjv

limjnv = 0,∀v ∈ V, i ∈ Hv,m ∈Miv (32)

limjnv ≤ CAPvximjnv, ∀(i,m, j, n) ∈ Av, v ∈ V (33)

limjnv ≥ 0, ∀(i,m, j, n) ∈ Av, v ∈ V (34)

Constraints 32 ensures that the flow on an arc is equal to the preceding arc for the same
vessel, adjusted for the loading or discharge at the last port. Constraint 33 ensures that
the flow on any given arc is 0 if the arc is not used, and always less than the capacity of
the vessel used. Constraint 34 ensures non-negativity for all arc-flows.

5.4 Formulation Improvements

5.4.1 Tightening time windows

Time windows are already implemented in the problem formulation in section 5.2. How-
ever significant improvement in computation time could be achieved if these time windows
were tightened. As most fish farms today are fully automated, not requiring additional
crew present in order to handle fish feed deliveries, time windows are not relevant to meet
crew requirements at most ports. Thus, imposing artificial time constraint could lead to
worse solutions being generated.

However, without loss of possible feasible solutions the first arrivals for nodes can be set
equal to the time it takes for the closest ship to travel to the given node. Subsequent
visits are set to the earliest possible time found for the first arrival, plus the minimum
time between visits. The latest possible first arrival at a fish farming node, is the moment
when inventories run out. For subsequent arrivals at fish farming nodes, the latest possible
arrival is the last departure time plus the time it takes to consume all feed. Similarly for
the feed production facilities, the latest possible time for the first arrival is the moment
when inventory levels are maxed out, and the latest possible time for subsequent arrivals
are the last departure time, plus the time it takes to fill the inventory again.

5.4.2 Sub-tour elimination constraints

Sub-tour elimination constraint are used in Vehicle Routing Problems, but may also be
used in Inventory Routing Problems in order to tighten constraints. Formulations of sub-
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tour elimination constrains for the fish feed distribution problem is defined as follows
(Adulyasak et al., 2015).∑

(i,m)∈N

∑
(j,n)∈N

ximjnv ≤ |N | − 1, N ⊆ Hv ×Miv, v ∈ V (35)

A stricter alternative can be formulated by aggregating the ships into one constraint.∑
v∈V

∑
(i,m)∈N

∑
(j,n)∈N

ximjnv ≤ |N | − 1, N ⊆ HT ×MT i (36)

5.4.3 Tightening constraints by dynamic cut in branch-and-bound

Clique inequalities was introduced in Agra et al. (2014) for maritime applications. By
applying clique inequalities we are able to exclude conflicting routing combinations. The
following pairs of binary variables are defined such that only one variable in each pair
can be set to 1 for each solution, while the remaining variable have to be set to 0. The
conflicting routing combinations include the following:

ximjnv and xjnimw where (i,m), (j, n) ∈MT i, v, w ∈ V
ximjnv and xjmkow where (i,m), (j, n), (k, o) ∈MT i, v, w ∈ V
xjnimv and xkoimw where (i,m), (j, n), (k, o) ∈MT i, v, w ∈ V
xjnimv and ximjow where (i,m), (j, n), (j, o) ∈MT i|n > o, v, w ∈ V
xjnimv and ximkow where (i,m), (j, n), (k, o) ∈MT i, v, w ∈ V |v 6= w

The first conflict implies that if an arc is used, the arc representing the opposite way of
traveling can not be used, as that would imply traveling back in time. This is because a
arrival at a port is tied to a variable indicating a specific time. The second conflict implies
that one can not go from one location to more than one other. The third conflict implies
that you can only come from one location when you go to any other. The fourth conflict
implies that you can not come to a location and then visit the same location with a lower
arrival number. The fifth conflict implies that when arriving at node with a ship, the same
ship will have to leave the node.

5.5 Comprehensive model

While no model is perfect, a comprehensive model is shown in Appendix A3. It includes
the modelling of different products, compartments and compartment washing. With a
high number of fish farming location, this model would consist of too many variables to
be solved in a feasible time-frame. The model in Appendix A3 is left as an example of a
formulation that may be solved in the future if computational resources is substantially
increased, or more efficient heuristics are developed.
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The optimization model in Appendix A3 is based on the IRP models of Santosa et al.
(2016), but restrictions for inventory levels at the end of the planning period are added.
The nature of the IRPs tens to defer as many deliveries as possible to the next planning
period. Without modifications to the problem, one might end up with inventory levels
running low, before one is able to serve all locations in the next planning period.

5.6 Discussion

The models defined in this section provides the fish farming company Mowi with a tool
that can be utilized in order to optimize routing and scheduling of ships, while at the same
time ensuring that inventory levels stays above a predefined limit. The value provided for
the fish farming company is mainly related to the reduced fuel consumption brought by
optimal routing of the ships and the non-zero inventory levels, that ensures continuous
feeding and growth of fish.

Choosing to formulate the model as an IRP, as compared to a VRP increases the com-
putational complexity significantly. This also increases the expected computational time,
which is likely to reduce the practical applications of the model. In the fish farming in-
dustry, time is often a critical factor and unforeseen events may demand quick decision
making. Thus a too complex model may be of little value.

In order to keep the complexity of the model at a reasonable level, simplifications as single
compartment and single product implementation have been used. As the scheduling and
routing are given by the model, the optimal loading of products in the different compart-
ments of the ships can be carried out based on these results. As there are few restrictions
on which compartment can handle which feed type, this is not likely to limit real life
operations.

The most significant simplifications in order to reduce the complexity of the problem in-
clude the clustering of the nodes. The clustering of nodes reduces the number of possible
arcs that can be utilized by the ships, and thus also reduces the number of variables in
the problem.

As opposed to most other IRP models found in research literature, external deliveries
are implemented as an option for each fish farm. Also independent constants are added
for inventory level restrictions at the end of the planning period in order to avoid end of
horizon effects. The consumption scenarios carried out in the computational study shows
the economic benefits of using external vessels to serve remote locations.
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6 Decomposition

Decomposition of optimization problems have been used in order to solve complex prob-
lems, by dividing them into sub-parts where only some of the constraints and variables
are considered in each part. A Master problem is then solved with input from the already
solved sub-problems.

Christiansen (1999) successfully applies a decomposition approach in order to solve an
inventory routing problem of similar structure to the problem presented in this thesis.
The main ideas for the decomposition is reused in this thesis.

6.1 Dantzig-Wolfe Decomposition Theory

A linear programming problem on the following form may be solved using Dantzig-Wolf
decomposition.

min c′1x1 + c′2x2 (37)

such that

L1x1 + L2x2 = b0 (38)

M1x1 = b1 (39)

M2x2 = b2 (40)

x1, x2 = b2 (41)

The problem can be reformulation, such that the new problem have fewer equality con-
straints, but more variables. We start by defining Pi in equation (42).

Pi = {xi ≥ 0|Mixi = bi}, i = 1, 2 (42)

If P1 and P2 are non-empty, the problem can be rewritten as in shown in equation (43)-
(45).

min c′1x1 + c′2x2 (43)

such that

L1x1 + L2x2 = b0 (44)
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x1 ∈ P1, x2 ∈ P2 (45)

For i=1,2, we define xji , j ∈ Ji as the extreme points of Pi and wki , k ∈ K as the extreme
rays of Pi. By the Resolution Theorem of Hermann Minkowski (Bertsimas and Tsitsiklis,
1997) it can be seen that any element xi of Pi can be formulated as shown in equation
(46)-(49).

xi =
∑
j∈Ji

λjix
j
i +

∑
k∈Ki

θki w
k
i (46)

were

∑
j∈Ji

λji = 1, i = 1, 2 (47)

λji ≥ 0, i = 1, 2, j ∈ Ji (48)

θki ≥ 0, i = 1, 2, k ∈ Ki (49)

Thus the initial problem can be stated on the form shown in equation (50)-(55).

min
∑
j∈J1

λj1c
′
1x
j
1 +

∑
k∈K1

θk1c
′
1w

k
1 +

∑
j∈J1

λj2c
′
2x
j
2 +

∑
k∈K2

θk2c
′
2w

k
2 (50)

such that

∑
j∈J1

λj1L
′
1x
j
1 +

∑
k∈K1

θk1L
′
1w

k
1 +

∑
j∈J1

λj2L
′
2x
j
2 +

∑
k∈K2

θk2L
′
2w

k
2 = b0 (51)

∑
j∈J1

λj1 = 1 (52)

∑
j∈J2

λj2 = 1 (53)

λji ≥ 0, ∀i, j (54)

θki ≥ 0, ∀i, k (55)

By defining the dual variable for the first equality constraints as q, and defining the dual
variables associated with the convexity constraints as r1 and r2 respectively, the function
for reduced cost can be found. As the cost coefficient of a variable λji is given by c′ix

j
i , the

reduced cost of the λji variables for the respective subproblems is given as follows:

c′1x
j
1 − q

′L1x
j
1 − r1 (56)
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c′2x
j
2 − q

′L2x
j
2 − r2 (57)

In a similar fashion the reduced cost for the θki variables respectively is given as follows:

c′1w
j
1 − q

′L1w
j
1 (58)

c′2w
j
2 − q

′L2w
j
2 (59)

It can be noted that the ri variables are not included in these formulations for reduced
costs as there are no convexity constraints for the θki variables.

Instead of evaluating the reduced cost for every variable, a linear programming problems
can formulated on the form

min c′ix
j
1 − q

′Lix
j
i (60)

such that

xi ∈ Pi (61)

for each of the subproblems. These may be solved by simplex or other optimization
algorithms. Three different alternatives have to be considered.

• The optimal cost is −∞. In this case the optimization will yield an extream ray wki
and the reduced cost of θki is negative, and the associated column will be generated.

• The optimal cost is finite and less than ri. In this case the optimization will yield an
extreme point xji and the reduced cost of λji is negative, and the associated column
will be generated.

• The optimal cost is finite and greater or equal to ri. In this case the reduced cost
for both the θki and λji variables are nonnegative.

If a variable of reduced cost is found, the associated column will enter the basis in the
master problem, which is then resolved in order to generate new dual variables.

6.2 Model reformulation

The arc-load formulation presented in section 5.2 is used as a starting point for the de-
composition. The arc-load problem can be divided into one sub-problem representing the
harbour inventory problem and one sub-problem representing the ship routing problem.
In addition to these sub-problems, a master problem have to be formulated in order to
ensure that the solutions found for the sub-problems are compatible with each other and
the coupling constraints defined in the original arc-load formulation.
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When decomposing the arc-load problem, the problem does not fall apart naturally for all
constraints and variables. The variable tSim is governing the loading or discharge time at
a given harbour, while simultaneously being related to all the ships. The variable qimv is
governing the load or discharge from a given ship, while simultaneously being related to
a specific harbour. This is handle by adding coupling constraints.

tSim −
∑
v∈V

timv = 0 (62)

qim −
∑
v∈V

qimv = 0 (63)

Thus, the constraints can be modified and separated into ship routing constraints, harbour
inventory constraints and common constraints.

6.2.1 Ship Routing Constraints

Wimv +
∑
j∈Hv

∑
n∈Mjv

xjnimv −
∑
j∈Hv

∑
n∈Mjv

ximjnv − zimv = 0,∀v ∈ V, i ∈ Hv,m ∈Miv (64)

ximjnv(limv + Jjqjnv − ljnv) = 0,∀v ∈ V, (i,m, j, n) ∈ Av (65)

Equation 65 can be linearized as shown in equation 66 and 67:

limv + Jjqjnv − ljnv + CAPv ximjnv ≤ CAPv ,∀v ∈ V, (i,m, j, n) ∈ Av (66)

limv + Jjqjnv − ljnv − CAPv ximjnv ≥ −CAPv , ∀v ∈ V, (i,m, j, n) ∈ Av (67)

limv −
∑
j∈Hv

∑
n∈Mjv

CAPv xjnimv ≤ 0, ∀v ∈ V, i ∈ Hv,m ∈Miv (68)

qimv −
∑
j∈Hv

∑
n∈Mjv

QMAX
imv xjnimv ≤WimvQ

MAX
imv ,∀v ∈ V, i ∈ Hv,m ∈Miv (69)

In order to keep the variables in the subproblems separated, the yim variable in ? is
replaced by a xjnimv variable with the opposite sign, reflected the definition of yim being
1 when no ships arrive at the given node, and 0 otherwise.∑

v∈V
qimv −

∑
v∈V

∑
j∈Hv

∑
n∈Mjv

QMIN
imv xjnimv ≥ 0, ∀i ∈ HT ,m ∈MT i (70)

ximjnv(t
E
im + TSijv − tjn) ≤ 0,∀v ∈ V m(i,m, j, n) ∈ Av (71)

Equation 71 can be linearized as shown in equation 72

(tEim + TSijv − tjn) +Mximjnv ≤M,∀v ∈ V m(i,m, j, n) ∈ Av (72)
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In addition we transform constraint into a ship dependent constraint for time windows

∑
j∈HT

∑
n∈MTi

TWS
im xjnimv ≤ tSimv ≤

∑
j∈HT

∑
n∈MTi

TWE
im xjnimv,∀v ∈ V, i ∈ HT ,m ∈MT i (73)

6.2.2 Harbour Inventory Constraints

The first two constraints are duplicates, appearing in both the ship routing constraints
and the harbour investory constraints:

qim −QMAX
im yim ≤

∑
v∈V

WimvQ
MAX
imv ,∀i ∈ Hv,m ∈Miv (74)

qim +QMIN
im yim ≥ QMIN

im , ∀i ∈ HT ,m ∈MT i (75)

yim − yi(m−1) ≥ 0, ∀i ∈ HT ,m ∈MT i (76)

In constraint 77 the qimv variable is substituted with qim.

tSim + TQi qim − t
E
im = 0,∀i ∈ HT ,m ∈MT i (77)

tSim − tEi(m−1) + TBi yim ≥ TBi ,∀i ∈ HT ,m ∈MT i (78)

TWS
im ≤ tSim ≤ TWE

im , ∀i ∈ HT ,m ∈MT i (79)

In constraint 80 the qimv variable is substituted with qim.

sSim − Jiqim +Rit
E
im −RitSim − sEim = 0, ∀i ∈ HT ,m ∈MT i (80)

sEi(m−1) +Rit
S
im −RitEi(m−1) − sSim = 0,∀i ∈ HT ,m ∈MT i (81)

SMIN
i ui ≤ sSim ≤ SMAX

i ,∀i ∈ HT ,m ∈MT i (82)

SMIN
i ui ≤ sEim ≤ SMAX

i ,∀i ∈ HT ,m ∈MT i (83)

SEMIN
i ui ≤ sEim +Ri(Tui − tEim) ≤ SMAX

i ,∀i ∈ HT ,m ∈ |MT i| (84)

SSi +Ri(t
E
i1) = sSi1, ∀i ∈ HT (85)
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6.2.3 Common Constraints∑
v∈V

∑
j∈Hv

∑
n∈Mjv

xjnimv + yim +
∑
v∈V

Wimv = 1,∀i ∈ HT ,m ∈MT i (86)

tSim −
∑
v∈V

timv = 0 (87)

qim −
∑
v∈V

qimv = 0 (88)

6.3 Dantzig-Wolfe Decomposition

By applying a Dantzig-Wolfe decomposition approach, the common constraints establish
the master problem. The ship routing constraints does not include interactions between
the ships, an the harbour inventory constraints does not include interactions between the
harbours. Thus the sub-problems for each ship and each harbour can be solved indepen-
dently. For each ship routing problem, a feasible route have to be defined. By defining
Ximjnvr as the amount of feed carried by ship v on route r between node (i,m) and node
(j,n), Qimvr as the feed loaded or discharged by ship v on route r at node (i,m), and Timvr
as the start time for loading or discharge by ship v on route r at node (i,m), the ship
routes are defined.

Similarly to the routes r for the ship routing problem, visiting sequences s are defined for
the harbours. The sequences are defined by the variables Tims, Qims and Yims. Tims is
defined as the starting time of feed loading or discharge at node (i,m) in sequence s. Qims
is defined as the amount of feed loaded or discharged at node (i,m) in sequence s. Yims is
equal to 1 if node (i,m) is not visited on sequence s and 0 otherwise.

By defining Sλ
1

v as the feasible corner point solutions for the sub-problem for ship v, all
solutions for ximjnv, timv and qimv satisfying the ship routing constraints, can be expressed

as convex combinations of Sλ
1

v . ximjnv must remain binary. Thus, the the following
relations is established.

ximjvn =
∑
r∈Sλ1v

Ximjnvrλ
1
vr, ∀v ∈ V, (i,m, j, n) ∈ Av (89)

ximjvn ∈ 0, 1, ∀v ∈ V, (i,m, j, n) ∈ Av (90)

qimv =
∑
r∈Sλ1v

Qimvrλ
1
vr, ∀v ∈ V, i ∈ Hv,m ∈Miv (91)

timv =
∑
r∈Sλ1v

Timvrλ
1
vr, ∀v ∈ V, i ∈ Hv,m ∈Miv (92)
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∑
r∈Sλ1v

λ1vr = 1,∀v ∈ V (93)

λ1vr ≥ 0, ∀v ∈ V (94)

The number of harbour arrivals at node (i,m) on route r by ship v can be defined as Bimvr.
If Bimvr =

∑
j∈Hv

∑
n∈Mjv

Xjnimvr, routes where Bimvr ∈ {0, 1} are considered feasible.

By defining Sλ
2

i as the feasible corner point solutions for the sub-problem for harbour i,
all solutions for yim, tim and qim satisfying the ship routing constraints, can be expressed
as convex combinations of Sλ

2

i . yim must remain binary. Thus, the the following relations
is established.

yim =
∑
s∈Sλ2i

Yimsλ
2
is,∀i ∈ HT ,m ∈MT i (95)

yim ∈ 0, 1, ∀i ∈ HT ,m ∈MT i (96)

qim =
∑
s∈Sλ2i

Qimsλ
2
is, ∀i ∈ HT ,m ∈MT i (97)

tim =
∑
s∈Sλ2i

Timsλ
2
is, ∀i ∈ HT ,m ∈MT i (98)

∑
s∈Sλ2i

λ2is = 1, ∀i ∈ HT (99)

λ2is ≥ 0, ∀i ∈ HT , s ∈ Sλ
2

i (100)

By substituting the the relations from equation 89-100 in the common constraints defined,
the master problem is transformed into a problem with decision variables λ1vr and λ2is, as
shown below.

minz =
∑
v∈V

∑
r∈Sλ1v

CTvrλ
1
vr (101)

∑
v∈V

∑
r∈Sλ1v

Bimvrλ
1
vr +

∑
s∈Sλ2i

Yimsλ
2
is +

∑
v∈V

Wimv = 1,∀i ∈ HT ,m ∈MT i (102)

∑
v∈V

∑
r∈Sλ1v

Qimvrλ
1
vr −

∑
s∈Sλ2i

Qimsλ
2
is = 0, ∀i ∈ HT ,m ∈MT i (103)

∑
v∈V

∑
r∈Sλ1v

Timvrλ
1
vr −

∑
s∈Sλ2i

Timsλ
2
is = 0,∀i ∈ HT ,m ∈MT i (104)
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∑
r∈Sλ1v

λ1vr = 1,∀v ∈ V (105)

∑
r∈Sλ2i

λ2is = 1, ∀i ∈ HT (106)

λ1vr ≥ 0, ∀v ∈ V, r ∈ Sλ1v (107)

λ2is ≥ 0, ∀i ∈ HT , s ∈ Sλ
2

i (108)

∑
r∈Sλ1v

Ximjnvrλ
1
vr ∈ {0, 1}, ∀v ∈ V, (i,m, j, n) ∈ Av (109)

6.4 Column generation

By generating all the feasible solutions for ship routes and harbour visiting sequences, the
master problem could be solved to optimality in order to find the optimal solution for the
problem. However, the number of extreme points and rays is usually growing exponen-
tially with an increasing number of constraints and variables. Since the we are restricted
by computer memory it would be impossible to store all feasible ship routes and harbour
visiting sequences for larger problems. It would also take an extremely long time even
to generate all feasible routes. In order to these restrictions, a decomposition algorithm
with delayed column generation can be applied. The delayed column generation ensures
that columns are generated only after being proven to have a negative reduced cost and
is about to enter the basis. The subproblems can therefore be treated as search methods
in order to find the columns of reduced negative cost.

When the subproblems are solved and have found columns with negative reduced cost,
the columns are added to the master problem, which is then resolved in order to generate
new dual variables. The dual variables are then used in order to generate a new objectives
for the subproblems, such that new columns of reduced negative cost can be found. This
procedure continues until all no columns of negative reduced cost exists.

The dual variables from the master problem have to be defined for every constraint. The
dual variables DV

im, DQ
im, DT

im, Dλ1
v , Dλ2

i are defined for constraint (102)-(106). Thus, the
reduced cost for the ship routing subproblem can be formulated as

CSRvr = Cvr−
∑
i∈HT

∑
m∈MTi

BimvrD
V
im−

∑
i∈HT

∑
m∈MTi

QimvrD
Q
im−

∑
i∈HT

∑
m∈MTi

TimvrD
T
im−Dλ1

v

(110)
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while the reduced cost for the harbour visiting sequence subproblem can be formulated as

CHVis = Cis −
∑

m∈MTi

YimsD
V
im −

∑
m∈MTi

QimsD
Q
im −

∑
m∈MTi

TimsD
T
im −Dλ2

i (111)

6.5 Subproblems

The subproblems are solved in order to generate columns of negative reduced cost. Both
the ship routing subproblem and the harbour visiting sequence subproblem can be defined
as shortest path problems solved by dynamic programming algorithms.

An easier structure of the subproblems can be obtained by discretizing load quantities. In
the ship routing subproblem different nodes can be formulated for each predefined load
quantity, while in the harbour visiting sequence subproblem nodes are generated for the
cumulative load quantity.

6.5.1 Ship routing subproblem

The ship routing subproblems is solved in order to find the route of least cost. Constraints
concerning routing are placed in this subproblem. In addition the loading and discharge
quantities have to be considered, as the ships are subject to capacity constraints. As
no constraints covers more than one ship, the subproblems for each ship can be solved
independently.

min
∑
i∈HT

∑
m∈MTi

∑
j∈HT

∑
n∈MTi

Cijvximjnv −
∑
i∈HT

∑
m∈MTi

∑
j∈HT

∑
n∈MTi

ximjnvD
V
im

−
∑
i∈HT

∑
m∈MTi

qimvD
Q
im −

∑
i∈HT

∑
m∈MTi

timvD
T
im

(112)

It can be be seen that equation (112) does not include the term Dλ1
v found in equation

(110). Dλ1
v is a constant in the subproblem and will not influence the optimal solution.

Thus, a given ship route is only implemented in the master problem if the objective is less
than Dλ1

v .

6.5.2 Harbour visiting sequence subproblem

Since no constraints cover more than one port, the harbour visiting sequence subproblems
can be solved independently for all harbours. Load and time information is not given in
advance when solving the subproblems, while the dual variables from the master problem
remains constant. The objective function of harbour visiting sequence subproblem can
thus be formulated
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min −
∑

m∈MTi

yimD
V
im −

∑
m∈MTi

qimD
Q
im −

∑
m∈MTi

timD
T
im (113)

It can be be seen that equation (113) does not include the term Dλ2
i found in equation

(111). Dλ2
i is a constant in the subproblem and will not influence the optimal solution.

Thus, a given sequence is only implemented in the master problem if the objective is less
than Dλ2

i . It can also be seen that there is no real cost to the transportation problem.
Only the cost associated with the dual variables make up the reduced cost, and thus the
subproblem objective.

6.6 Discussion

The Dantzig-Wolfe decomposition is widely used in large scale optimization problems. A
major advantage with the Dantzig-Wolfe decomposition approach is that the columns are
generated and added to the master problem only when proven to have a negative reduced
cost. Thus, problems of large size can be solved without being limited by memory re-
striction to the same extent as a simpler simplex based method would. The efficiency of
the Dantzig-Wolfe decomposition in terms of computational time is debated in litterateur.
While Bertsimas and Tsitsiklis (1997) claims there are usually only minor improvements
in computational time as compared to a simplex based algorithms,Christiansen (1999)
claims to have significantly reduced computational time using this approach for an IRP.
Improved solution time would enhance the applicability of a optimization tool for fish
farmers, as decisions often have to be settled rapidly. Savings in computational time is
also essential in order to minimize costs of running the model.

While Christiansen (1999) introduces the coupling constraints and the model for the mas-
ter problem used in the Dantzig-Wolfe decomposition proposed here, additional work have
been done by stating the objectives for the subproblems and the use of dual variables from
the master problem in said objectives. In addition the option to select starting nodes are
added. As no branch-and-bound system based on the underlying variables are imple-
mented, the Dantzig-Wolfe decomposition is not tested in the computational study.
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7 Clustering of nodes

As the IRP model represents a NP-hard problem, the complexity of the problem increases
exponentially as the number of nodes increase. Modelling all the 150 fish farming locations
that Mowi have along the Norwegian coast would lead to a problem formulation that is
practically impossible to solve to the global optimum. Even finding feasible solutions
would be resource intensive, and thus it would also be difficult to find upper bounds
on the minimization problem. In order to limit the number of variables in the problem,
clustering of nodes is applied. This approach is realistic, as ships often visits nodes that are
close to each other when sailing. By clustering nodes, one limits the number of variables
in the system, making it easier to find good bounds for the problem. Better bounds
limits the integrality gap. However, in order to obtain realistic results when modelling,
careful considerations have to be taken into account when determining the the size and
composition of clusters.

7.1 Clustering methods

Theoretical or manual clustering methods can be used in order to generate suitable clus-
ters. Haugland and Thygesen (2017) provides a overview of the of most used clustering
methods and a review of their key findings is following.

7.1.1 Theoretical clustering

MacQueen et al. (1967) formally introduced the k-means method for clustering of nodes,
but the idea was first presented in Steinhaus (1956). This clustering method is one of the
most popular in clustering and also one of the most used methods in data mining today.
The aim of the method is to partition n nodes into k clusters, such that each node is
partitioned into the clusters with the nearest mean.

While similar to the k-means method in the sense that n nodes are clustered into k clus-
ters, the k-median differs in the way that each node is assigned to the closest median of a
given cluster instead of the mean. This makes the method more resilient to outlier nodes
that can shift the the center of the cluster substantially (Whelan et al., 2015).

Hierarchical clustering is a method that work by adding the node that is closest to a
cluster into the given cluster. The method starts out with all nodes defined a cluster and
runs until the desired number of clusters is reached or until there is only one cluster left.

7.1.2 Manual clustering

As the Norwegian coast line is uneven, with many fjords and island, the sailing distance
between locations may not be equal to the most direct path between the points. Such
uneven conditions make theoretical approaches less suitable. Thus manual clustering may
be seen as a useful alternative. Manual clustering approaches can be carried out by simply
looking at the map and selecting clusters based on wanted criteria.
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One way of manually clustering the nodes is to divide the Norwegian coast into regions,
divided from south to north. As the Norwegian coast may be seen as a continuous line
from south to north, the regions can simply be split by drawing latitudinal lines limiting
the regions. Alternatively, Mowi’s own region divisions can be used as shown in the figure
below. However, such a division leads to only 3 regions, which is not sufficient in order to
model the complexity and differences of the fish farms included in the regions.

Figure 9: Norwegian Regions for Mowi. Source: Marine Harvest (2018b)

The Government of Norway have decided to make so called production zones along the
coast to reduce the risk of disease spreading and genetic impact on wild fish from escaped
farmed fish (Lekve, 2016). The Institution of Ocean Research and The Norwegian Direc-
torate of Fisheries was asked to come up with a proposal for how this could be done. In
Ådlandsvik (2015), it was proposed to divide the Norwegian coast into 11 to 13 production
zones.
In the report, a influence matrix that showed the potential contamination between fish
farming locations were used in order to generate the production zones.

A third manual clustering method is to group farms that are close to each other. As fish
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Figure 10: Production zones. Black lines divide the production zones. Green lines separate
the counties. Nodes in every other zone are red and blue respectively. Source: Ådlandsvik
(2015)

farming is mostly done in shielded locations less subject to hash weather, the fish farms
for given companies are often naturally clustered into smaller areas as fjords or islands
shielding the locations. By using these clusters, one is able to model the problem in a
realistic way, as the clusters are often subject to the same temperature and weather, thus
keeping the consumption rates fairly similar among the locations in the clusters. The
downside to using this method, is that it is hard to model with computer algorithms and
have to be modelled manually, witch can be time consuming.
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7.2 Implementation of clustering methods

7.2.1 Production zones

By using the production zones defined in Ådlandsvik (2015), the clusters can be made by
assigning the given fish farms operated by Mowi in the area to the respective cluster. The
center of each cluster can then be calculated as the average of the locations for the nodes in
the cluster. While the implementation of these production zones may limit what ship can
sail within each cluster, the importance of having defined these clusters gain substantial
importance. In the future the fish farming companies may be subject to regulations forcing
the companies to have depots within each sector. If these regulations are enforced, only
minor changes have to be made for the IRP model already defined, as we can model the
depots as consumption nodes.

7.2.2 Natural selection

As the natural methods are based on manually selection nodes in a strategic way, this
process can be time consuming. By laying out a map and selecting nodes for each cluster,
cluster by cluster, one is able to obtain a fairly good solutions that take fjord, islands and
other obstacles into account. This operation was performed in Haugland and Thygesen
(2017), and yielded the result as shown in the figure below:

Figure 11: Natural selection of clusters. Source: Haugland and Thygesen (2017)
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7.2.3 K-Means Algorithm

The simplicity of the k-means algorithm, makes it easy to implement with a computer
programming language. The algorithm also works well with large data sets, allowing fast
computation times, even with a high number of fish farms as input data. MATLAB has a
built in function named kmeans, that performs the k-means clustering of nodes given by
input data. It returns a vector containing cluster indices of each node, the location of the
cluster centers and the distance from each node to its respective cluster center.

7.3 Estimation of Parameters

When nodes have been clustered, a set of parameters have to be estimated for the new
system of clusters. The two most important parameters are the distance between clusters
and the internal sailing distance in the clusters.

7.3.1 Estimation of Distance between Clusters

The fish farms are located at various locations along the Norwegian cost-line. Many of
the fish farms are located in fjords, and islands and shallow waters restricts vessels from
sailing in straight lines when travelling between fish farms. More sophisticated methods
therefore have to be applied when estimating travelling distances between clusters. Also
where to set the location of a cluster is a challenge, as there are multiple nodes of different
locations inside each cluster.

There are multiple ways to set the location of cluster. One way is to take the average of all
node locations. This can either be done giving all nodes an equal weighting or the average
may include different weights depending on the consumption at each node. These can both
include new challenges, as the average may be on land or other areas inaccessible to the
vessel. Another approach is to make the first farm that is visited in a cluster a supernode,
such that the location of the cluster as a whole is set to the same location as the supernode.

Regardless of the approach is used to set the location of the cluster, the main problem is
still to find the sailing distance between clusters. The data used for calculations in this
thesis is based on sailing distances generated by Searoutes.com. Searoutes allows the user
to manually select start and ending positions for ships with a user-friendly interface and
generates feasible routes for sailing. However, it should be noted that these estimates are
not necessarily 100% accurate, and ship captains with knowledge about the local sailing
areas should be consulted when generating actual route estimates.

7.3.2 Estimation of Internal Sailing Distances in Clusters

As nodes inside a cluster are not necessarily in close proximity to each other, sailing be-
tween the nodes internally in a cluster have to be accounted for. The internal sailing can
be modelled as travelling salesmen problems, with only the nodes in the cluster considered.
While this would yield accurate results, it is also very time consuming. As multiple test
cases are considered in this thesis, a simpler method is considered. Coordinates for cluster
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centers are generated and coordinates for nodes are known. Thus, the distance between
cluster centers and individual nodes can be calculated. For each cluster the distances be-
tween cluster centers and individual nodes are summarized. As the summarized traveling
distances is a clear overestimate relative to the actual traveling distance, the summarized
distances between cluster centers and individual nodes are divided by 2.

Figure 12: Estimate for internal sailing distance

7.4 Inventory Restrictions for Clustered Customers

When aggregating the customer nodes, a number of problems have to be handled. The
first one is the consumption rate. The consumption rate of the cluster can be modelled as
the sum of the consumption at all the nodes in the cluster. A more complex problem to
handle is the inventory levels and the timing of the feed discharge. While also the inven-
tory levels for a cluster can be modelled as the sum of inventory for the customers in the
cluster, this approach does not take into account that a given customer in the cluster can
run out of inventory before the cluster as a whole, the sum of inventory for all customers
in the cluster, runs out of inventory. This can be handled by different strategies with
modifications to the model and by setting a number of assumptions.

One strategy to ensure that inventory restrictions are satisfied for all customers when
clustered, is to assume a equal consumption adjusted feed discharge for all customers in a
cluster. We define i as single customers and Gk as the set of customers in cluster k. Thus,
formally we have that

qinv
Ri

=
qjnv
Rj

,∀i, j ⊆ Gk, v ∈ V, n ∈MTi. (114)

If it is further assumed that the consumption adjusted capacity and initial inventory for
all customers in a cluster is equal, formally

SSi
Ri

=
SSj
Rj

,∀i, j ∈ Gk, v ∈ V, n ∈MT i (115)
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and

SMAX
i

Ri
=
SMAX
j

Rj
, ∀i, j ∈ Gk, v ∈ V, n ∈MT i (116)

then it can ensured that no single customer runs out of inventory, by setting a minimum
inventory level for the cluster as a whole. If Akv is a set of arcs that are sailed internally in
cluster k by vessel v such that each customer is visited exactly once, e represents the last
visited customer in the set Gk and Aev is the arc out from the last customer, the minimum
inventory level for the cluster have to be set according to equation (117) when the first
discharge operation starts, in order to ensure that no customers run out of inventory.

SMIN
k ≥ (

∑
i∈Gk

Ri) · (
∑

i∈Gk−e

TQi qinv +
∑

i,j∈Akv−Aev

TSijv) (117)

With this additional constraint for minimum inventory, constraint 17 from the original
problem formulation is still sufficient to ensure that no customers are running out of in-
ventory, even for an aggregated version of the problem.

7.5 Dis-Aggregation and Post-Processing

If the visiting orders internally in clusters are known, a feasible solution with each single
fish farm can be generated. With such a solution available, this can be used as a start-
ing point for further optimization. The initial solution can be implemented as hints in
solvers. The commercial solver Gurobi added the possibility to use variable hints in ver-
sion 6.5. The hints affects the heuristics that the commercial solver applies when solving
an optimization problem (Gurobi Optimization, 2018). For mixed-integer problems the
commercial solver also uses the hints for the branching decisions when exploring the search
tree. High quality hints will lead to high quality solutions being found faster. While hints
of low quality will lead to wasted some efforts, performance will likely not be severely
impacted, as the algorithms goes on to explore different solutions. MIP Starts can also be
applied in commercial solvers as Gurobi, but differs from variable hints in the way that
they try to generate a single feasible solution, as opposed to the hints that impact the
entire solution process. While these strategies will not be tested in this thesis, it is an
interesting field for further studies.
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8 Implementation and Solution Methods

This section will be focused on possible ways to implement and solve the IRP that is
formulated. A method for implementing the problem on matrix form and possible solution
methods are discussed.

8.1 Rewriting Problem on Matrix Form

The mathematical formulation given in section 5.2 needs to be implemented in a formal
programming language in order to solve the problem. The arc-load problem is rewritten
on the matrix form

min cTx (118)

such that
Ax ≤ b (119)

Aeqx = beq, (120)

with a script made in MATLAB. The script can be found in Appendix A5. A similar script
for the arc-flow model can be found in Appendix A6. Here the variables are defined as x,
and when multiplied with c, this represents the objective function. Matrices A and Aeq

represents all the variable multipliers in the constraints in the model formulation. Each
row in the matrices represents one constraint and each column represents the constants
multiplied with the variable of the same number. The vectors b and beq represents the
constant in each constraint. Thus the number of columns in the A and Aeq matrices is
equal to the number of variables.

By implementing the script on matrix form, it is easy to apply different computer algo-
rithms to solve the problem. In addition, the problem can be solved using commercial
solvers, as shown in section 8.3.

The implementation of the matrix form is done by first assigning a number for each vari-
able. The total number of variables is dependent on the number of ships, clusters, possible
arrivals at each cluster and the possible arcs that are feasible. In the matrix implemen-
tation, travel between all nodes have been considered feasible, thus yielding a number of
variables that are only dependent on number of ships, clusters, possible arrivals at each
cluster.

When all variables are assigned a given index number, the script continues by generating
the vector c for the objective function, before all constraints are implemented by assigning
values to the matrix A and the vector b. Also an equality or inequality characterization is
assigned for each constraint. At the end the variables are assigned a variable type char-
acterization, set to either binary, continuous or integer.
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8.2 Branch-and-bound

A general branch-and-bound algorithm for solving mixed integer problems with binary
variables was implemented in MATLAB, as seen in Appendix A7. The model input is
the same model as generated for Gurobi solver, as shown in Appendix A5. The algorithm
works by linear relaxation of the problem, where binary variables are replaced with con-
tinuous variables and new constraints limiting the feasible range of the variable from 0 to
1. The Gurobi solver is then used solely for solving the linear relaxation, and branches
are made by splitting the feasible region based on the first variable number in the solution
that fails to comply with the binary constraint. For each iteration a branch is checked
against the upper and lower level bounds found for the problem. Infeasible solutions and
solution of linear relaxations lower than upper bounds found, are discarded. The algorithm
can run for a given number of iterations, time or until the upper bound is equal to the
lower bound. If the upper bound is equal to the lower bound, the optimal solution is found.

The algorithm applies a breadth-first search, that explores all non-discarded nodes at a
given depth before moving on to the next depth in the tree. Other implementations may be
considered better, as a depth-first approach will be better for problems were heuristics are
not used to provide initial solutions. The depth-first algorithm will usually be able to find
a feasible solution quicker, and therefore also obtain a upper bound on the minimization
problem quicker (Mehlhorn and Sanders, 2008).

Figure 13: Breadth first search visualized. Numbers in chart represents the order of which
the calculations are performed.

As the computational performance of the simple branch-and-bound is not comparable to
commercial solvers, the simple branch-and-bound algorithm is not included in the com-
putational study.
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8.3 Commercial Solvers

There exists hundreds of optimization solvers, and both free and open source, as well as
proprietary alternatives are available. Some solvers are more focused on certain types
of optimization problems. Some of the more known solvers used for integrer problems
includes FICO Xpress, Gurobi and CPLEX. As Gurobi offers easy access to academic
licences with an unrestricted number of constraints and variables, this is used in order to
solve the feed distribution problem. Gurobi is founded by former developers of the ILOG
group that developed significant parts of the CPLEX solver.

By inputting the matrices generated in MATLAB into Gurobi Optimizer 8.1, the problems
are solved. As Gurobi applies advanced heuristics, cutting plane-algorithms and branch-
and-bound in order to solve the optimization problem, the problem is solved in an effective
manner, making it very demanding to come up with more efficient algorithms. Gurobi is
used for all test cases in the computational study.
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9 Computational Study

The computational study includes results of computational time and integrality gaps for
combinations of test cases, model formulations and tightening constraints. Sections for
testing compatibility scenarios, consumption scenarios and robustness are also included.

9.1 Hardware

The algorithms used to solve the problem formulations have been run on a computer with
a 2.6GHz dual-core Intel Core i5 processor (Turbo Boost up to 3.1GHz), and 8GB of
1600MHz DDR3L memory.

9.2 Test instances

The test instances are named accord to the test case, model formulations and tightening
constraints used for the given test instances. The test case is made up of the number of
nodes and clustering method used in order to generate the test case.

Table 2: Abbreviations for test cases

Test case size Abbreviation

12 harbours 12
19 harbours 19
24 harbours 24

Clustering method

Natural N
Kmeans K

Production zones Z

Formulation

Arc-Load AL
Arc-Flow AF

Formulation Improvements

Standard Formulation S
Time windows TW

Sub-tour elimination ST
Sub-tour elimination Aggregated STA

Clique inequalities CI
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9.3 System Dimensions

The system dimensions used are based on data from Haugland and Thygesen (2017). It
should be noted that this data may be outdated. However, the input data gives a realistic
view of aquaculture operations and the parameters for systems included in the operations.

Mowi have a total of 4 vessels available, in addition to externally hired vessels. The 4
vessels are operated by Egil Ulvan Rederi, but is referred to as self-operated vessel later in
the computational study, in order to distinguish them from externally hired vessels. Two
of the vessels are LNG powered and have a cargo capacity of 3000 tonnes each. The other
two vessels are are running on an IFO-type of fuel, and have cargo capacity of 1500 tonnes
each. Fuel consumption for the vessels are estimated to 0.35 and 0.17 tonnes per hour for
the large and small ships respectively.

Table 3: Attributes of vessels
Attributes Vessel 1 Vessel 2 Vessel 3 Vessel 4

Fuel LNG LNG IFO IFO
Cargo capacity 3000 t 3000 t 1500 t 1500 t
Speed 13 knots 13 knots 10 knots 10 knots
Fuel consumption 0.35 t/h 0.35 t/h 0.17 t/h 0.17 t/h
Fuel price $260/t $260/t $310/t $310/t

Planning periods are set to one week. As fish farms are visited one to two times a week,
problems are kept at feasible test sizes that can be solved to near optimality. It also fits
well with the aim of making decision support tool for the operational stage of the planning.

Setting the number of possible arrivals correctly is a challenge when modelling the problem
as an IRP. A high number of possible arrivals will increase flexibility, but also increase
computational complexity. For the production zones test case a total of 5 possible arrivals
are used for the feed factory. Clusters with medium consumption above 2500 tonnes a
week are allowed 2 arrivals. Clusters that serves as the starting node of a vessel are allowed
2 arrivals, where one of the arrivals are the starting position itself. The vessels are allowed
to discharge feed at starting node. The rest of the clusters are allowed 1 arrival. For the
larger test cases, only 1 arrival is allowed at each cluster.

The staring positions of the vessels are spread out over the different regions, in order to
model a realistic scenario and avoid a queue for loading feed at the feed factory at the
start of the planning period. As the clusters locations differs between the different test
cases, the staring positions for the vessels will not be equal for all test cases. While this
can benefit costs for one test case over another, the effect should not be very large. For
the test cases, there are no restrictions setting the cargo levels at the start of the planning
period. Thus, the optimal solutions will naturally indicate that vessels are fully or near
fully loaded at the start of the planning periods.

For fish farms having to be served by external vessels, a fixed price $500 is added to the
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cost for the planning period. This cost represents the cost of hiring external vessels. In ad-
dition a cost of $1 is added for every tonnes that is delivered to the fish farm. The $1 cost
represents the marginal cost for feed, as feed usually have to be bought from external fish
feed producers when hiring external vessels. The unit cost of feed is usually higher when
bought from an external company, than the production cost at the self-owned feed factory.

The assumed demand at each cluster is directly proportional to the number of fish farms
in the cluster. A weekly demand of 100 tonnes of feed for every fish farm is assumed, with
the medium demand case. Thus, a cluster with 2 fish farms are modelled with a demand
of 200 tonnes, 3 fish farms gives 300 tonnes of demand and so on. Other consumption
scenarios are tested in section 9.9. Each fish farm is modelled with storage capacities of
300 tonnes. In reality this number usually varies between 200 tonnes and 800 tonnes per
fish farm.

The staring inventory levels are set to 40% of the storage capacity for the clusters. At
the end of the planning horizon the inventory levels have to be equal to or higher than
40%, in order to avoid end of horizon effects. The minimum inventory levels are set to
0 during the planning period, for the test cases. Other scenarios for minimum inventory
levels during the planning period are tested in section 9.10.

The travelling distances, both between clusters and internally in clusters, are given from
the clustering methods. Thus travelling times are dependent on the speed of the vessels.
Loading and discharge rates are set to 250 tonnes per hour. This is in line with the Mowis
new vessels that have an offloading capacity of 250 tonnes per hour, and a loading capacity
of 300 tonnes per hour. In order to avoid artificially small deliveries, a minimum discharge
quantity of 10 tonnes is set.
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9.4 Test Case - Production zones

There are a total of 11 production zones. All the fish farms in each production zone
are clustered and modelled as one harbour per production zone. As the factory is an
independent harbour, a total of 12 harbours are modelled.

9.4.1 Variables

The arc-flow formulation have a 1968 continuous variables before presolve, compared to
only 448 continuous variables for the arc-load formulation. The difference is due the num-
ber of limjnv variables are higher than the number of limv variables that are replaced.

Table 4: Variables for production zones test case
12Z-AL-S 12Z-AF-S

Continuous variables 448 1968
Continuous variables post presolve 184 1137
Binary variables 1712 1712
Binary variables post presove 1110 1109
Constraints 5300 3780
Constraints post presolve 3409 2320

Despite the increased number of variables, the number of constraints are much lower in arc-
flow formulation. Before presolve, the number of constraints for the arc-flow formulation is
3780, as compared to 5300 for the arc-load formulation. The lower number of constraints
is due to the replacement of constraint 5 found in the arc-flow formulation. Constraint 5
is implemented in the solver by linearizing the constraint into constraint 6 and 6. Both of
these constraints contains a number of sub-constraints equal to the number of possible arcs,
multiplied by the number of ships. The arc-flow formulation replaces these constraints by
a single set of constraints that does not need to be linearized. The lack of this linearization
in the model also limits the computational inefficiencies related to Big M formulations.
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9.4.2 Results

All model formulations for the production zones test case are solved to optimality before
the time limit of 1800 seconds is reached. As expected, all model formulations also gener-
ated the same solution.

Table 5: Results for the production zones test case

Instance Running Time Solution Bound Integrality Gap

12Z-AL-S 340s 13340 13340 0%
12Z-AL-TW 536s 13340 13340 0%
12Z-AL-ST 93s 13340 13340 0%
12Z-AL-STA 104s 13340 13340 0%
12Z-AL-CI 109s 13340 13340 0%

12Z-AF-S 30s 13340 13340 0%
12Z-AF-TW 43s 13340 13340 0%
12Z-AF-ST 67s 13340 13340 0%
12Z-AF-STA 33s 13340 13340 0%
12Z-AF-CI 46s 13340 13340 0%

While all model formulations are solved to optimality, the running time varies a lot be-
tween them. The arc-flow models are solved faster than the arc-load models for formulation
improvements tested. Among the arc-load formulations, the one with sub-tour elimina-
tion constraints is solved fastest, with a running time of 93 seconds. However, even this
formulation is solved slower than the slowest arc-flow formulation. The standard arc-flow
formulation is solved in 30 seconds, more than 11 times faster than the standard arc-load
formulation that is solved in 340 seconds. The standard arc-flow formulation is also the
formulation that is solved fastest among all tested.

The tightening of time windows is done by forcing all deliveries to happen during the first
6 days of the planning period. Both the arc-flow and the arc-load formulation has the
same solution being found with the tightened time windows and the standard formula-
tions. When adding the tightened time windows, the average fleet utilization increases
from 74% to 86%. However, the computational time increases in both cases.

Both the aggregated and split sub-tour elimination constraints improves the computa-
tional time of the arc-load formulation significantly for the test set with production zones.
The split sub-tour elimination constraints is the most efficient formulation improvement,
with a 73% reduction in computational time compared to the standard arc-load formula-
tion. For the arc-flow formulation neither the aggregated nor the split sub-tour elimination
constraints leads to improved computational times. The arc-flow formulation with split
sub-tour elimination constraints leads to a 123% increase in computational time as com-
pared to the standard arc-flow formulation.
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Similar to the sub-tour aggregation constraints, the clique inequalities improves the com-
putational time for the arc-load formulation, while it increases computational time for the
arc-flow formulation. For the arc-load formulation the computational time is reduced by
68%, to 109 seconds. For the arc-flow formulation the computational time is increased by
53%, to 46 seconds.

The solution for routing of the vessels are almost identical for all formulations. Since all
problems are solved to optimality with the same solution objective, the solutions only
differs by arrival times and load and discharge quantities. The same arcs are used by
similar sized vessels for all problem formulations. The routing shown in figure 14 have the
largest vessels, plotted with yellow and gray arcs, serve the southern and northern fish
farms. The small vessels mainly serve the fish farms close to the feed factory. The factory
is lables as node number 1, while node 2 is the northernmost fish farm, and node 12 is the
southernmost fish farms.

Figure 14: Routing for production zones test case. Nodes are denoted by node number.
Node locations are arbitrary and does not indicate the real locations of the nodes. Ships
are separated by arc colour.
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9.5 Test Case - Natural Selection

With the natural selection method, a total of 18 clusters of fish farms were selected. Each
cluster is modelled as one harbour per production zone. As the factory is an independent
harbour, a total of 19 harbours are modelled.

9.5.1 Variables

The arc-flow formulation have a 2328 continuous variables before presolve, compared to
only 480 continuous variables for the arc-load formulation. Similar to the production
zones test case, the difference is due to the number of limjnv variables being higher than
the number of limv variables that are replaced.

Table 6: Variables for natural selection test case

19Z-AL-S 19Z-AF-S

Continuous variables 480 2328
Continuous variables post presolve 211 1433
Binary variables 2065 2065
Binary variables post presove 1404 1404
Constraints 6358 4510
Constraints post presolve 4291 2930
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9.5.2 Results

None of the problem formulations for the natural selection test case are solved to optimal-
ity. The test instances are stopped manually after a running time of 1800 seconds. The
arc-flow formulation with aggregated sub-tour elimination constraints finds the best solu-
tion objective of $11 519, and also have the lowest integrality gap with 8.7%. Combining
the solution of the arc-flow formulation with aggregated sub-tour elimination constraints
with the bound of the standard arc-flow formulation, a integrality gap of 7.3% is obtained.

Table 7: Results for the natural selection test case

Instance Running Time Solution Bound Integrality Gap

19N-AL-S 1800s 16900 6771 59.9%
19N-AL-TW 1800s 15258 7039 53.9%
19N-AL-ST 1800s 12935 6243 51.7%
19N-AL-STA 1800s 12125 6802 43.9%
19N-AL-CI 1800s 12132 8161 32.7%

19N-AF-S 1800s 11723 10680 8.9%
19N-AF-TW 1800s 12213 10525 13.7%
19N-AF-ST 1800s 11519 9878 14.2%
19N-AF-STA 1800s 11519 10517 8.7%
19N-AF-CI 1800s 11859 10338 12.8%

The arc-flow formulation proves superior in every aspect, consistently yielding better solu-
tions and bounds, regardless of which formulation improvements are added. The standard
arc-load formulation provides a integrality gap of 59.9%, significantly more than the inte-
grality gap of 8.9% provided with the standard arc-flow formulation.

The arc-load formulation with tightened time windows yields a better solution and bound,
than the standard arc-load formulation. The lower bound of the arc-load formulation with
tightened time windows is less than the best solution found for any formulation, thus one
can not conclude whether the tightened time windows affects the optimal solution objec-
tive. The arc-flow formulation with tightened time windows gives a worse solution and
bound, than the standard arc-flow formulation. The arc-flow formulation with tightened
time windows yields a integrality gap of 13.7% and a solution of $ 12 213.

Both the aggregated and the split sub-tour elimination constraints improves integrality
gaps and solutions for the the arc-load formulation. The aggregated sub-tour elimination
constraints gives the best solution and bound. This results in a integrality gap of 43.9%,
compared to 59.9% for the standard formulation, both with 1800 seconds of running time.
The sub-tour elimination constraints for the arc-flow formulation has a larger integrality
gap than the arc-flow formulation without formulation improvements. However, this is
due to the bound being lower. The solution found is better than that of the standard arc-
flow formulation, and the solution is found after only about 600 seconds, as compared to
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a total run time of 1800 seconds. The aggregated sub-tour elimination constraints for the
arc-flow formulation also has a lower integrality gap than the arc-flow formulation without
formulation improvements. This is despite having a worse bound. The main improvement
is therefore attributable to the lower solution found. Adding clique inequalities improves
the solution of the arc-load formulation significantly, and reduces the integrality gap from
59.9% to 32.7%. The effect on the the arc-flow formulation is more limited, with a slight
increase in the solution objective relative to the standard arc-flow formulation.

While the different formulations have unequal solutions, the routing solution found with
the arc-flow formulation is presented in figure 15. The routing shown in the figure have
the largest vessels, plotted with yellow and gray arcs, serve the southern and northern
fish farms. The small vessels mainly serve the fish farms close to the feed factory. The
main exception is one of the small vessels serving cluster 15 to the south. The factory is
labelled as node number 1, while node 2 is the northernmost fish farm, and node 19 is the
southernmost fish farms.

Figure 15: Routing for natural selection test case. Nodes are denoted by node number.
Node locations are arbitrary and does not indicate the real locations of the nodes. Ships
are separated by arc colour.
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9.6 Test Case - K-Means

The K-Means test case is generated with 23 clusters of fish farms. Thus, including the
feed factory, the total number of harbours that is modelled is 24.

9.6.1 Variables

Table 8: Variables for the K-Means test case

24K-AL-S 24K-AF-S

Continuous variables 704 3728
Continuous variables post presolve 277 2545
Binary variables 3300 3300
Binary variables post presove 2447 2447
Constraints 10108 7084
Constraints post presolve 7472 5108
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9.6.2 Results

There are no problem formulations for the k-means test case that are solved to optimality.
All instances were stopped manually after 1800 seconds. The arc-flow formulation with
sub-tour elimination constraints generates the best solution of $14727, while the best
bound is found by the standard arc-flow formulation, at $12234. Combining these values
a integrality gap of 16.9% is obtained. The lowest integrality gap found by single test
instance was 18.2%. This integrality gap was generated by the arc-flow formulation with
sub-tour elimination constraints.

Table 9: Results for K-Means test case

Instance Running Time Solution Bound Integrality Gap

24K-AL-S 1800s 23596 7103 69.9%
24K-AL-TW 1800s 22846 8735 61.2%
24K-AL-ST 1800s 19497 6833 65.0%
24K-AL-STA 1800s 19497 6762 65.3%
24K-AL-CI 1800s 23579 6175 73.8%

24K-AF-S 1800s 15529 12234 21.2%
24K-AF-TW 1800s 15510 12229 20.9%
24K-AF-ST 1800s 14727 12044 18.2%
24K-AF-STA 1800s 15578 12210 21.6%
24K-AF-CI 1800s 15346 12182 20.6%

Similar to the former test cases, also for the K-Means test case the arc-flow formulation
provides superior solutions and bounds for every formulation improvement, when com-
pared to the arc-load formulations.

Adding time windows improves the solutions found for both the arc-load and the arc-flow
formulations. For the arc-load formulation the integrality gap decreases to 61.2%, com-
pared to 69.9% for the standard formulation. For the arc-flow formulation the integrality
gap decreases to 20.9%, compared to 21.2% for the standard formulation.

Both the split and aggregated sub-tour elimination constraints yields improved solutions
and lower integrality gaps for the arc-load formulation. Both finds a solution of $19 497,
which is 17.4% less than the cost for the the standard formulation. For the arc-flow for-
mulation only the formulation with split sub-tour elimination constraints is able to find
an improved solution relative to the standard arc-flow formulation.

The formulations with clique inequalities gives a improved solution for the arc-load for-
mulation, despite having a slightly inferior bound. Unlike from the production zones and
the natural selection test cases, the k-means test case also produced a improved solution
when clique inequalities where added to the arc-flow formulation.
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The solution for routing for the arc-flow formulation with sub-tour elimination constraints
is presented in figure 16. All clusters are served by self-operated vessels, so no external
deliveries are needed. The vessel plotted with yellow arcs are one of the large vessel. This
vessel serves the two northernmost clusters, but does not go back to the feed factory to
reload feed. The other large vessel, plotted with gray arcs, reloads feed at the feed factory
twice. This vessel serves nodes both south and north of the factory. The small vessels,
plotted with green and purple, revisits the feed factory once each. The both serves nodes
both south and north of the feed factory.

Figure 16: Routing for k-means test case. Nodes are denoted by node number. Node
locations are arbitrary and does not indicate the real locations of the nodes. Ships are
separated by arc colour.
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9.7 Discussion of Test Case Results

The only test case able to solve the problem to optimality is the one with production zones.
As expected, the integrality gaps increases with with an increasing number of nodes. The
lowest integrality gap found for the test case with natural selection clustering was 8.7%,
compared to 18.2% for the k-means clustering test case. Despite not being solved to opti-
mality, the natural selection test case generated the best solution. The natural selection
test case solved with the aggregated sub-tour elimination constraint found a solution of
$11 519. This represents a 13.7% reduction compared to solutions found for the produc-
tion zones test case. The higher number of clusters adds flexibility to the problem. With
smaller cluster sizes, the smaller vessels can serve more clusters with only one delivery
during the planning period. In addition, splitting a cluster into multiple smaller clusters
allows vessels to serve only the cluster were feed requirements are the most urgent or
suitable to the vessels current cargo levels, while other nodes can be served later by other
vessels.

For all test cases the computational performance of the arc-load formulation is significantly
improved when sub-tour elimination constraints or clique inequalities are added. For the
production zones test case the computational time was decreased, while the larger test
cases generated better solutions with the constraints added. The results for the arc-flow
was less consistent, as the solution time was increased when adding sub-tour elimination
constraints or clique inequalities for the production zones problem. However, the sub-tour
elimination constraints also improved the solutions for the larger test cases when applied
with the arc-flow formulation, though the effect was more limited than with the arc-load
formulation.

Overall, the arc-flow formulations proves superior to the arc-load formulations in every
aspect tested. There is no formulation improvement tested that provides better solutions
and bounds with the arc-load, than with the arc-flow formulation. The arc-flow model has
more continuous variables than the arc-load model, but the same number of binary vari-
ables and a lower number of constraints. The higher number of continuous variables does
not seem to impact the running time of the model, as they do not add to the complexity
of the search tree. However, the arc-flow formulation benefits from the lower number of
variables and the lack of a formulation based on the Big M method. Ideally when solving
a mixed-integer program, the linear relaxation should be as close to the convex hull of the
union of all linear programs corresponding to fixing the integer variables to every possible
value. As illustrated in figure 17, the linear relaxation underestimates the true cost when
large Big M’s are used, leading to loose bonds. The loose bounds make it harder to prune
nodes based on objective value, thus more nodes have to be explored in the search tree,
slowing down the process.
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Figure 17: Illustration for bounds of a linear relaxation with big M constraints.

As the standard arc-flow formulation is simple and consistently generated good solutions
and bounds, it is used in the following sections in order to test compatibility and con-
sumption scenarios, as well as robustness.
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9.8 Limiting compatibility between ships and harbours

As the results from the previous section clearly illustrates, the number of possible solu-
tions and the computational complexity increases exponentially as the number of nodes
increases. With larger problem sets, the optimal solution is never found, and the largest
problem sets even fail to generate decent integrality gaps. In order to be able to increase
the number of nodes, or reduce computational time, the number of possible solutions for
routing of the ships can be decreased. This can be done by limiting which ship can sail to
which port. In the given fleet, two ships are of smaller size and can carry 1500 tonnes of
feed, while the other two ships are larger and can carry 3000 tonnes. The larger ships are
also faster and can sail at a speed of 13 knots, compared to 10 knots for the smaller ones.
The two larger ships are also more cost effective and environmentally friendly, as they run
on LNG as compared to diesel for the two smaller ship. Thus the larger ships are better
suited for serving fish farming locations far away from the Valnesset, Bjugn factory.

In order to test the scenarios with a limited compatibility a compatibility between ships
and harbours, two compatibility matrices is generated for each test instance. The com-
patibility matrices determines whether a ship can visit a given harbour or not. The first
matrix is referred to as a partly limited compatibility matrix. It is designed such that the
smaller ships can only serve the harbours less than 200 nautical miles south of the factory
and harbours less than 100 miles north of the factory. The larger vessel can only serve
the the rest of the harbours, that is harbours more than 100 nautical miles north of the
facotry and more than 200 miles south of the factory. To increase flexibility, ships can
also serve one additional node south and north of their specified region.

The second matrix is referred to as a limited compatibility matrix. The matrix is designed
like the partly limited compatibility matrix, but with additional restrictions. One of the
large and one of the small vessels are restricted to only serve nodes north of the factory,
while the remaining two vessels can only serve nodes south of the factory. Thus this matrix
imposes stricter restrictions than the partly limited compatibility matrix.
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Production Zones

Table 10: Results for compatibility scenarios with production zones test case

Instance Compatibility Running Time Solution Bound Integrality Gap

12Z-AF-S Unlimited 30s 13340 13340 0%
12Z-AF-S Partly Limited 9s 13340 13340 0%
12Z-AF-S Limited 4s 14734 14734 0%

The computational time is reduced with stricter compatibility restrictions. The limited
compatibility problem is solved 7 times faster than the unlimited compatibility problem.

Figure 18: Routing for compatibility scenarios with production zones test case

The unlimited and partly limited compatibility solutions are similar, with both having
vessel 1, plotted with yellow coloured arcs, serving the northernmost fish farms first be-
fore reloading feed at the factory and then serving the southernmost farm. Vessel 2,
plotted with gray coloured arcs, serves only cluster 10 and 11, located south. The only
differences between the solutions are that parts of the route for vessel 3 is changed with
vessel 4. However, since vessel 3 and vessel 4 are modelled as identical and the same arcs
are covered, the cost remains the same.

The solution of the limited compatibility problem differs more from the other two, as more
arcs are prohibited. Vessel 1 is not able to serve cluster 12, like previously. Thus, cluster
12 have to be served by vessel 2. Vessel 2 have to reload feed before this cluster can served.
As the arc back to the feed factory is longer than for vessel 1 than vessel 2, the cost is
increased. The total cost for the limited compatibility problem is 10% higher than for the
unlimited compatibility problem.
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Natural Selection

Table 11: Results for compatibility scenarios with natural selection test case

Instance Compatibility Running Time Solution Bound Integrality Gap

19N-AF-S Unlimited 1800s 11533 10581 8.2%
19N-AF-S Partly Limited 28s 20641 20641 0%
19N-AF-S Limited 6s 21422 21422 0%

The computation times for the natural selection problem instance are reduced significantly
by limiting compatibility. The problem is solved to optimality in 28 seconds with partly
limited compatibility and 6 seconds with limited compatibility.

Figure 19: Routing for compatibility scenarios with natural selection test case

The cost for the problem with partly limited restrictions is 79% higher than for the un-
limited compatibility problem. The cost is driven by the fact that cluster 11 have to be
served by external vessels. In the unlimited compatibility problem, one of the larger vessels
serves cluster 11. This is no longer an allowed solution in the partly limited compatibility
problem, as this cluster have to be served by either one of the small vessels or external
vessels. The total consumption at the cluster is equal to 2300 tonnes, which is more than
the 1500 tonnes cargo capacity of the small vessels. Two trips are therefore needed to
serve this node. Serving cluster 11 twice, while also serving the other clusters is not a
feasible solution, and external deliveries are therefore required.

The same problem occurs in the limited compatibility problem, which have a cost that is
86% higher than the cost of the unlimited problem. Cluster 11 have to be served externally,
as serving the cluster twice is not a feasible solution. This happens while one of the larger
vessels is idle for 70% of the planning period. While the larger vessel have sufficient amount
of time available to reload feed and serve cluster 11, this is not an allowed solution due
to the compatibility restrictions. By modifying the limited compatibility matrix to allow
the larger vessel to serve cluster 11, the cost is reduced to $12 906. This is only a 12%
cost increase over the solution found with the unlimited compatibility matrix.
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K-Means

Table 12: Results for compatibility scenarios with the K-Means test case

Instance Compatibility Running Time Solution Bound Integrality Gap

24K-AF-S Unlimited 1800s 15529 12234 21.2%
24K-AF-S Partly Limited 120s 22287 22287 0%
24K-AF-S Limited 32s 24319 24319 0%

The unlimited compatibility problem is able to solve the problem to an integrality gap
of 21.2% in 1800 seconds. This compares to the partly limited and limited compatibility
problems being able to solve the problem to optimality in 120 seconds and 32 seconds,
respectively.

Figure 20: Routing for compatibility scenarios with k-means test case

The solution found for the unlimited compatibility problem is able so serve all clusters
with feed from self-operated vessels. The largest vessels mainly serve the clusters furthest
away from the factory, however one of the small vessels serve the southernmost cluster.
The solution for the partly limited compatibility problem yields a cost that is 44% higher
than the cost for the unlimited problem. The increase is mainly related to external deliv-
eries. Cluster 13 have a demand of 1800 tonnes, which is more than the cargo capacity of
a small vessel. As serving the node twice with one of the smaller vessels is not feasible,
the cluster have to be served by externally.

The solution for the limited compatibility problem yields a cost that is 57% higher than the
cost for the unlimited compatibility problem. Similar to the partly limited compatibility
problem, cluster 13 is served by external vessels, significantly increasing the cost. Also less
favorable arcs are used when sailing the vessels, due to stricter compatibility restriction.
The most notable difference is that vessel 2 have to reload feed, instead of vessel 1. This
increases the traveling length, and thus also cost. When modifying the limited compatibil-
ity matrix to allow the larger vessel to serve cluster 11, the cost is reduced to $17 775. This
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is only a 14% cost increase over the solution found with the unlimited compatibility matrix.
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Discussion of Compatibility Scenarios

Computational times for the limited compatibility problems improves substantially when
adding the limited ship to harbour compatibility restriction. The computational com-
plexity is significantly reduced, as the number of decision variables are decreased. The
limited compatibility reduces the number of variables that are indexed by both i and v.
The greatest reduction of variables are seen among the ximjnv and limjnv variables. There
number of variables reduced are equal the these two variable sets. However, removing the
binary ximjnv variables reduces the number of possible branching variables. Thus, the
reduction in computational complexity is more significant with the reduction of ximjnv
variables.

While reductions in ship to harbour compatibility can result in more than a 100 times im-
provement in computation time for problems of this size, they are also prone to increased
costs. In the problem instances tested, the largest cost increases are due to external de-
liveries. The external deliveries are caused by some of the clusters having to be served
multiple times by smaller vessels, as larger vessels are not allowed to serve these specific
nodes. Multiple deliveries may not be a feasible solution, thus forcing the solution to in-
clude external deliveries. While it requires some knowledge about the specific optimization
problem, the issue can easily be worked around by modifying the compatibility matrix to
allow larger vessels to serve these nodes. Another alternative is to increase the number of
possible arrivals to these clusters. By increasing the number of possible arrivals, vessels
can discharge smaller quantities multiple times in order to form a feasible solution without
external deliveries.

The test instance based on production zones clustering gives the smallest relative increase
in costs with the limited compatibility restriction added. The production zones clustering
gives a 10% increase in cost, compared to 86% and 57% for the natural selection clustering
and the K-Means clustering respectively. The high increase in cost for the latter two
was both driven by external vessels having to be utilized in order to meet consumption
demands. By allowing larger vessels to serve one additional cluster of high demand, the
relative cost increases were reduced to 12% and 14% respectively. This shows how small
changes in the model formulations and restrictions, can impact the solutions objective
value in large ways.
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9.9 Consumption Scenarios

As the discussed in section 3.3, the consumption of feed varies considerably throughout
the year. For Norway as a whole, the total consumption of fish feed usually peaks in July
to September at around 50 000 tonnes a week. In February to March the total consump-
tion is around 70% lower at 15 000 tonnes per week at it’s lowest. Mowi only produces
a fraction of the total fish feed supply in Norway. In Q1 2019 the total production at
Valneset, Bjugn reached 61’000 tonnes. This equivalent to 4 700 tonnes a week. The total
production for the year is estimated at around 300 000 to 350 000 tonnes. This is an
average of about 7 000 tonnes a week, with peak consumption likely being around two
times this number.

Three different consumption scenarios are generated and tested. In reality the consump-
tion will vary between the different fish farms and some fish farms will not be in operation
at all. These changes can be implemented in the input data files used for the model,
either by setting consumption to zero for the given farms or by removing all associated
variables and constraints for the non-operational farms. This would reduce the computa-
tional complexity of the problem. In the test cases these variations are neglected, and a
equal consumption is assumed for all fish farms. The scenarios for the test cases can be
found in the table below.

Table 13: Consumption scenarios

Scenario Weekly consumption per farm Weekly total consumption

Low 50 tonnes 7550 tonnes
Medium 100 tonnes 15100 tonnes
High 150 tonnes 22650 tonnes

It can be seen from the table that the medium consumption scenario of 15 100 tonnes a
week is in line with the actual peak production at Mowi. Thus, the high consumption
scenario of 22 650 tonnes a week must be considered a stress test, as the actual feed pro-
duction is unlikely to reach these levels during normal operations. Unforeseen events, for
example production halts, may lead to larger quantities having to be shipped when pro-
duction is restarted. It is therefore of interest to look at scenarios with a higher demand
than the actual peak consumption. The low consumption scenario places consumption at
7 550 tonnes, about 50% of the realistic peak demand. This is in line with the average
production at Mowi’s feed factory throughout the year.

All three consumption scenarios are tested with the three clustering methods found in
earlier sections.
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Production zones

The clustering by production zones are tested with the three consumption scenarios.

Table 14: Results for consumption scenarios with the production zones test case

Instance Demand Time Solution Bound Int. Gap Ext. Feed Ext. Cost

12Z-AF-S Low 26s 6788 6788 0% - -
12Z-AF-S Medium 29s 13340 13340 0% - -
12Z-AF-S High 1041s 23603 23603 0% 4200 t 9600

Table 15: Demand scenario results for production zones test instances

All consumption scenarios are solved to optimality, but the high consumption scenario
have a computational time that is more than 30 times that of the low and medium con-
sumption scenarios. The high consumption scenario is reliant on external vessels to serve
some of the nodes. As there are multiple feasible combinations for which nodes that can
be served by external vessels, branching trees are made for multiple of the decision vari-
ables determining external deliveries for a fish farm. Thus, the computational complexity
increases significantly.

Figure 21: Routing for consumption scenarios with production zones test case

The low consumption scenario gives a cost that is 49 % lower than the medium consump-
tion scenario. The cost reductions are driven by the fact that only one of the vessels have
to travel back to the factory, modelled as node 1, to get more feed. The other vessels
are able to deliver feed to a high number of fish farms without loading more feed. None
of the nodes have to be server multiple times, further reducing the sailing costs. The
medium consumption scenario sees three of the ships going back to the factory to load
more feed, while three of the fish farms are served twice. The vessels deliver a total of 15
910 tonnes of feed. The high consumption scenario is 77% more costly than the medium
consumption scenario. The increase in costs are mainly due to $9 600 associated with
external deliveries. A total of 18 610 tonnes are delivered with self-operated vessels, while
4 200 tonnes are delivered by external vessels to two clusters.
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Natural Selection

The clustering by natural selection are tested with the three consumption scenarios.

Table 16: Results for consumption scenarios with the natural selection test case
Instance Demand Time Solution Bound Int. Gap Ext. Feed Ext. Cost

19N-AF-S Low 11s 5038 5038 0% - -
19N-AF-S Medium 1800s 11533 10581 8.2% - -
19N-AF-S High 1800s 32579 28005 14.0% 9150 t 21350

The low consumption scenario is solved to optimality in 11 seconds, while the medium
and high consumption scenarios are solved with integrality gaps of 8.2% and 14.0% respec-
tively. This follows the same trend as seen with the test instances based on production
zones. The high consumption scenario requires external vessels in order to handle demand
at fish farms, and multiple combinations of which fish farms can be served externally are
feasible and close to optimality. Thus, complex branching trees are made for each of the
decision variables for external deliveries.

Figure 22: Routing for consumption scenarios with natural selection test case

The low consumption scenario yield a cost that is 56% lower than the medium consumption
cost. The cost reduction is driven by the vessels ability to serve multiple fish farms without
reloading feed. Only one of the small vessels have to revisit the feed factory. One of the
large vessels is only serving node 2, limiting travel costs. The medium consumption results
have two of the vessels needing to reload feed twice, while two other vessels do not load
more feed at the factory during the planning period. The high consumption scenario cost
found is 182% above that of the medium consumption scenario. This is despite sailing
costs of self-operated vessels being lower. Thus, the difference is driven by a $21 350
cost associated with external deliveries. A total of 5 harbours are served with external
deliveries.
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Table 17: Results for consumption scenarios with the K-Means test case

Instance Demand Time Solution Bound Int. Gap Ext. Feed Ext. Cost

24K-AF-S Low 422s 7454 7454 0% - -
24K-AF-S Medium 1800s 15529 12234 21.2% - -
24K-AF-S High 1800s 24447 21453 12.2% 4500 t 10500

K-Means

The clustering by the k-means method is tested with three different consumption scenarios.
The low consumption scenario is solved to optimality in 422 seconds. The medium and
high consumption scenarios are not solved to optimality, but is stopped manually after
1800 seconds. Their respective integrality gaps are 21.2% and 12.2%. Unlike the test case
natural selection, the k-means solves the high consumption to a smaller integrality gap
than the medium consumption scenario.

Figure 23: Routing for consumption scenarios with k-means test case

The solutions generated for the low and medium consumption scenarios only have self-
operated vessels serving nodes. The low consumption scenario allows for less costly arcs to
be sailed, reducing the cost by 52% relative to the medium consumption scenario. While
the low consumption scenario only have two vessels visiting the feed factory harbour, all
four vessels reload feed at the feed factory for the medium consumption scenario. The
solution for the high consumption scenario have a cost that is 57% more than the cost of
the medium consumption test case. Like the production zones and natural selection test
cases the main cost driver is the external deliveries.
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Discussion of Consumption Scenario Results

While the test instance based on production zones clustering with 12 harbours is the only
one to solve all consumption scenarios to optimality, the natural selection clustering with
19 nodes finds the best solution for both the low and medium consumption scenarios. This
is despite not being able to solve the latter to optimality.

For the low consumption scenario the natural selection clustering yields a cost that is 26%
lower than the cost given with the production zones clustering and 32% lower than with
the K-Means clustering method. The natural selection clustering is the only method able
to find a solution were only one of the vessels have to reload feed. Neither of the cluster-
ing methods yields solutions were external deliveries are utilized for the low consumption
scenario.

Also for the medium consumption scenario, the natural selection clustering yields the low-
est cost. The cost is 14% lower than the optimal cost found with the production zones
clustering and 26% lower the cost found using the K-Means clustering method. Neither of
the clustering methods yields solutions were external deliveries are utilized for the medium
consumption scenario.

For the high consumption scenario, the production zones clustering yields the lowest cost.
The cost is 27% lower than the optimal cost found with the natural selection clustering
and 3% lower the cost found using the K-Means clustering method. All of the clustering
methods yields solutions were external deliveries are utilized for the medium consumption
scenario.
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9.10 Robustness

When talking about a robustness of a system, it refers to the systems ability to tolerat-
ing perturbations. Perturbations can happen in multiple ways for a feed delivery system.
This includes changes in consumption due to illness or temperature changes, delayed de-
liveries to to weather or vessel failures, or not being able to make deliveries at all due to
unexpected feed factory maintenance. In order to be able to tolerate such perturbations,
the system have to be designed with some form of slack or extra capabilities that can be
utilized when needed.

In the fish feed distribution problem, the slack can be implemented either in the form of
extra time between deliveries or by adding restrictions for minimum inventory levels. The
most serious situation and the largest implicit costs are associated with fish farms running
out of feed. If fish farms are running out of feed, the fish stops growing, which reduces
the revenues for the aquaculture company. If a delivery is delayed, extra feed inventory
can be used to feed the fish while waiting for the delivery. In cases of cancelled deliveries,
extra feed inventory gives operators time to replan other delivery methods. Thus, adding
restrictions for minimum inventory levels is an appropriate way of increasing the robustness
of the system.
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Minimum Inventory Restrictions

All problem formulations presented earlier are modelled with a minimum inventory level
of 0 and a minimum inventory level at the end of the planning period equal to 40% of the
inventory capacity. Thus, the minimum inventory can go to zero multiple times during
the planning period, as long as the feed inventory is refilled immediately and the inventory
levels at the end of the planning period is equal to at least 40%.

Figure 24: Illustration for minimum inventory level of 0% and minimum inventory at the
end of the planning period of 40%.

Higher levels for minimum inventory can be applied in order to increase the robustness
of the model. While the increased robustness limits the effects of unforeseen events, the
higher levels for minimum inventory also forces the first arrival to happen earlier in the
planning period. This can increase costs, or may not even be feasible.

Figure 25: Illustration for minimum inventory level of 20% and minimum inventory at the
end of the planning period of 40%.
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Results

Minimum inventory levels between 0% and 20% of cluster capacity is tested. The 12
harbour production zones clustering method is used as the underlying test instance.

Table 18: Results for minimum inventory levels with the production zones test case

Instance Minimum Inventory Running Time Solution Bound Integrality Gap

12Z-AF-S 0% 30s 13340 13340 0%
12Z-AF-S 5% 32s 13340 13340 0%
12Z-AF-S 10% 30s 13340 13340 0%
12Z-AF-S 15% 280s 14019 14019 0%
12Z-AF-S 20% 842s 15356 15356 0%

The first three test instances of 0%, 5% and 10% minimum inventory all yields the same so-
lution. The test instance of 15% minimum inventory have a costs that is 5.1% higher than
the costs of the 0% minimum inventory test instance. The cost increase is attributable to
changes in the arcs that are sailed. The main difference is that one large and one small
vessel serves cluster 7, as compared to two small vessels serving the cluster for the 0%
minimum inventory test instance.

The test instance of 20% minimum inventory have a costs that is 15.1% higher than the
costs of the 0% minimum inventory test instance. Also here, the cost is attributable to
changes in the arcs that are sailed. One of the small vessels serves cluster 11, as compared
to one of the large vessels serving the cluster for the 0% minimum inventory test instance.
Cluster 8 is served by both a large and a small vessel, as compared to being served twice
by small vessels for the 0% minimum inventory test instance.

Figure 26: Routing for minimum inventory scenarios with production zones test case
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Discussion of Minimum Inventory Restrictions

The results show how a modest increase in costs can ensure much higher minimum feed
inventory levels. As all test cases in this section have included a minimum inventory level
at the end of the planning period of 40%, the total amount of feed that have to be deliv-
ered is equal for all test cases. However, the added minimum inventory level restrictions
during the planning period force deliveries to take place earlier. Thus, more costly routes
have to be used in order to serve all clusters in time.

While it was not the case for any of the test instances in this section, higher minimum
inventory levels can also lead to a higher number of arrivals being necessary at each cluster.
This happens when the difference between minimum and maximum inventory levels are
small, limiting the total amount of feed that can be discharged at each cluster for each
arrival. Another reason for a increased number of arrivals is that only a small amount of
feed is discharged at each cluster at the first arrivals, in order to save to time, so that other
clusters can be served before they run out. The model formulations in thesis have assumed
a discharge speed of 250 tonnes per hour. This makes the time used for discharging feed
relatively small, as compared to the total sailing time.
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10 Discussion

Many different formulations can be applied in order to optimize the use of the fleet of fish
feed carriers. While no model can include all factors in a complex real life system, a good
model is able to simulate the most important aspects of a real life operation and generate
useful outputs that can improve operations.

The thesis by Haugland and Thygesen (2017) was used as a starting point for this thesis.
While Haugland and Thygesen formulated a VRP solved by a two-stage heuristic, an IRP
formulation have been considered in this thesis. Both approaches have their advantages
and disadvantages.

Haugland and Thygesen’s VRP formulation are able to solve problem instances with up to
24 nodes to optimality within seconds. The 24 harbour arc-flow IRP formulation applied
in this thesis is only able to get to an integrality gap of about 20% within 30 minutes,
if no compatibility restrictions are imposed. Models occasionally have to be rerun in or-
der to adapt to real life changes. These changes may include fish being moved to other
fish farms, sudden fish death due to algae, bacteria or viruses or weather changes that
increases sailing times. When sudden changes like these happens, the planning models
will have to be able to deliver useful outputs rapidly, so that ships do not lie idle waiting
for instructions on where to sail. In time critical situations, complex IRP formulations are
less suitable than the VRP.

The computational study shows how quickly the complexity and solution time increases
with additional nodes in the IRP. As the IRP problem can potentially include multiple
nodes for each harbour in order to resemble separate arrivals, the number of possible arcs
grows much faster for the IRP formulation, than the VRP formulation. Thus, model
simplifications are more essential in the modelling of a IRP. The model simplifications
introduced helps improve the computational time, but it also limits the model, as real
world implications are neglected.

A continuous time model does not allow for variable consumption rates. As the planning
horizons used in the problem is not longer than two weeks, deviations in sea temperature
and thus consumption will likely be small. Day-to-day variations in feed consumption are
likely to cancel out each other. Also the problem can be modelled with stricter inventory
level restrictions, adding a margin of safety before a fish farming location runs out of
inventory. Thus, the modelling the problem with a constant consumption rate can be seen
as reasonable simplification.

Deterministic modelling does not include stochastic variables, and therefore also neglects
changing weather, unforeseen changes in feed consumption, failures on ships and other
factors that may impact operations. While modelling stochastic behaviour is hard and
increases the computational complexity of the model in it self, gathering and applying
the correct data in terms of probability distributions for different failures is a even larger
challenge. Without trustworthy probability distributions, stochastic modelling may prove
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to be of little value in planning of operations. However, knowing that the modelling does
not incorporate stochastic behaviour a conservative approach should be used when setting
the feed level restrictions.

Single product and single compartment modelling are other simplifications made. In real
operations different fish farms would need different feed based on the size, health and
growth stage of the fish. Realistically different products would be shipped in different
compartments on the ships. Adding multiple products and compartments to the model
would increase the computational complexity significantly and is therefore neglected.

Other simplifications that are tested includes ship and harbour compatibility. By limiting
which ship can travel where, the number of arcs are decreased significantly and the model
complexity is sharply decreased. The downside to limiting the ship and harbour compat-
ibility is that more efficient routes are neglected. However, often the more efficient routes
are never found when limitations to compatibility is not included, as the formulations
without limitations can not be solved to optimality. The limitations to compatibility may
also be applied to model actual restrictions that limits ships to visit given fish farms.

In addition to the simplifications discussed, model formulation changes and formulation
improvements have also been considered in order to improve computational time. Among
the different model formulations, the arc-flow model consistently proved superior to other
model formulations, as it gave better bounds and solutions than alternative formulations.
For the smaller test instances that were solved to optimality, the arc-flow showed the
shortest running time. While the arc-flow formulation incorporates more variables than
the arc-load formulation, it has the benefit of less constraints. Quadratic constraints that
are linearized in the arc-load formulation, is also avoided in the arc-flow formulation.

Formulation improvements includes bounds that can provide better solutions faster, but
does not impact the value of the optimal solution of a problem. Model improvements that
are discussed includes split and aggregated sub-tour elimination constraints and clique
inequalities. Both the split and aggregated sub-tour elimination constraints saw large im-
provements when implemented with the arc-load formulation. However, their effect when
implemented with the arc-flow model was limited.

In addition to the other formulation improvements, tightening of time windows was im-
plemented. Unlike the other formulation improvements, tightening of time windows may
impact the optimal solution. Only simple tightening of time windows were considered,
with arrivals limited to the first six days of the planning period. The tightening of time
windows did not show any improvements in integrality gaps.

By limiting ship to harbour compatibility the computational complexity was reduced sig-
nificantly. While the testing of the compatibility restrictions was only an example of how
these restrictions could be used, fish farming companies can make modification for the
compatibility matrices suiting their own need. While the compatibility matrices gener-
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ated for the test cases were based on splitting the vessels from north to south, fish farming
companies may also have other restrictions. These restrictions can include harbours not
being compatible with the feed discharge system onboard a vessel or a large vessel not
being able to serve farms in shallow fjords. In the test cases it was seen how some clusters
with large demands can not feasibly be served by smaller vessels. When implementing
compatibility matrices, such factors have to be taken into consideration in order to avoid
large cost increases. In the formulated problem the cost increases are largest when clusters
have to be served by external farms. This is avoided by letting larger vessels serve the
farms of highest consumption, or by allowing a high number of arrivals by smaller vessels.

The consumption scenarios tested indicated that delivery costs increase with higher de-
mands. This is expected, as the vessels have to reload feed at the factory more often.
All high consumption scenarios tested indicated that external deliveries have to be used
in order meet feed requirements at all clusters. While this leads to very high costs, it
should be noted that the high consumption scenario that is tested is an extreme case, and
is about 50% above the actual total peak consumption for Mowis fish farms. Neither of
the low or medium consumption scenarios tested had to utilize external deliveries.

The model is formulated in order to avoid end of horizon effects, by adding restrictions for
feed levels at the end of the planning period. In all test cases the minimum feed inventory
at harbours at the end of the planning period have been required to be equal to or greater
than that of the start of the planning period. While fish farms are allowed to have lower
inventory levels during the planning period, the restrictions for the end of planning period
inventory levels ensures that the next planning period is not starting with empty inven-
tory levels. These end of horizon restrictions may lead to elevated costs. An alternative
approach that can be considered is lowering the feed inventory level restriction at the end
of the planning period, and instead add a constraint for the average inventory levels at
the end of the planning period. This could lead to lower costs, while at the same time
limiting feed shortage lags from prior planning periods.

While feed inventory levels are implemented in the model, some end of horizon effects that
are not accounted for. This includes the ship cargo levels and ship locations. The optimal
solutions found often have ships with low cargo levels at the end of the planning horizon.
To some extent this is compensated by harbours having higher feed inventory levels than
at the start of the planning period. However, a better solution would include restrictions
to limit these end of horizon effects as well. The current model formulation allows to fix
given harbours as ending nodes, however additional restrictions would have to be added
in order to include ship cargo levels at the end of the planning period.

It theory the current model formulations could be utilized for longer term planning. How-
ever, as the computational time increases exponentially with a increasing number of possi-
ble visits per node, routing and scheduling could only optimized for limited time horizon.
While the end of horizon effects can be avoided by additional constraints, they may not
necessarily be efficient in terms of cost. Instead a rolling horizon heuristic or other more
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sophisticated methods should be implemented in order to utilize the model for long term
planning.

While parallel computing was discussed in the literature study, different approaches for
parallel computing was not evaluated in the thesis. However, it should be noted that
commercial solvers incorporate parallel computing when solving integer problems. The
fact that parallel computing is incorporated means that significant improvements in com-
putational time can likely be achieved by utilizing specialized computers. As the model
only needs to be solve at the order of once a week, cloud computing would likely prove
effective when running the model. Deploying the model to a cloud based system would
add the possibility of only having to pay for the computational capacity when the model
is run. At the same time the computational capacity can be scaled up when needed in
order to improve computational time.
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11 Conclusion

Being able to deliver feed in a safe and efficient way is important in order to lower cost
in the salmon farming industry. Mowi are achieving cost effective feeding by a vertically
integrated supply chain, where they own and operate a feed factory that produces most
of the feed consumed at their fish farm. In this thesis efficient distribution of feed have
been the discussed and an Inventory Routing Problem (IRP) have been formulated.

The IRP formulation was selected over Vehicle Routing Problem (VRP) formulations, as
the benefits of managing routing and inventory levels simultaneously are significant. The
IRP was modelled with three different model types, including an arc-load model, an arc-
flow model and a Dantzig-Wolfe decomposition. The models included transportation with
ships in a given fleet, and the possibility of hiring external vessels. Varying consumption
rates, implementation of stochastic parameters and multiple products and compartments
were considered, but not included in the model, due to increased computational complex-
ity.

Three test cases based on different clustering methods were tested with the Arc-Load and
the Arc-Flow model formulations. The test cases comprised of 12, 19 and 24 clusters,
where each cluster was modelled as a harbour with additional internal sailing times in
the problem formulations. The smallest test case was the only one solved to optimality
without adding compatibility restrictions. The Arc-Flow model consistently solved this
test case to optimality faster than the other models, regardless which formulation improve-
ments were added. The larger test cases were not solved to optimality, but integrality gaps
of 8.2% and 20.2% were found for the 19 harbour and 24 harbour test cases respectively.
The Arc-Flow model continued to perform better than the other models on the larger test
cases, generating both better solutions and bounds.

Formulation improvements that were tested includes tightening time windows, sub-tour
elimination constraints and clique inequalities. When applied with the Arc-Load model,
the sub-tour elimination constraints and the clique inequalities reduced computational
time for the small test instances and generated improved solutions and bounds for the
larger test instances. The effect of the formulation improvement was more limited when
used with the Arc-Flow model. The sub-tour elimination constraint gave a slightly better
solutions for the 19 harbour test case, but performance was decreased with the smaller
test case.

Limiting ship to harbour compatibility generated solution solved to optimality multiple
times faster than without limited compatibility. The larger test cases gave significantly
increased costs when adding compatibility restrictions, but it was shown how a major part
of the cost increases could be avoided by small changes to the compatibility restrictions.
These changes includes allowing the largest vessels to serve the clusters with highest feed
demands.

89



Robustness of the model was improved by adding stricter minimum levels for feed inven-
tory at fish farms. Minimum levels for feed inventory up to 10% of inventory capacity did
not result in increased cost. The solutions generated with minimum levels at 15% and
20% of inventory capacity changed somewhat, but resulted in only minor increases in costs.
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12 Further work

Further work includes both potential formulation improvements and implementation and
testing of new solution methods. At any given time it is essential that the model is able
to capture and optimize the key components of the system it is meant to optimize. While
the current problem formulation includes both inventory management, routing and the
possibility of external hiring in order to minimize cost, it is also possible to add more
elements as penalty costs for serving locations too late. By allowing late deliveries and
adding a penalty cost, better routing alternatives can be found that lowers the total cost.

As IRPs of this size represents great complexity, the most important improvement may
be related to better solution methods. Implementation of heuristics and meta-heuristics
in order to faster obtain feasible solutions should be considered for further work. Another
way of solving the problem fast, can be achieved by implementing parallel computing algo-
rithms. As already shown in section 4.6 , there are multiple ways of implementing parallel
computing with the branch-and-bound algorithm. Parallel computing is already imple-
mented in commercial solvers, as Gurobi, therefore a parallel computing algorithms will
have to be highly efficient in order to provide results faster than the commercial solvers.
Interesting approaches may include finding algorithms that utilizes the structure of the
problem, in order to solve it faster.

Operating with live fish in harsh and rapidly changing climates makes the problem prone
to great uncertainties. While the consumption of fish feed and travelling time between
clusters are modelled as deterministic, a more robust model could implement stochastic
variables in order to account for the uncertainties in the model. Implementation would
however also increase computational complexity, further increasing computational time or
restricting the feasible size of the test cases.

While the fish farms are modelled as clusters in this thesis, limited work has been done
modelling the operations internally in the cluster. In order to obtain more accurate solu-
tions, optimization of the travelling times internally in the clusters should be carried out.
If the current estimates for the travelling times internally are underestimated, the routing
may not be feasible in real life and cause delays in deliveries relative to the operation plan.
In the worst case this could lead to a decline in the growth of the fish, reducing revenues
for the salmon farming company.
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If models like the ones presented in this thesis are to be implemented in an industrial
setting, routines for measuring and gathering data will have to be developed. The value of
the results generated by the model is highly dependent on the accuracy of the input data.
Especially metrics like inventory levels, vessel cargo levels and vessel positions at the start
of the planning period are crucial in order for the model to generate useful results. While
harder to predict, accurate predictions for feed consumption is also one of the important
input metrics. As the feed consumption changes throughout the year, implementing rou-
tines for continuously updating these metrics is an absolute necessity if the model is to be
implemented.
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Stéphane Dauzère-Pérès, Atle Nordli, Asmund Olstad, Kjetil Haugen, Ulrich Koester,
Myrstad Per Olav, Geir Teistklub, and Alf Reistad. Omya hustadmarmor optimizes its
supply chain for delivering calcium carbonate slurry to european paper manufacturers.
Interfaces, 37(1):39–51, 2007.

Harald Ellingsen and Svein Aanond Aanondsen. Environmental impacts of wild caught
cod and farmed salmon-a comparison with chicken (7 pp). The International Journal
of Life Cycle Assessment, 11(1):60–65, 2006.

SE Elmaghraby and MK Wig. On the treatment of stock cutting problems as diophantine
programs. Operations Research Report, 61, 1970.

JR Evans. Solving multicommodity transportation problems through aggregation. In
ORSA/TIMS Joint National Meeting, Los Angeles (November), 1978.

E. Moe EY. The norwegian aquaculture analysis 2017. The Norwegian aquaculture anal-
ysis, 2017.

K. Fagerholt. Optimal fleet design in a ship routing problem. 1999.

94



Kayvon Fatahalian. From shader code to a teraflop: How gpu shader cores work. In ACM
SIGGRAPH, 2010.

Matteo Fischetti and Domenico Salvagnin. Feasibility pump 2.0. Mathematical Program-
ming Computation, 1(2-3):201–222, 2009.

Matteo Fischetti, Fred Glover, and Andrea Lodi. The feasibility pump. Mathematical
Programming, 104(1):91–104, 2005.

FishChoice Inc. Fishchoice Sourcing Summary. FishChoice Inc., 2018. URL
https://fishchoice.com/buying-guide/atlantic-salmon.

Fisheries, FAO. Aquaculture department. 2013. Global Aquaculture Production Statistics
for the year, 2011.

Sveinung Fivelstad, Rune Waagbø, Sigurd Stefansson, and Anne Berit Olsen. Impacts of
elevated water carbon dioxide partial pressure at two temperatures on atlantic salmon
(salmo salar l.) parr growth and haematology. Aquaculture, 269(1-4):241–249, 2007.

Bernard Gendron and Teodor Gabriel Crainic. Parallel branch-and-branch algorithms:
Survey and synthesis. Operations research, 42(6):1042–1066, 1994.

Ralph E Gomory. An algorithm for integer solutions to linear programs. Recent advances
in mathematical programming, 64:260–302, 1963.

Gurobi Optimization. Gurobi documentation - varhintval. 2018. URL
http://www.gurobi.com/documentation/8.1/refman/varhintval.html.

M. G. Haugland and S. Thygesen. Use of clusters in a route generation heuristic for
distribution of fish feed. 2017.

Yaowu Hu, Hong Shang, Haowen Tong, Olaf Nehlich, Wu Liu, Chaohong Zhao, Jincheng
Yu, Changsui Wang, Erik Trinkaus, and Michael P Richards. Stable isotope dietary
analysis of the tianyuan 1 early modern human. Proceedings of the National Academy
of Sciences, 106(27):10971–10974, 2009.
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A1 - Explanation of Attached Files

Below is an explanation of the different folders and files attached to the delivery of this
thesis.

1. Input Files Folder

a) RoutingData12zones.m Input file for the production zones test case.
b) RoutingData19natural.m Input file for the natural selection test case.
c) RoutingData24kmeans.m Input file for the k-means test case.

2. Arc-Load Formulations Folder

a) ArcLoad.m Matrix implementation of standard arc-load formulation
b) ArcLoadCliqueInequalities.m Matrix implementation of arc-load formulation with
clique inequalities added.
c) ArcLoadInternal.m Matrix implementation of arc-load formulation without external
deliveries possible.
d) ArcLoadLimitedCompatibility.m Matrix implementation of standard arc-load for-
mulation with limited ship harbour compatibility.
e) ArcLoadSubTour.m Matrix implementation of arc-load formulation with sub-tour
elimination constraints added.
f) ArcLoadSubTourAggregated.m Matrix implementation of arc-load formulation with
aggregated sub-tour elimination constraints added.
g) ArcLoadTimeWindow.m Matrix implementation of standard arc-load formulation.

3. Arc-Flow Formulations Folder

a) ArcFlow.m Matrix implementation of standard arc-flow formulation
b) ArcFlowCliqueInequalities.m Matrix implementation of arc-flow formulation with
clique inequalities added.
c) ArcFlowLimitedCompatibility.m Matrix implementation of standard arc-flow for-
mulation with limited ship harbour compatibility.
d) ArcFlowSubTour.m Matrix implementation of arc-flow formulation with sub-tour
elimination constraints added.
e) ArcFlowSubTourAggregated.m Matrix implementation of arc-flow formulation with
aggregated sub-tour elimination constraints added.
f) ArcFlowTimeWindow.m Matrix implementation of standard arc-flow formulation.
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4. Decomposition Formulation Folder

a) DantzigWolfeMaster.m The master problem for the decomposition. Does not in-
clude the branch-and-bound part of the algorithm.
b) DantzigWolfeHarbour.m The harbour sub-problem problem for the decomposition.
c) DantzigWolfeVessel.m The vessel sub-problem problem for the decomposition.

5. Supporting Files

a) BranchAndBound.m Branch and Bound algorithm that can solve models on the
same form as Gurobi input models.
b) ResultMatrix.m Plots the results in matrix and as graphs.
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A2 - Complete Arc-Load Model

Definitions

Set Definition

HT Set of all harbours

V Set of all vessels

Hv Set of all harbours, can be visited by vessel v

MTi Set of possible arrivals at port i

Miv Set of possible arrivals at port i by ship v

Av Set of all possible arches for vessel v

Varables Definition Unit Variable Type

ximjnv 1 if ship v routed directly form node (i,m) to (j,n), 0 otherwise [-] Binary

yim 1 if node (i,m) not visited by any ship, 0 otherwise [-] Binary

zimv 1 if route ends at node (i,m) for ship v, 0 otherwise [-] Binary

ui 1 if cluster served by external vessels, 0 otherwise [-] Binary

qimv Quantity loaded or unloaded at node (i,m) by ship v tonnes Continuous

limv Quantity on ship v after visiting node (i,m) tonnes Continuous

tSim Start time loading at node (i,m) hours Continuous

tEim End time loading at node (i,m) hours Continuous

sSim Stock level at start of loading at node (i,m) tonnes Continuous

sEim Stock level at end of loading at node (i,m) tonnes Continuous

Parameters Definition Unit

Cijv Cost of sailing arc (i,j) with vessel v USD

E Extra cost for feed with external delivery USD/tonn

Ei Transportation cost for external deliveries to node i USD

Wimv 1 if ship v starts at port i at arrival m, 0 otherwise [-]

Ji 1 if i is a load harbour, -1 if discharge [-]

QMAX
imv Upper load limit tonnes

QMIN
im Lower load limit tonnes

CAPv Capacity vessel v tonnes

T Length of planning period hours

TQi Time to unload one unit at port i tonnes/hour

TSijv Time to sail from i to j with ship v hours

TBi Minimum time from departure till next arrival at port i hours

TWS
im Start of time window for arrival m at port i hours

TWE
im End of time window for arrival m at port i hours

Ri Production rate (Negative if consumption) tonnes/hour

SMIN
i Minimum inventory level tonnes

SEMIN
i Minimum inventory level at end of planning period tonnes

SMAX
i Maximum inventory level tonnes

SSi Stock levels at node i at start tonnes
101



Objective

minz =
∑
v∈V

∑
Av∈(i,m,j,n)

Cijvximjnv + T · E
∑
i∈HT

Ri(1− ui) +
∑
i∈HT

ETi Ri(1− ui) (A2.1)

Network constraints

Wimv +
∑
j∈Hv

∑
n∈Mjv

xjnimv−
∑
j∈Hv

∑
n∈Mjv

ximjnv− zimv = 0,∀v ∈ V, i ∈ Hv,m ∈Miv (A2.2)

∑
v∈V

∑
j∈Hv

∑
n∈Mjv

xjnimv + yim +
∑
v∈V

Wimv = 1, ∀i ∈ HT ,m ∈MT i (A2.3)

yim − yi(m−1) ≥ 0, ∀i ∈ HT ,m ∈MT i (A2.4)

Loading and unloading constraints

limv + Jjqjnv − ljnv + CAPv ximjnv ≤ CAPv , ∀v ∈ V, (i,m, j, n) ∈ Av (A2.5)

limv + Jjqjnv − ljnv − CAPv ximjnv ≥ −CAPv ,∀v ∈ V, (i,m, j, n) ∈ Av (A2.6)

limv −
∑
j∈Hv

∑
n∈Mjv

CAPv xjnimv ≤ 0, ∀v ∈ V, i ∈ Hv,m ∈Miv (A2.7)

qimv −
∑
j∈Hv

∑
n∈Mjv

QMAX
imv xjnimv ≤WimvQ

MAX
imv ,∀v ∈ V, i ∈ Hv,m ∈Miv (A2.8)

∑
v∈V

qimv +QMIN
im yim ≥ QMIN

im , ∀i ∈ HT ,m ∈MT i (A2.9)

Time constraints

tSim +
∑
v∈V

TQi qimv − t
E
im = 0,∀i ∈ HT ,m ∈MT i (A2.10)

(tEim + TSijv − tjn) +Mximjnv ≤M,∀v ∈ V m(i,m, j, n) inAv (A2.11)

tSim − tEi(m−1) + TBi yim ≥ TBi ,∀i ∈ HT ,m ∈MT i (A2.12)

TWS
im ≤ tSim ≤ TWE

im ,∀i ∈ HT ,m ∈MT i (A2.13)
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Inventory constraints

sSim −
∑
v∈V

Jiqimv +Rit
E
im −RitSim − sEim = 0, ∀i ∈ HT ,m ∈MT i (A2.14)

sEi(m−1) +Rit
S
im −RitEi(m−1) − sSim = 0, ∀i ∈ HT ,m ∈MT i (A2.15)

SMIN
i ui ≤ sSim ≤ SMAX

i ,∀i ∈ HT ,m ∈MT i (A2.16)

SMIN
i ui ≤ sEim ≤ SMAX

i ,∀i ∈ HT ,m ∈MT i (A2.17)

SEMIN
i ui ≤ sEim +Ri(Tui − tEim) ≤ SMAX

i , ∀i ∈ HT ,m ∈ |MT i| (A2.18)

SSi +Ri(t
E
i1) = sSi1, ∀i ∈ HT (A2.19)

Variable constraints

ximjnv ∈ {0, 1},∀v ∈ V, (i,m, j, n) ∈ Av (A2.20)

yimv ∈ {0, 1}, ∀v ∈ V, i ∈ Hv,m ∈Miv (A2.21)

zimv ∈ {0, 1},∀v ∈ V, i ∈ Hv,m ∈Miv (A2.22)

ui ∈ {0, 1}, ∀i ∈ HT (A2.23)

qimv ≥ 0,∀v ∈ V, i ∈ Hv,m ∈Miv (A2.24)

limv ≥ 0, ∀v ∈ V, i ∈ Hv,m ∈Miv (A2.25)

tSim ≥ 0, ∀i ∈ HT ,m ∈MT i (A2.26)

tEim ≥ 0, ∀i ∈ HT ,m ∈MT i (A2.27)

sSim ≥ 0,∀i ∈ HT ,m ∈MT i (A2.28)

sEim ≥ 0,∀i ∈ HT ,m ∈MT i (A2.29)
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A3 - Complete Arc-Flow Model

Definitions

Set Definition

HT Set of all harbours

V Set of all vessels

Hv Set of all harbours, can be visited by vessel v

MTi Set of possible arrivals at port i

Miv Set of possible arrivals at port i by ship v

Av Set of all possible arches for vessel v

Varables Definition Unit Variable Type

ximjnv 1 if ship v routed directly form node (i,m) to (j,n), 0 otherwise [-] Binary

yim 1 if node (i,m) not visited by any ship, 0 otherwise [-] Binary

zimv 1 if route ends at node (i,m) for ship v, 0 otherwise [-] Binary

ui 1 if cluster served by external vessels, 0 otherwise [-] Binary

qimv Quantity loaded or unloaded at node (i,m) by ship v tonnes Continuous

limjnv Quantity on ship v when sailing from (i,m) to (j,n) tonnes Continuous

tSim Start time loading at node (i,m) hours Continuous

tEim End time loading at node (i,m) hours Continuous

sSim Stock level at start of loading at node (i,m) tonnes Continuous

sEim Stock level at end of loading at node (i,m) tonnes Continuous

Parameters Definition Unit

Cijv Cost of sailing arc (i,j) with vessel v USD

E Extra cost for feed with external delivery USD/tonn

Ei Transportation cost for external deliveries to node i USD

Wimv 1 if ship v starts at port i at arrival m, 0 otherwise [-]

Ji 1 if i is a load harbour, -1 if discharge [-]

QMAX
imv Upper load limit tonnes

QMIN
im Lower load limit tonnes

CAP
v Capacity vessel v tonnes

T Length of planning period hours

TQ
i Time to unload one unit at port i tonnes/hour

TS
ijv Time to sail from i to j with ship v hours

TB
i Minimum time from departure till next arrival at port i hours

TWS
im Start of time window for arrival m at port i hours

TWE
im End of time window for arrival m at port i hours

Ri Production rate (Negative if consumption) tonnes/hour

SMIN
i Minimum inventory level tonnes

SEMIN
i Minimum inventory level at end of planning period tonnes

SMAX
i Maximum inventory level tonnes

SSi Stock levels at node i at start tonnes
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Objective

minz =
∑
v∈V

∑
Av∈(i,m,j,n)

Cijvximjnv + T · E
∑
i∈HT

Ri(1− ui) +
∑
i∈HT

ETi Ri(1− ui) (A3.1)

Network constraints

Wimv +
∑
j∈Hv

∑
n∈Mjv

xjnimv−
∑
j∈Hv

∑
n∈Mjv

ximjnv− zimv = 0,∀v ∈ V, i ∈ Hv,m ∈Miv (A3.2)

∑
v∈V

∑
j∈Hv

∑
n∈Mjv

xjnimv + yim +
∑
v∈V

Wimv = 1, ∀i ∈ HT ,m ∈MT i (A3.3)

yim − yi(m−1) ≥ 0, ∀i ∈ HT ,m ∈MT i (A3.4)

Loading and unloading constraints∑
j∈Hv

∑
n∈Mjv

ljnimv + Jiqimv −
∑
j∈Hv

∑
n∈Mjv

limjnv = 0,∀v ∈ V, i ∈ Hv,m ∈Miv (A3.5)

limjnv ≤ CAPv ximjnv,∀(i,m, j, n) ∈ Av, v ∈ V (A3.6)

qimv −
∑
j∈Hv

∑
n∈Mjv

QMAX
imv xjnimv ≤WimvQ

MAX
imv ,∀v ∈ V, i ∈ Hv,m ∈Miv (A3.7)

∑
v∈V

qimv +QMIN
im yim ≥ QMIN

im , ∀i ∈ HT ,m ∈MT i (A3.8)

Time constraints

tSim +
∑
v∈V

TQi qimv − t
E
im = 0,∀i ∈ HT ,m ∈MT i (A3.9)

(tEim + TSijv − tjn) +Mximjnv ≤M,∀v ∈ V m(i,m, j, n) inAv (A3.10)

tSim − tEi(m−1) + TBi yim ≥ TBi ,∀i ∈ HT ,m ∈MT i (A3.11)

TWS
im ≤ tSim ≤ TWE

im ,∀i ∈ HT ,m ∈MT i (A3.12)
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Inventory constraints

sSim −
∑
v∈V

Jiqimv +Rit
E
im −RitSim − sEim = 0, ∀i ∈ HT ,m ∈MT i (A3.13)

sEi(m−1) +Rit
S
im −RitEi(m−1) − sSim = 0, ∀i ∈ HT ,m ∈MT i (A3.14)

SMIN
i ui ≤ sSim ≤ SMAX

i ,∀i ∈ HT ,m ∈MT i (A3.15)

SMIN
i ui ≤ sEim ≤ SMAX

i ,∀i ∈ HT ,m ∈MT i (A3.16)

SEMIN
i ui ≤ sEim +Ri(Tui − tEim) ≤ SMAX

i , ∀i ∈ HT ,m ∈ |MT i| (A3.17)

SSi +Ri(t
E
i1) = sSi1, ∀i ∈ HT (A3.18)

Variable constraints

ximjnv ∈ {0, 1},∀v ∈ V, (i,m, j, n) ∈ Av (A3.19)

yimv ∈ {0, 1}, ∀v ∈ V, i ∈ Hv,m ∈Miv (A3.20)

zimv ∈ {0, 1},∀v ∈ V, i ∈ Hv,m ∈Miv (A3.21)

ui ∈ {0, 1}, ∀i ∈ HT (A3.22)

qimv ≥ 0,∀v ∈ V, i ∈ Hv,m ∈Miv (A3.23)

limjnv ≥ 0,∀(i,m, j, n) ∈ Av, v ∈ V (A3.24)

tSim ≥ 0, ∀i ∈ HT ,m ∈MT i (A3.25)

tEim ≥ 0, ∀i ∈ HT ,m ∈MT i (A3.26)

sSim ≥ 0, ∀i ∈ HT ,m ∈MT i (A3.27)

sEim ≥ 0,∀i ∈ HT ,m ∈MT i (A3.28)
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A4 - Comprehensive Optimization Model

Mathematical model formulation
Set Definition

HT Set of all ports
HTv Set of all unloading ports
N Set of all unloading ports for all visits
U Set of loading port for all visits
Av Set of arcs possible for ship (v)
Mi Set of possible arrivals at port i

Parameter Definition Unit

Ctijv Cost of transport from node (i) to (j) by ship (v) USD

Cpiv Setup cost in port (i) for ship (v) USD
Crvv Cost of renting ship (v) USD
Ccvc Cost of cleaning compartment (c) in ship (v) USD
Avv Capacity vessel v tonnes
Aii Unloading capacity port (i) tonnes
TCvc Time to clean compartment c in ship v hours
Jik 1 if product k being loaded or unloaded in port (i) [-]
QSik Shipping quantity of product (k) in port (i) tonnes
PH Planning horizon hours
TP Port setup time hours
TQuik Unloading speed product (k) in port (i) tonnes/hour
TQlik Loading speed product (k) in port (i) tonnes/hour
TTijv Travelling time between node (i) and (j) for vessel (v) hours
[Ai, Bi] Time window port (i) hours
Hik Inventory at start for product (k) at port (i) tonnes
Sminik Minimum inventory of product (k) at port (i) tonnes
SminEik Minimum inventory of product (k) at port (i) at EOH tonnes
Smaxik Maximum inventory of product (k) at port (i) tonnes
CRik Consumption rate of product (k) at node (i) tonnes/hour

Variables Definition Unit

ximjnv 1 if ship moves from unloading port (i) after visit (m) to unloading port (j) at visit (n) for ship (v) [-]
ximdnv 1 if ship moves from unloading port (i) after visit (m) to loading port (d) at visit (n) for ship (v) [-]
yim 1 if port (i) is not reachable for visit (m) [-]
rik 1 if the stock level of product (k) at unloading port (i) is able to meet consumption needs [-]
uiv 1 if capacity of ship (v) is smaller than capacity of unloading port (i) [-]
zvcm 1 if compartment (c) of ship (v) is washed at visit (m) [-]
bydmkvc 1 if there is product (k) in compartment (c) at ship (v) that loaded in port (d) at visit (m) [-]
xyimkv 1 if product (k) is brought by ship (v) at visit (m) at port (i) [-]
Iimvkc Amount of product (k) in compartment (c) that ship (v) carries after leaving on visit (m) at port (i) tonnes
qimvkc Amount of product (k) unloaded from compartment (c) in ship (v) at visit (m) in port (i) tonnes
qimvkc Amount of product (k) loaded from compartment (c) in ship (v) at visit (m) in port (d) tonnes
pimv 1 if ship (v) visits port (i) on visit (m) [-]
pimv 1 if ship (v) visits loading port (d) on visit (m) [-]
taim Arrival time in port (i) on visit (m) hours
teim Ending service time in port (i) on visit (m) hours
simk Amount of product (k) in port (i) before unloading at visit (m) tonnes
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Objective

∑
v∈V

∑
(i,m,j,n)∈Av

cijximjnv +
∑
v∈V

∑
(d,m,j,n)∈Av

cdjv(xdmjnv + ximdnv)

+
∑
v∈V

cpiv(
∑

(i,m)∈N

pimv +
∑

(d,m)∈N

pdmv)

+
∑
v∈V

crvv
∑

(d,m)∈U

(tadm − tad(m−1)) +
∑
v∈V

∑
c∈Cv

ccvczvc (A4.1)

Constrains∑
(d,m)∈U

∑
(j,n)∈N

xjndmv−
∑

(d,m)∈U

∑
(j,n)∈N

xjndmv ∗ uiv−rik = 0, uiv =

{
1, Avv ≤ Aii
0otherwise

(A4.2)

rik =

{
1, simk + qimvkc ≥ CRik(PH − teim)

0, simk + qimvkc ≤ CRik(PH − teim)
,∀v ∈ V,∀k ∈ K,∀(v, d,m) ∈ V xU, ∀(v, i,m

(A4.3)∑∑
xjnimv + yim = 1,∀(i,m) ∈ N, i 6= j (A4.4)

yim − yi(m−1) ≥ 0,∀(i,m) ∈ N,m 6= 1 (A4.5)

ydm − yd(m−1) ≥ 0, ∀(d,m) ∈ U,m 6= 1 (A4.6)

xdmjnv ∈ {0, 1}∀v ∈ V,∀(d,m, j, n) ∈ Av (A4.7)

ximjnv ∈ {0, 1}∀v ∈ V,∀(i,m, j, n) ∈ Av (A4.8)

uiv, rik ∈ {0, 1}∀k ∈ K,∀v ∈ V,∀i ∈ HTv (A4.9)

yim ∈ {0, 1}∀(i,m) ∈ N (A4.10)

zvc =

{
1, bydmkvc − byd(m+1)kvvc = 0

0, bydmkvc − byd(m+1)kvvc 6= 0
∀v ∈ V,∀(d,m) ∈ U,∀kv ∈ Kv,∀(k, c) ∈ KvxCv, kv 6= k

(A4.11)∑
k∈K

bydmvck ≤ 1, ∀v ∈ V,∀(d,m) ∈ U,∀(k, c) ∈ KvxCv (A4.12)
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∑
c∈Cv

bydmvck ≤ |Cv| · (1− bydmvcckk), ∀v ∈ V,∀k ∈ K,∀(d,m) ∈ U,∀cc ∈ Cv,∀kk ∈ Kv,∀(k, c) ∈ Kv

(A4.13)

zvc ∈ {0, 1},∀v ∈ V,∀c ∈ Cv (A4.14)

bydmkvc ∈ {0, 1}, ∀v ∈ V,∀(d,m) ∈ U,∀(k, c) ∈ KvxCv (A4.15)

∑
v∈V

xyimkv = 1, ∀k ∈ Kv, ∀(i,m) inN (A4.16)

ximjnv(Iimvkc − Jikqjnvkc − Ijnvkc) = 0,∀v ∈ V,∀(i,m, j, n) ∈ N, ∀(k, c) ∈ KvxCv, i 6= j
(A4.17)

xdmjnv(Jikqdmvkc − Ijnvkc) = 0, ∀v ∈ V,∀(d,m) ∈ U,∀(j, n) ∈ N∀(k, c) ∈ KvxCv, j 6= d
(A4.18)

∑
c∈C

∑
k∈Kv

qdmvkc =
∑

(i,m)∈N

∑
k∈Kv

xyimkvQSik+(
∑
c∈C

CMaxvc−
∑

(i,m)∈N

∑
k∈Kv

xyimkcQSik),∀v ∈ V,∀(d,m) ∈ U

(A4.19)

qdmvkc ≤ CMacvc,∀v ∈ V,∀(d,m) ∈ U,∀(k, c) ∈ KvxCc, i 6= d (A4.20)

qdmvkc ≤ CMacvc
∑

(j,n)∈N

xjnimv, ∀v ∈ V,∀(i,m) ∈ N, ∀(k, c) ∈ KvxCc, i 6= j (A4.21)

Idmvkc ≤ CMacvc
∑

(j,n)∈N

xjnimv,∀v ∈ V,∀(i,m) ∈ N, ∀(k, c) ∈ KvxCc, i 6= j (A4.22)

xjnimv − pimv = 0,∀v ∈ V,∀(i,m, j, n) ∈ N (A4.23)

xjnimv − pdmv = 0,∀v ∈ V,∀(j, n) ∈ N, ∀(d,m) ∈ U (A4.24)

xyimvk ∈ {0, 1},∀v ∈ V,∀k ∈ K,∀(i,m) ∈ N (A4.25)

pimv, pdmv ∈ {0, 1}, ∀v ∈ V,∀(i,m) ∈ N, ∀(d,m) ∈ U (A4.26)
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Iimvkc, qimvkc, qdmvkc ≥ 0, ∀v ∈ V,∀(i,m) ∈ N, ∀(d,m) ∈ U,∀(k, c) ∈ KvxCv (A4.27)

tai(m+1) − taim ≥ 0, ∀(i,m) ∈ N (A4.28)

tad(m+1) − tadm ≥ 0, ∀(d,m) ∈ U (A4.29)

taim + TPipimv ≤ [
Hik − SMinik

CRik
], ∀k ∈ K,∀(i,m) ∈ N (A4.30)

Ai ≤ taim ≤ Bi, ∀(i,m) ∈ N (A4.31)

taim + TPipimv +
∑
k∈Kv

∑
c∈C

TQiikqimvkc − teim = 0,∀v ∈ V,∀(i,m) ∈ N, ∀(k, c) ∈ KvxCv

(A4.32)

tadm + TPipdmv +
∑
k∈Kv

∑
c∈C

TQldkqdmvkc +
∑
c∈C

TCvczvc − tedm = 0,∀v ∈ V,∀(d,m) ∈ U

(A4.33)

ximjnv[teim + TTijv − tajn] ≤ 0,∀v ∈ V,∀(i,m, j, n) ∈ Av (A4.34)

xdmjnv[tedm + TTdjv − tajn] ≤ 0,∀v ∈ V,∀(d,m, j, n) ∈ Av (A4.35)

ximdnv[teim + TTidv − tadn] ≤ 0,∀v ∈ V,∀(i,m, d, n) ∈ Av (A4.36)

taim, teim ≥ 0,∀(i,m) ∈ N (A4.37)

tadm, tedm ≥ 0,∀(d,m) ∈ U (A4.38)

simk = Hik − CRik(taim + TPipimv) (A4.39)

SMinik ≤ simk ≤ SMaxik,∀(i,m, k) ∈ (HT − d)xKi (A4.40)

SMinik ≤ simk+qimkc−CRik(teim−(taim+TPipimv)) ≤ SMaxik, ∀v ∈ V,∀c ∈ cv, ∀(i,m, k) ∈ (HT−d)xKi

(A4.41)

SMinEik ≤ simk+qimkc−CRik(teim−(taim+TPipimv)) ≤ SMaxik, ∀v ∈ V,∀c ∈ cv, ∀(i,m, k) ∈ (HT−d)xMi

(A4.42)
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A5 - MATLAB Matrix Implementation and Gurobi Model
for Arc-Load Problem

Script starts on next page.
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%Arc-Load Model

%Defines the problem
%    min z=C'x
%st. Ax<=B

%Clears all variables
clc,clear

%Loads routing, ship, harbour and consumption data
%RoutingData12zones()
%RoutingData19natural();
RoutingData24kmeans()

%Defines Variables--------------------------------------

%i,m,j,n,v
x=zeros(n_ht,n_mti,n_ht,n_mti,n_v);
[xa xb xc xd xe] = size(x);
xlength=xa*xb*xc*xd*xe;

%i,m
y=zeros(n_ht,n_mti);
[ya yb] = size(y);
ylength=ya*yb;

%i,m,v
z=zeros(n_ht,n_mti,n_v);
[za zb zc] = size(z);
zlength=za*zb*zc;

%i
u=zeros(n_ht,1);
[ua]=size(u);
ulength=ua;

%i,m,v
q=zeros(n_ht,n_mti,n_v);
[qa qb qc] = size(q);
qlength=qa*qb*qc;

%i,m,v
l=zeros(n_ht,n_mti,n_v);
[la lb lc] = size(l);
llength=la*lb*lc;

%i,m
ts=zeros(n_ht,n_mti);
[tsa tsb] = size(ts);
tslength=tsa*tsb;

%i,m
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te=zeros(n_ht,n_mti);
[tea teb] = size(te);
telength=tea*teb;

%i,m
ss=zeros(n_ht,n_mti);
[ssa ssb] = size(ss);
sslength=ssa*ssb;

%i,m
se=zeros(n_ht,n_mti);
[sea seb] = size(se);
selength=sea*seb;

%Generate Index Numbers for Variables------------------

t1=0;

for i=1:n_ht
    for m=1:n_mt(i)
        for j=1:n_ht
            for n=1:n_mt(j)
                for v=1:n_v
                    t1=t1+1;
                    x(i,m,j,n,v)=t1;
                end
            end
        end
    end
end

xlength=t1;

for i=1:n_ht
    for m=1:n_mt(i)
        t1=t1+1;
        y(i,m)=t1;
    end
end

ylength=t1-xlength;

for i=1:n_ht
    for m=1:n_mt(i)
        for v=1:zc
            t1=t1+1;
            z(i,m,v)=t1;
        end
    end
end

zlength=t1-xlength-ylength;
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for i=1:ua
            t1=t1+1;
            u(i)=t1;
end

ulength=t1-xlength-ylength-zlength;

for i=1:n_ht
    for m=1:n_mt(i)
        for v=1:qc
            t1=t1+1;
            q(i,m,v)=t1;
        end
    end
end

qlength=t1-xlength-ylength-zlength-ulength;

for i=1:n_ht
    for m=1:n_mt(i)
        for v=1:lc
            t1=t1+1;
            l(i,m,v)=t1;
        end
    end
end

llength=t1-xlength-ylength-zlength-ulength-qlength;

for i=1:tsa
    for m=1:tsb
        t1=t1+1;
        ts(i,m)=t1;
    end
end

tslength=t1-xlength-ylength-zlength-ulength-qlength-llength;

for i=1:tea
    for m=1:teb
        t1=t1+1;
        te(i,m)=t1;
    end
end

telength=t1-xlength-ylength-zlength-ulength-qlength-llength-tslength;

for i=1:ssa
    for m=1:ssb
        t1=t1+1;
        ss(i,m)=t1;
    end
end
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sslength=t1-xlength-ylength-zlength-ulength-qlength-llength-tslength-
telength;

for i=1:sea
    for m=1:seb
        t1=t1+1;
        se(i,m)=t1;
    end
end

selength=t1-xlength-ylength-zlength-ulength-qlength-llength-tslength-
telength-sslength;

%Generate C vector
C=zeros(1, xlength+ylength+zlength+ulength+qlength+llength+telength
+tslength+sslength+selength);

for v=1:n_v
    for i=1:n_ht
        for m=1:n_mt(i)
            for j=1:n_ht
                for n=1:n_mt(j)
                    index1=x(i,m,j,n,v);
                    C(index1)=C(index1)+CS(i,j,v);
                end
            end
        end
    end
end

for i=2:n_ht
    index1=u(i);
    C(index1)=C(index1)-T*EF*(-1)*R(i)-ET(i);
end

C_const=0;
for i=2:n_ht
    C_const=C_const+T*EF*(-1)*R(i)+ET(i);
end

%Generate A matrix-------------------------------

A=sparse(100000,xlength+ylength+zlength+ulength+qlength+llength
+telength+tslength+sslength+selength);

%Set Constraints---------------------------------

%constraint 1
t1=0;
for v=1:n_v
    for i=1:n_ht
        for m=1:n_mt(i)
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            t1=t1+1;
            model.sense(t1)='=';
            B(t1)=-W(i,m,v);
            index3=z(i,m,v);
            for j=1:n_ht
                for n=1:n_mt(j)

            index1=x(j,n,i,m,v);
            index2=x(i,m,j,n,v);

            A(t1,index1)=A(t1,index1)+1;
            A(t1,index2)=A(t1,index2)-1;

                end
            end
            A(t1,index3)=A(t1,index3)-1;
        end
    end
end

%constraint 2

t2=t1;
for i=1:n_ht
    for m=1:n_mt(i)
        t2=t2+1;
        model.sense(t2)='=';
        B(t2)=1-sum(W(i,m,:));

        index2=y(i,m);
        A(t2,index2)=A(t2,index2)+1;

        for j=1:n_ht
            for n=1:n_mt(j)
                for v=1:n_v
            index1=x(j,n,i,m,v);
            A(t2,index1)=1;
                end
            end
        end
    end
end

%constraint 3

t3=t2;
for i=1:n_ht
    for m=2:n_mt(i)
        t3=t3+1;
        model.sense(t3)='>';
        B(t3)=0;
        index1=y(i,m);
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        index2=y(i,m-1);

        A(t3,index1)=A(t3,index1)+1;
        A(t3,index2)=A(t3,index2)-1;
    end
end

%costraint 4
t4=t3;
for v=1:n_v
    for i=1:n_ht
        for m=1:n_mt(i)
            for j=1:n_ht
                for n=1:n_mt(j)
                    t4=t4+1;
                    model.sense(t4)='<';
                    B(t4)=CAP(v);
                    index1=x(i,m,j,n,v);
                    index2=l(i,m,v);
                    index3=q(j,n,v);
                    index4=l(j,n,v);
                    A(t4,index1)=A(t4,index1)+CAP(v);
                    A(t4,index2)=A(t4,index2)+1;
                    A(t4,index3)=A(t4,index3)+J(j);
                    A(t4,index4)=A(t4,index4)-1;
                end
            end
        end
    end
end

%costraint 5
t5=t4;
for v=1:n_v
    for i=1:n_ht
        for m=1:n_mt(i)
            for j=1:n_ht
                for n=1:n_mt(j)
                    t5=t5+1;
                    model.sense(t5)='>';
                    B(t5)=-CAP(v);
                    index1=x(i,m,j,n,v);
                    index2=l(i,m,v);
                    index3=q(j,n,v);
                    index4=l(j,n,v);
                    A(t5,index1)=A(t5,index1)-CAP(v);
                    A(t5,index2)=A(t5,index2)+1;
                    A(t5,index3)=A(t5,index3)+J(j);
                    A(t5,index4)=A(t5,index4)-1;
                end
            end
        end
    end
end
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%constraint 6
t6=t5;
for v=1:n_v
    for i=1:n_ht
        for m=1:n_mt(i)
            t6=t6+1;
            model.sense(t6)='<';
            B(t6)=0;
            index1=l(i,m,v);
            A(t6,index1)=A(t6,index1)+1;
            for j=1:n_ht
                for n=1:n_mt(j)
            index2=x(i,m,j,n,v);
            A(t6,index2)=A(t6,index2)-CAP(v);
                end
            end
        end
    end
end

%constraint 7
t7=t6;
for v=1:n_v
    for i=1:n_ht
        for m=1:n_mt(i)
            t7=t7+1;
            model.sense(t7)='<';
            B(t7)=W(i,m,v)*QMax(i,m,v);
            index1=q(i,m,v);
            A(t7,index1)=A(t7,index1)+1;
            for j=1:n_ht
                for n=1:n_mt(j)
            index2=x(j,n,i,m,v);
            A(t7,index2)=A(t7,index2)-QMax(i,m,v);%change
 --------------------
                end
            end
        end
    end
end

%constraint 8
t8=t7;
for i=1:n_ht
    for m=1:n_mt(i)
        t8=t8+1;
        model.sense(t8)='>';
        B(t8)=QMin(i,m);
        index1=y(i,m);
        A(t8,index1)=A(t8,index1)+QMin(i,m);
        for v=1:n_v
        index2=q(i,m,v);
        A(t8,index2)=A(t8,index2)+1;
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        end
    end
end

%Time Constraints----------------------------

%constraint 9
t9=t8;
for i=1:n_ht
    for m=1:n_mt(i)
        t9=t9+1;
        model.sense(t9)='=';
        B(t9)=0;
        index1=ts(i,m);
        index2=te(i,m);
        A(t9,index1)=A(t9,index1)+1;
        A(t9,index2)=A(t9,index2)-1;
        for v=1:n_v
        index3=q(i,m,v);
        A(t9,index3)=A(t9,index3)+TQ(i);
        end
        for v=1:n_v
            for j=1:n_ht
                for n=1:n_mt(j)
                index4=x(i,m,j,n,v);
                A(t9,index4)=A(t9,index4)+TSI(i,1);
                end
            end
        end
    end
end

%constraint 10
t10=t9;
for v=1:n_v
    for i=1:n_ht
        for m=1:n_mt(i)
            for j=1:n_ht
                for n=1:n_mt(j)
                    t10=t10+1;
                    model.sense(t10)='<';
                    B(t10)=M-TS(i,j,v);
                    index1=te(i,m);
                    index2=ts(j,n);
                    index3=x(i,m,j,n,v);
                    A(t10,index1)=A(t10,index1)+1;
                    A(t10,index2)=A(t10,index2)-1;
                    A(t10,index3)=A(t10,index3)+M;
                end
            end
        end
    end
end
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%constraint 11
%This constraint was eliminated
t11=t10;

%constraint 12
t12=t11;
for i=1:n_ht
    for m=2:n_mt(i)
        t12=t12+1;
        model.sense(t12)='>';
        B(t12)=TB(i);
        index1=ts(i,m);
        index2=te(i,m-1);
        index3=y(i,m);
        A(t12,index1)=A(t12,index1)+1;
        A(t12,index2)=A(t12,index2)-1;
        A(t12,index3)=A(t12,index3)+TB(i);
    end
end

%constraint 13
t13=t12;
for i=1:n_ht
    for m=1:n_mt(i)
        t13=t13+1;
        model.sense(t13)='>';
        B(t13)=TWS(i,m);
        index1=ts(i,m);
        A(t13,index1)=A(t13,index1)+1;
    end
end

%constraint 14
t14=t13;
for i=1:n_ht
    for m=1:n_mt(i)
        t14=t14+1;
        model.sense(t14)='<';
        B(t14)=TWE(i,m);
        index1=ts(i,m);
        A(t14,index1)=A(t14,index1)+1;
    end
end

%Inventory Constraints-----------------------
%constraint 15
t15=t14;
for i=1:n_ht
    for m=1:n_mt(i)
        t15=t15+1;
        model.sense(t15)='=';
        B(t15)=0;
        index1=ss(i,m);
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        index3=te(i,m);
        index4=ts(i,m);
        index5=se(i,m);
        A(t15,index1)=A(t15,index1)+1;
        for v=1:n_v
            index2=q(i,m,v);
            A(t15,index2)=A(t15,index2)-J(i);
        end
        A(t15,index3)=A(t15,index3)+R(i);
        A(t15,index4)=A(t15,index4)-R(i);
        A(t15,index5)=A(t15,index5)-1;
    end
end

%constraint 16
t16=t15;
for i=1:n_ht
    for m=2:n_mt(i)
        t16=t16+1;
        model.sense(t16)='=';
        B(t16)=0;
        index1=ss(i,m);
        index3=te(i,m-1);
        index4=ts(i,m);
        index5=se(i,m-1);
        A(t16,index1)=A(t16,index1)-1;
        A(t16,index3)=A(t16,index3)-R(i);
        A(t16,index4)=A(t16,index4)+R(i);
        A(t16,index5)=A(t16,index5)+1;
    end
end

%constraint 17
t17=t16;
for i=1:n_ht
    for m=1:n_mt(i)
        t17=t17+1;
        model.sense(t17)='>';
        B(t17)=SMin(i);
        index1=ss(i,m);
        A(t17,index1)=A(t17,index1)+1;
    end
end

%constraint 18
t18=t17;
for i=1:n_ht
    for m=1:n_mt(i)
        t18=t18+1;
        model.sense(t18)='<';
        B(t18)=SMax(i);
        index1=ss(i,m);
        A(t18,index1)=A(t18,index1)+1;
    end
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end

%constraint 19
t19=t18;
for i=1:n_ht
    for m=1:n_mt(i)
        t19=t19+1;
        model.sense(t19)='>';
        B(t19)=SMin(i);
        index1=se(i,m);
        A(t19,index1)=A(t19,index1)+1;
    end
end

%constraint 20
t20=t19;
for i=1:n_ht
    for m=1:n_mt(i)
        t20=t20+1;
        model.sense(t20)='<';
        B(t20)=SMax(i);
        index1=se(i,m);
        A(t20,index1)=A(t20,index1)+1;
    end
end

%constraint 21
t21=t20;
for i=1:n_ht
    m=n_mt(i);
        t21=t21+1;
        model.sense(t21)='>';
        B(t21)=0;
        index1=se(i,m);
        index2=te(i,m);
        index3=u(i);
        A(t21,index1)=A(t21,index1)+1;
        A(t21,index2)=A(t21,index2)-R(i);
        A(t21,index3)=A(t21,index3)-SEMin(i)+R(i)*T;
end

%constraint 22
t22=t21;
for i=1:n_ht
    m=n_mt(i);
        t22=t22+1;
        model.sense(t22)='<';
        B(t22)=SMax(i)-R(i)*T;
        index1=se(i,m);
        index2=te(i,m);
        A(t22,index1)=A(t22,index1)+1;
        A(t22,index2)=A(t22,index2)-R(i);
end
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%constraint 23
t23=t22;
for i=1:n_ht
    m=1;
        t23=t23+1;
        model.sense(t23)='=';
        B(t23)=SS(i);
        index1=ss(i,m);
        index2=ts(i,m);
        A(t23,index1)=A(t23,index1)+1;
        A(t23,index2)=A(t23,index2)-R(i);
end

%assignes values to the Gurobi model
model.vtype(1:xlength+ylength+zlength+ulength)='B';%defines binary
 variables
model.vtype(xlength+ylength+zlength+ulength+1:xlength+ylength
+zlength+ulength+qlength+llength+telength+tslength+sslength
+selength)='C';%defines continuous variables

%A( all(~A,2), : ) = []; %removes rows with zeros
AN=sparse(t23,xlength+ylength+zlength+ulength+qlength+llength+telength
+tslength+sslength+selength);
AN=A(1:t23,1:xlength+ylength+zlength+ulength+qlength+llength+telength
+tslength+sslength+selength);

model.A=sparse(AN);
model.rhs=B;
model.obj=C;
model.objcon=C_const;
model.modelsense='Min';

%Solves the problem in Gurobi
result= gurobi(model)
a=result.x

Published with MATLAB® R2018b
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%Arc-Flow Model

%Defines the problem
%    min z=C'x
%st. Ax<=B

clc,clear

%Loads routing, ship, harbour and consumption data
%RoutingData12zones()
%RoutingData19natural()
RoutingData24kmeans()

modelType='Arc-Flow';

%Defines Variables--------------------------------------

%i,m,j,n,v
x=zeros(n_ht,n_mti,n_ht,n_mti,n_v);
[xa xb xc xd xe] = size(x);
xlength=xa*xb*xc*xd*xe;

%i,m
y=zeros(n_ht,n_mti);
[ya yb] = size(y);
ylength=ya*yb;

%i,m,v
z=zeros(n_ht,n_mti,n_v);
[za zb zc] = size(z);
zlength=za*zb*zc;

%i
u=zeros(n_ht,1);
[ua]=size(u);
ulength=ua;

%i,m,v
q=zeros(n_ht,n_mti,n_v);
[qa qb qc] = size(q);
qlength=qa*qb*qc;

%i,m,k,n,v
l=zeros(n_ht,n_mti,n_ht,n_mti,n_v);
[la lb lc ld le] = size(l);
llength=la*lb*lc*ld*le;

%i,m
ts=zeros(n_ht,n_mti);
[tsa tsb] = size(ts);
tslength=tsa*tsb;
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%i,m
te=zeros(n_ht,n_mti);
[tea teb] = size(te);
telength=tea*teb;

%i,m
ss=zeros(n_ht,n_mti);
[ssa ssb] = size(ss);
sslength=ssa*ssb;

%i,m
se=zeros(n_ht,n_mti);
[sea seb] = size(se);
selength=sea*seb;

%Generate Index Numbers for Variables------------------

t1=0;

for i=1:n_ht
    for m=1:n_mt(i)
        for j=1:n_ht
            for n=1:n_mt(j)
                for v=1:n_v
                    t1=t1+1;
                    x(i,m,j,n,v)=t1;
                end
            end
        end
    end
end

xlength=t1;

for i=1:n_ht
    for m=1:n_mt(i)
        t1=t1+1;
        y(i,m)=t1;
    end
end

ylength=t1-xlength;

for i=1:n_ht
    for m=1:n_mt(i)
        for v=1:zc
            t1=t1+1;
            z(i,m,v)=t1;
        end
    end
end
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zlength=t1-xlength-ylength;

for i=1:ua
            t1=t1+1;
            u(i)=t1;
end

ulength=t1-xlength-ylength-zlength;

for i=1:n_ht
    for m=1:n_mt(i)
        for v=1:qc
            t1=t1+1;
            q(i,m,v)=t1;
        end
    end
end

qlength=t1-xlength-ylength-zlength-ulength;

for i=1:n_ht
    for m=1:n_mt(i)
        for j=1:n_ht
            for n=1:n_mt(j)
                for v=1:le
                    t1=t1+1;
                    l(i,m,j,n,v)=t1;
                end
            end
        end
    end
end

llength=t1-xlength-ylength-zlength-ulength-qlength;

for i=1:tsa
    for m=1:tsb
        t1=t1+1;
        ts(i,m)=t1;
    end
end

tslength=t1-xlength-ylength-zlength-ulength-qlength-llength;

for i=1:tea
    for m=1:teb
        t1=t1+1;
        te(i,m)=t1;
    end
end

telength=t1-xlength-ylength-zlength-ulength-qlength-llength-tslength;

for i=1:ssa
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    for m=1:ssb
        t1=t1+1;
        ss(i,m)=t1;
    end
end

sslength=t1-xlength-ylength-zlength-ulength-qlength-llength-tslength-
telength;

for i=1:sea
    for m=1:seb
        t1=t1+1;
        se(i,m)=t1;
    end
end

selength=t1-xlength-ylength-zlength-ulength-qlength-llength-tslength-
telength-sslength;

%Generate C vector
C=zeros(1, xlength+ylength+zlength+ulength+qlength+llength+telength
+tslength+sslength+selength);

for v=1:n_v
    for i=1:n_ht
        for m=1:n_mt(i)
            for j=1:n_ht
                for n=1:n_mt(j)
                    index1=x(i,m,j,n,v);
                    C(index1)=C(index1)+CS(i,j,v);
                end
            end
        end
    end
end

for i=1:n_ht
    index1=u(i);
    C(index1)=C(index1)-T*EF*R(i)-ET(i);
end

C_const=0;
for i=1:n_ht
    C_const=C_const+T*EF*R(i)+ET(i);
end

%Generate A matrix-------------------------------

A=zeros(100000,xlength+ylength+zlength+ulength+qlength+llength
+telength+tslength+sslength+selength);

%Set Constraints---------------------------------
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%constraint 1
t1=0;
for v=1:n_v
    for i=1:n_ht
        for m=1:n_mt(i)
            t1=t1+1;
            model.sense(t1)='=';
            B(t1)=-W(i,m,v);
            index3=z(i,m,v);
            for j=1:n_ht
                for n=1:n_mt(j)

            index1=x(j,n,i,m,v);
            index2=x(i,m,j,n,v);

            A(t1,index1)=A(t1,index1)+1;
            A(t1,index2)=A(t1,index2)-1;

                end
            end
            A(t1,index3)=A(t1,index3)-1;
        end
    end
end

%constraint 2

t2=t1;
for i=1:n_ht
    for m=1:n_mt(i)
        t2=t2+1;
        model.sense(t2)='=';
        B(t2)=1-sum(W(i,m,:));

        index2=y(i,m);
        A(t2,index2)=A(t2,index2)+1;

        for j=1:n_ht
            for n=1:n_mt(j)
                for v=1:n_v
            index1=x(j,n,i,m,v);
            A(t2,index1)=1;
                end
            end
        end
    end
end

%constraint 3

t3=t2;
for i=1:n_ht
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    for m=2:n_mt(i)
        t3=t3+1;
        model.sense(t3)='>';
        B(t3)=0;
        index1=y(i,m);
        index2=y(i,m-1);

        A(t3,index1)=A(t3,index1)+1;
        A(t3,index2)=A(t3,index2)-1;
    end
end

%costraint 4 -changed
t4=t3;
for v=1:n_v
    for i=1:n_ht
        for m=1:n_mt(i)
            t4=t4+1;
            model.sense(t4)='=';
            B(t4)=0;
            index3=q(i,m,v);
            A(t4,index3)=A(t4,index3)+J(i)*(1-W(i,m,v));
            for j=1:n_ht
                for n=1:n_mt(j)
                    index1=l(j,n,i,m,v);
                    index2=l(i,m,j,n,v);
                    A(t4,index1)=A(t4,index1)+1*(1-W(i,m,v));
                    A(t4,index2)=A(t4,index2)-1*(1-W(i,m,v));
                end
            end
        end
    end
end

for v=1:n_v
    for i=1:n_ht
        for m=1:n_mt(i)
            t4=t4+1;
            model.sense(t4)='<';
            B(t4)=CAP(v)*W(i,m,v);
            index3=q(i,m,v);
            A(t4,index3)=A(t4,index3)-J(i)*W(i,m,v);
            for j=1:n_ht
                for n=1:n_mt(j)
                    index2=l(i,m,j,n,v);
                    A(t4,index2)=A(t4,index2)+1*W(i,m,v);
                end
            end
        end
    end
end

%costraint 5 -changed
t5=t4;
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for v=1:n_v
    for i=1:n_ht
        for m=1:n_mt(i)
            for j=1:n_ht
                for n=1:n_mt(j)
                    t5=t5+1;
                    model.sense(t5)='<';
                    B(t5)=0;
                    index1=x(i,m,j,n,v);
                    index2=l(i,m,j,n,v);
                    A(t5,index1)=A(t5,index1)-CAP(v);
                    A(t5,index2)=A(t5,index2)+1;
                end
            end
        end
    end
end

%constraint 6 -removed
t6=t5;

%constraint 7
t7=t6;
for v=1:n_v
    for i=1:n_ht
        for m=1:n_mt(i)
            t7=t7+1;
            model.sense(t7)='<';
            B(t7)=W(i,m,v)*QMax(i,m,v);
            index1=q(i,m,v);
            A(t7,index1)=A(t7,index1)+1;
            for j=1:n_ht
                for n=1:n_mt(j)
            index2=x(j,n,i,m,v);
            A(t7,index2)=A(t7,index2)-QMax(i,m,v);
                end
            end
        end
    end
end

%constraint 8
t8=t7;
for i=1:n_ht
    for m=1:n_mt(i)
        t8=t8+1;
        model.sense(t8)='>';
        B(t8)=QMin(i,m);
        index1=y(i,m);
        A(t8,index1)=A(t8,index1)+QMin(i,m);
        for v=1:n_v
        index2=q(i,m,v);
        A(t8,index2)=A(t8,index2)+1;
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        end
    end
end

%Time Constraints----------------------------

%constraint 9
t9=t8;
for i=1:n_ht
    for m=1:n_mt(i)
        t9=t9+1;
        model.sense(t9)='=';
        B(t9)=0;
        index1=ts(i,m);
        index2=te(i,m);
        A(t9,index1)=A(t9,index1)+1;
        A(t9,index2)=A(t9,index2)-1;
        for v=1:n_v
        index3=q(i,m,v);
        A(t9,index3)=A(t9,index3)+TQ(i);
        end
        for v=1:n_v
            if hv(v,i)==1
            for j=1:n_ht
                if hv(v,j)==1
                for n=1:n_mt(j)
                index4=x(i,m,j,n,v);
                A(t9,index4)=A(t9,index4)+TSI(i,1);
                end
                end %if
            end
            end %if
        end
    end
end

%constraint 10
t10=t9;
for v=1:n_v
    for i=1:n_ht
        for m=1:n_mt(i)
            for j=1:n_ht
                for n=1:n_mt(j)
                    t10=t10+1;
                    model.sense(t10)='<';
                    B(t10)=M-TS(i,j,v);
                    index1=te(i,m);
                    index2=ts(j,n);
                    index3=x(i,m,j,n,v);
                    A(t10,index1)=A(t10,index1)+1;
                    A(t10,index2)=A(t10,index2)-1;
                    A(t10,index3)=A(t10,index3)+M;
                end
            end
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        end
    end
end

%constraint 11
%This constraint was eliminated
t11=t10;

%constraint 12
t12=t11;
for i=1:n_ht
    for m=2:n_mt(i)
        t12=t12+1;
        model.sense(t12)='>';
        B(t12)=TB(i);
        index1=ts(i,m);
        index2=te(i,m-1);
        index3=y(i,m);
        A(t12,index1)=A(t12,index1)+1;
        A(t12,index2)=A(t12,index2)-1;
        A(t12,index3)=A(t12,index3)+TB(i);
    end
end

%constraint 13
t13=t12;
for i=1:n_ht
    for m=1:n_mt(i)
        t13=t13+1;
        model.sense(t13)='>';
        B(t13)=TWS(i,m);
        index1=ts(i,m);
        A(t13,index1)=A(t13,index1)+1;
    end
end

%constraint 14
t14=t13;
for i=1:n_ht
    for m=1:n_mt(i)
        t14=t14+1;
        model.sense(t14)='<';
        B(t14)=TWE(i,m);
        index1=ts(i,m);
        A(t14,index1)=A(t14,index1)+1;
    end
end

%Inventory Constraints-----------------------
%constraint 15
t15=t14;
for i=1:n_ht
    for m=1:n_mt(i)
        t15=t15+1;
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        model.sense(t15)='=';
        B(t15)=0;
        index1=ss(i,m);

        index3=te(i,m);
        index4=ts(i,m);
        index5=se(i,m);
        A(t15,index1)=A(t15,index1)+1;
        for v=1:n_v
            index2=q(i,m,v);
            A(t15,index2)=A(t15,index2)-J(i);
        end
        A(t15,index3)=A(t15,index3)+R(i);
        A(t15,index4)=A(t15,index4)-R(i);
        A(t15,index5)=A(t15,index5)-1;
    end
end

%constraint 16
t16=t15;
for i=1:n_ht
    for m=2:n_mt(i)
        t16=t16+1;
        model.sense(t16)='=';
        B(t16)=0;
        index1=ss(i,m);
        index3=te(i,m-1);
        index4=ts(i,m);
        index5=se(i,m-1);
        A(t16,index1)=A(t16,index1)-1;
        A(t16,index3)=A(t16,index3)-R(i);
        A(t16,index4)=A(t16,index4)+R(i);
        A(t16,index5)=A(t16,index5)+1;
    end
end

%constraint 17
t17=t16;
for i=1:n_ht
    for m=1:n_mt(i)
        t17=t17+1;
        model.sense(t17)='>';
        B(t17)=SMin(i);
        index1=ss(i,m);
        A(t17,index1)=A(t17,index1)+1;
    end
end

%constraint 18
t18=t17;
for i=1:n_ht
    for m=1:n_mt(i)
        t18=t18+1;
        model.sense(t18)='<';
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        B(t18)=SMax(i);
        index1=ss(i,m);
        A(t18,index1)=A(t18,index1)+1;
    end
end

%constraint 19
t19=t18;
for i=1:n_ht
    for m=1:n_mt(i)
        t19=t19+1;
        model.sense(t19)='>';
        B(t19)=SMin(i);
        index1=se(i,m);
        A(t19,index1)=A(t19,index1)+1;
    end
end

%constraint 20
t20=t19;
for i=1:n_ht
    for m=1:n_mt(i)
        t20=t20+1;
        model.sense(t20)='<';
        B(t20)=SMax(i);
        index1=se(i,m);
        A(t20,index1)=A(t20,index1)+1;
    end
end

%constraint 21
t21=t20;
for i=1:n_ht
    m=n_mt(i);
        t21=t21+1;
        model.sense(t21)='>';
        B(t21)=0;
        index1=se(i,m);
        index2=te(i,m);
        index3=u(i);
        A(t21,index1)=A(t21,index1)+1;
        A(t21,index2)=A(t21,index2)-R(i);
        A(t21,index3)=A(t21,index3)-SEMin(i)+R(i)*T;
end

%constraint 22
t22=t21;
for i=1:n_ht
    m=n_mt(i);
        t22=t22+1;
        model.sense(t22)='<';
        B(t22)=SMax(i)-R(i)*T;
        index1=se(i,m);
        index2=te(i,m);
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        A(t22,index1)=A(t22,index1)+1;
        A(t22,index2)=A(t22,index2)-R(i);
end

%constraint 23
t23=t22;
for i=1:n_ht
    m=1;
        t23=t23+1;
        model.sense(t23)='=';
        B(t23)=SS(i);
        index1=ss(i,m);
        index2=ts(i,m);
        A(t23,index1)=A(t23,index1)+1;
        A(t23,index2)=A(t23,index2)-R(i);
end

%assignes values to the Gurobi model
model.vtype(1:xlength+ylength+zlength+ulength)='B';%defines binary
 variables
model.vtype(xlength+ylength+zlength+ulength+1:xlength+ylength
+zlength+ulength+qlength+llength+telength+tslength+sslength
+selength)='C';%defines continuous variables

AN=sparse(t23,xlength+ylength+zlength+ulength+qlength+llength+telength
+tslength+sslength+selength);
AN=A(1:t23,1:xlength+ylength+zlength+ulength+qlength+llength+telength
+tslength+sslength+selength);

model.A=sparse(AN);
model.rhs=B;
model.obj=C;
model.objcon=C_const;
model.modelsense='Min';

%Solves the problem in Gurobi
result= gurobi(model)
a=result.x

Published with MATLAB® R2018b
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%branch-and-bound

%function branchAndBound(model)

startModel=model;

%Linear Relaxation
for i=1:length(model.vtype);
    model.vtype(i)='C';
end

%Adds 0<=x<=1 constrains for relaxed varaibles
for i=1:length(startModel.vtype)
    if startModel.vtype(i) == 'B'
        [nRow nCol]=size(model.A);
        model.A(nRow+1,:)=0;
        model.A(nRow+1,i)=1;
        model.rhs(nRow+1)=0;
        model.sense(nRow+1)='>';

        [nRow nCol]=size(model.A);
        model.A(nRow+1,:)=0;
        model.A(nRow+1,i)=1;
        model.rhs(nRow+1)=1;
        model.sense(nRow+1)='<';
    end
end

            %Main branch
            clear branch
            branch{1}.parent=[];
            branch{1}.children=[];
            branch{1}.level=1;
            branch{1}.numberLine=[];
            branch{1}.binaryLine=[];
            result = gurobi(model);
            if strcmp(result.status,'INFEASIBLE')
            branch{1}.continuousOptimal=Inf;
            branch{1}.integerOptimal=Inf;
            else
            branch{1}.continuousOptimal=result.objval;
            test=1;
            for i=1:length(startModel.vtype)
                if startModel.vtype(i) == 'B'
                    if result.x(i)==0 || result.x(i)==1
                    else
                        test=0;
                        branch{1}.failVariable=i;
                        branch{1}.integerOptimal=Inf;
                        break
                    end
                end

1



            end
            if test==1
                branch{1}.integerOptimal=result.objval;
            end
            end

            if branch{1}.continuousOptimal==Inf
                branch{1}.endBranch=1;
            else
                branch{1}.endBranch=0;
            end

bestBrachIntegerOptimal=branch{1}.integerOptimal;
test=0;
level=0;
while level<20
    level=level+1;
    n=length(branch);
    for i=1:n

        if isempty(branch{i}.children) &&
 (branch{i}.continuousOptimal<bestBrachIntegerOptimal) &&
 (branch{i}.endBranch==0)
            %Generate two new branches with old constraints and new
            n=length(branch);
            branch{i}.children=[n+1 n+2];

            %branch 1
            branch{n+1}.parent=i;
            branch{n+1}.children=[];
            branch{n+1}.level=branch{i}.level+1;
            branch{n+1}.numberLine=branch{i}.numberLine;
            branch{n+1}.numberLine(end+1)=branch{i}.failVariable;
            branch{n+1}.binaryLine=branch{i}.binaryLine;
            branch{n+1}.binaryLine(end+1)=0;
            result = branchCalc(model,branch{n+1}.numberLine,branch{n
+1}.binaryLine);
            if strcmp(result.status,'INFEASIBLE')
            branch{n+1}.continuousOptimal=Inf;
            branch{n+1}.integerOptimal=Inf;
            else
            branch{n+1}.continuousOptimal=result.objval;
            test=1;
            for j=1:length(startModel.vtype);
                if startModel.vtype(j) == 'B'
                    if result.x(j)==0 || result.x(j)==1
                    else
                        test=0;
                        branch{n+1}.failVariable=j;
                        branch{n+1}.integerOptimal=Inf;
                        break
                    end
                end
            end
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            if test==1
                branch{n+1}.integerOptimal=result.objval;
            end
            end

            if (branch{n+1}.continuousOptimal==Inf) || (branch{n
+1}.continuousOptimal>bestBrachIntegerOptimal)
                branch{n+1}.endBranch=1;
            else
                branch{n+1}.endBranch=0;
            end

            %branch 2
            branch{n+2}.parent=i;
            branch{n+2}.children=[];
            branch{n+2}.level=branch{i}.level+1;
            branch{n+2}.numberLine=branch{i}.numberLine;
            branch{n+2}.numberLine(end+1)=branch{i}.failVariable;
            branch{n+2}.binaryLine=branch{i}.binaryLine;
            branch{n+2}.binaryLine(end+1)=1;
            result = branchCalc(model,branch{n+2}.numberLine,branch{n
+2}.binaryLine);
            if strcmp(result.status,'INFEASIBLE')
            branch{n+2}.continuousOptimal=Inf;
            branch{n+2}.integerOptimal=Inf;
            else
            branch{n+2}.continuousOptimal=result.objval;
            test=1;
            for j=1:length(startModel.vtype);
                if startModel.vtype(j) == 'B'
                    if result.x(j)==0 || result.x(j)==1
                    else
                        test=0;
                        branch{n+2}.failVariable=j;
                        branch{n+2}.integerOptimal=Inf;
                        break
                    end
                end
            end
            if test==1
                branch{n+2}.integerOptimal=result.objval;
            end
            end

            if (branch{n+2}.continuousOptimal==Inf) || (branch{n
+2}.continuousOptimal>bestBrachIntegerOptimal)
                branch{n+2}.endBranch=1;
            else
                branch{n+2}.endBranch=0;
            end

            %update best values
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 bestBrachIntegerOptimal=min(bestBrachIntegerOptimal,branch{n
+1}.integerOptimal);
           
 bestBrachIntegerOptimal=min(bestBrachIntegerOptimal,branch{n
+2}.integerOptimal);

        end %if no children
    end %for

    %update best lowerbound
            bestLowerBound=Inf;
            for i=1:length(branch)
                if isempty(branch{i}.children)
                   
 bestLowerBound=min(branch{i}.continuousOptimal,bestLowerBound);
                end
            end
            disp('Lower bound: ')
            disp(bestLowerBound)

            disp('Upper bound: ')
            disp(bestBrachIntegerOptimal)

end

function [result] =branchCalc(model,numberLine,binaryLine)
%numberLine is vector with numbers for variables that are fixed
%binaryLine is vector with binary value for variables that are fixed

for i=1:length(numberLine)
    [nRow nCol]=size(model.A);
    variableNumber=numberLine(i);
    binaryValue=binaryLine(i);
    model.A(nRow+1,:)=0;
    model.A(nRow+1,variableNumber)=1;
    model.rhs(nRow+1)=binaryValue;
    model.sense(nRow+1)='=';
end %for

params.outputflag = 0;
result=gurobi(model,params);

end %function
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----------------------------------------------------------------------- 
|                    Optimization results                             | 
----------------------------------------------------------------------- 
|                    Arc-Load Standard                                | 
----------------------------------------------------------------------- 
Harbours| Clustering|   Compatibility|Solution| Bound |Integrality Gap|   
|   12  |     Zones |       Unlimited|  13340 | 13340 |     0.0%      |   
-----------------------------------------------------------------------  
|                      Sailing costs                                  | 
-----------------------------------------------------------------------  
|   Total | Ship 1 | Ship 2 | Ship 3 | Ship 4 |  Ext. Feed | Ext. Sail|  
-----------------------------------------------------------------------  
|   13340 |   3263 |   7929 |   1118 |   1030 |        0   |       0  |     
----------------------------------------------------------------------- 
|                    Quantity discharged                              | 
----------------------------------------------------------------------- 
| Cluster | Ship 1 | Ship 2 | Ship 3 | Ship 4 | Aggregated | External |  
-----------------------------------------------------------------------  
|    1    |  -3000 |  -2700 |  -1500 |  -3000 |    -10200  |    No    | 
|    2    |      0 |     10 |      0 |      0 |       10   |    No    | 
|    3    |      0 |    900 |      0 |      0 |      900   |    No    | 
|    4    |      0 |      0 |      0 |      0 |        0   |    No    | 
|    5    |      0 |    500 |      0 |      0 |      500   |    No    | 
|    6    |      0 |   1300 |   1400 |      0 |     2700   |    No    | 
|    7    |      0 |      0 |   1600 |      0 |     1600   |    No    | 
|    8    |      0 |      0 |      0 |   3000 |     3000   |    No    | 
|    9    |      0 |      0 |      0 |   1500 |     1500   |    No    | 
|   10    |      0 |   1900 |      0 |      0 |     1900   |    No    | 
|   11    |      0 |    800 |      0 |      0 |      800   |    No    | 
|   12    |   3000 |      0 |      0 |      0 |     3000   |    No    | 
Ship total|   3000 |   5410 |   3000 |   4500 |    15910   |          |     
-----------------------------------------------------------------------  
|                      Time of visit                                  | 
-----------------------------------------------------------------------  
| Cluster | Visit 1| Visit 2| Visit 3| Visit 4| Visit 5|   
-----------------------------------------------------------------------  
|    1    |      0 |     12 |     23 |     95 |    105 | 
|    2    |      0 |      0 |      0 |      0 |      0 | 
|    3    |      1 |      0 |      0 |      0 |      0 | 
|    4    |      0 |      0 |      0 |      0 |      0 | 
|    5    |     30 |      0 |      0 |      0 |      0 | 
|    6    |     41 |    168 |      0 |      0 |      0 | 
|    7    |      0 |     37 |      0 |      0 |      0 | 
|    8    |      0 |    115 |      0 |      0 |      0 | 
|    9    |    168 |      0 |      0 |      0 |      0 | 
|   10    |    124 |      0 |      0 |      0 |      0 | 
|   11    |    160 |      0 |      0 |      0 |      0 | 
|   12    |    168 |      0 |      0 |      0 |      0 | 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
----------------------------------------------------------------------- 
|                    Optimization results                             | 
----------------------------------------------------------------------- 
|                    Arc-Flow Standard                                | 
----------------------------------------------------------------------- 
Harbours| Clustering|   Compatibility|Solution| Bound |Integrality Gap|   
|   19  |   Natural |       Unlimited|  11723 | 10683 |     8.9%      |   
-----------------------------------------------------------------------  
|                      Sailing costs                                  | 
-----------------------------------------------------------------------  
|   Total | Ship 1 | Ship 2 | Ship 3 | Ship 4 |  Ext. Feed | Ext. Sail|  
-----------------------------------------------------------------------  
|   11723 |   8964 |    801 |   1322 |    636 |        0   |       0  |     
----------------------------------------------------------------------- 
|                    Quantity discharged                              | 
----------------------------------------------------------------------- 
| Cluster | Ship 1 | Ship 2 | Ship 3 | Ship 4 | Aggregated | External |  
-----------------------------------------------------------------------  
|    1    |  -6049 |      0 |  -1300 |      0 |    -7349   |    No    | 
|    2    |    900 |      0 |      0 |      0 |      900   |    No    | 
|    3    |    500 |      0 |      0 |      0 |      500   |    No    | 
|    4    |      0 |      0 |      0 |    400 |      400   |    No    | 
|    5    |    500 |      0 |      0 |      0 |      500   |    No    | 
|    6    |   1000 |      0 |      0 |      0 |     1000   |    No    | 
|    7    |      0 |      0 |      0 |    800 |      800   |    No    | 
|    8    |      0 |      0 |      0 |    300 |      300   |    No    | 
|    9    |      0 |      0 |   1300 |      0 |     1300   |    No    | 
|   10    |    849 |      0 |      0 |      0 |      849   |    No    | 
|   11    |   2300 |      0 |      0 |      0 |     2300   |    No    | 
|   12    |      0 |      0 |    600 |      0 |      600   |    No    | 
|   13    |    400 |      0 |      0 |      0 |      400   |    No    | 
|   14    |   1300 |      0 |      0 |      0 |     1300   |    No    | 
|   15    |     -0 |      0 |    900 |      0 |      900   |    No    | 
|   16    |    400 |      0 |      0 |      0 |      400   |    No    | 
|   17    |    800 |      0 |      0 |      0 |      800   |    No    | 
|   18    |      0 |   1500 |      0 |      0 |     1500   |    No    | 
|   19    |      0 |    800 |      0 |      0 |      800   |    No    | 
Ship total|   8949 |   2300 |   2800 |   1500 |    15549   |          |     
-----------------------------------------------------------------------  
|                      Time of visit                                  | 
-----------------------------------------------------------------------  
| Cluster | Visit 1| Visit 2| Visit 3| Visit 4|   
-----------------------------------------------------------------------  
|    1    |     66 |     73 |     78 |    116 | 
|    2    |      0 |      0 |      0 |      0 | 
|    3    |     28 |      0 |      0 |      0 | 
|    4    |     24 |      0 |      0 |      0 | 
|    5    |     38 |      0 |      0 |      0 | 
|    6    |     45 |      0 |      0 |      0 | 
|    7    |      4 |      0 |      0 |      0 | 
|    8    |      0 |      0 |      0 |      0 | 
|    9    |      0 |      0 |      0 |      0 | 
|   10    |     71 |      0 |      0 |      0 | 
|   11    |     93 |      0 |      0 |      0 | 
|   12    |    148 |      0 |      0 |      0 | 
|   13    |    134 |      0 |      0 |      0 | 
|   14    |    141 |      0 |      0 |      0 | 
|   15    |    168 |      0 |      0 |      0 | 
|   16    |    162 |      0 |      0 |      0 | 
|   17    |    168 |      0 |      0 |      0 | 
|   18    |     11 |      0 |      0 |      0 | 
|   19    |      0 |      0 |      0 |      0 | 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



----------------------------------------------------------------------- 
|                    Optimization results                             | 
----------------------------------------------------------------------- 
|                    Arc-Flow Sub-Tour Aggregated                     | 
----------------------------------------------------------------------- 
Harbours| Clustering|   Compatibility|Solution| Bound |Integrality Gap|   
|   19  |   Natural |       Unlimited|  11519 | 10517 |     8.7%      |   
-----------------------------------------------------------------------  
|                      Sailing costs                                  | 
-----------------------------------------------------------------------  
|   Total | Ship 1 | Ship 2 | Ship 3 | Ship 4 |  Ext. Feed | Ext. Sail|  
-----------------------------------------------------------------------  
|   11519 |   8530 |    801 |   1551 |    636 |        0   |      -0  |     
----------------------------------------------------------------------- 
|                    Quantity discharged                              | 
----------------------------------------------------------------------- 
| Cluster | Ship 1 | Ship 2 | Ship 3 | Ship 4 | Aggregated | External |  
-----------------------------------------------------------------------  
|    1    |  -5200 |      0 |  -1700 |      0 |    -6900   |    No    | 
|    2    |    900 |      0 |      0 |      0 |      900   |    No    | 
|    3    |    500 |      0 |      0 |      0 |      500   |    No    | 
|    4    |      0 |      0 |      0 |    400 |      400   |    No    | 
|    5    |    500 |      0 |      0 |      0 |      500   |    No    | 
|    6    |   1000 |      0 |      0 |      0 |     1000   |    No    | 
|    7    |      0 |      0 |      0 |    800 |      800   |    No    | 
|    8    |      0 |      0 |      0 |    300 |      300   |    No    | 
|    9    |      0 |      0 |   1300 |      0 |     1300   |    No    | 
|   10    |      0 |      0 |    400 |      0 |      400   |    No    | 
|   11    |   2300 |      0 |      0 |      0 |     2300   |    No    | 
|   12    |      0 |      0 |    600 |      0 |      600   |    No    | 
|   13    |    400 |      0 |      0 |      0 |      400   |    No    | 
|   14    |   1300 |      0 |      0 |      0 |     1300   |    No    | 
|   15    |      0 |      0 |    900 |      0 |      900   |    No    | 
|   16    |    400 |      0 |      0 |      0 |      400   |    No    | 
|   17    |    900 |      0 |      0 |      0 |      900   |    No    | 
|   18    |      0 |   1500 |      0 |      0 |     1500   |    No    | 
|   19    |      0 |    800 |      0 |      0 |      800   |    No    | 
Ship total|   8200 |   2300 |   3200 |   1500 |    15200   |          |     
-----------------------------------------------------------------------  
|                      Time of visit                                  | 
-----------------------------------------------------------------------  
| Cluster | Visit 1| Visit 2| Visit 3| Visit 4|   
-----------------------------------------------------------------------  
|    1    |     66 |     74 |    106 |    112 | 
|    2    |      0 |      0 |      0 |      0 | 
|    3    |     28 |      0 |      0 |      0 | 
|    4    |    168 |      0 |      0 |      0 | 
|    5    |     38 |      0 |      0 |      0 | 
|    6    |     45 |      0 |      0 |      0 | 
|    7    |      4 |      0 |      0 |      0 | 
|    8    |      0 |      0 |      0 |      0 | 
|    9    |      0 |      0 |      0 |      0 | 
|   10    |     78 |      0 |      0 |      0 | 
|   11    |     77 |      0 |      0 |      0 | 
|   12    |    148 |      0 |      0 |      0 | 
|   13    |    134 |      0 |      0 |      0 | 
|   14    |    141 |      0 |      0 |      0 | 
|   15    |    168 |      0 |      0 |      0 | 
|   16    |    162 |      0 |      0 |      0 | 
|   17    |    168 |      0 |      0 |      0 | 
|   18    |     11 |      0 |      0 |      0 | 
|   19    |      0 |      0 |      0 |      0 | 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



----------------------------------------------------------------------- 
|                    Optimization results                             | 
----------------------------------------------------------------------- 
|                    Arc-Flow Sub-Tour                                | 
----------------------------------------------------------------------- 
Harbours| Clustering|   Compatibility|Solution| Bound |Integrality Gap|   
|   19  |   Natural |       Unlimited|  11519 |  9878 |     14.2%     |   
-----------------------------------------------------------------------  
|                      Sailing costs                                  | 
-----------------------------------------------------------------------  
|   Total | Ship 1 | Ship 2 | Ship 3 | Ship 4 |  Ext. Feed | Ext. Sail|  
-----------------------------------------------------------------------  
|   11519 |   8530 |    801 |   1551 |    636 |        0   |      -0  |     
----------------------------------------------------------------------- 
|                    Quantity discharged                              | 
----------------------------------------------------------------------- 
| Cluster | Ship 1 | Ship 2 | Ship 3 | Ship 4 | Aggregated | External |  
-----------------------------------------------------------------------  
|    1    |  -5200 |      0 |  -2280 |      0 |    -7480   |    No    | 
|    2    |    900 |      0 |      0 |      0 |      900   |    No    | 
|    3    |    500 |      0 |      0 |      0 |      500   |    No    | 
|    4    |      0 |      0 |      0 |    400 |      400   |    No    | 
|    5    |    500 |      0 |      0 |      0 |      500   |    No    | 
|    6    |   1100 |      0 |      0 |      0 |     1100   |    No    | 
|    7    |      0 |      0 |      0 |    800 |      800   |    No    | 
|    8    |      0 |      0 |      0 |    300 |      300   |    No    | 
|    9    |      0 |      0 |   1300 |      0 |     1300   |    No    | 
|   10    |      0 |      0 |    980 |      0 |      980   |    No    | 
|   11    |   2300 |      0 |      0 |      0 |     2300   |    No    | 
|   12    |      0 |      0 |    600 |      0 |      600   |    No    | 
|   13    |    400 |      0 |      0 |      0 |      400   |    No    | 
|   14    |   1300 |      0 |      0 |      0 |     1300   |    No    | 
|   15    |      0 |      0 |    900 |      0 |      900   |    No    | 
|   16    |    400 |      0 |      0 |      0 |      400   |    No    | 
|   17    |    800 |      0 |      0 |      0 |      800   |    No    | 
|   18    |      0 |   1529 |      0 |      0 |     1529   |    No    | 
|   19    |      0 |   1471 |      0 |      0 |     1471   |    No    | 
Ship total|   8200 |   3000 |   3780 |   1500 |    16480   |          |     
-----------------------------------------------------------------------  
|                      Time of visit                                  | 
-----------------------------------------------------------------------  
| Cluster | Visit 1| Visit 2| Visit 3| Visit 4|   
-----------------------------------------------------------------------  
|    1    |     61 |     66 |    112 |    116 | 
|    2    |      0 |      0 |      0 |      0 | 
|    3    |     28 |      0 |      0 |      0 | 
|    4    |     24 |      0 |      0 |      0 | 
|    5    |     38 |      0 |      0 |      0 | 
|    6    |     45 |      0 |      0 |      0 | 
|    7    |      4 |      0 |      0 |      0 | 
|    8    |      0 |      0 |      0 |      0 | 
|    9    |      0 |      0 |      0 |      0 | 
|   10    |    104 |      0 |      0 |      0 | 
|   11    |     81 |      0 |      0 |      0 | 
|   12    |    125 |      0 |      0 |      0 | 
|   13    |    134 |      0 |      0 |      0 | 
|   14    |    141 |      0 |      0 |      0 | 
|   15    |    145 |      0 |      0 |      0 | 
|   16    |    162 |      0 |      0 |      0 | 
|   17    |    168 |      0 |      0 |      0 | 
|   18    |     14 |      0 |      0 |      0 | 
|   19    |      0 |      0 |      0 |      0 | 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



----------------------------------------------------------------------- 
|                    Optimization results                             | 
----------------------------------------------------------------------- 
|                    Arc-Flow Time Windows                            | 
----------------------------------------------------------------------- 
Harbours| Clustering|   Compatibility|Solution| Bound |Integrality Gap|   
|   19  |   Natural |       Unlimited|  12213 | 10536 |     13.7%     |   
-----------------------------------------------------------------------  
|                      Sailing costs                                  | 
-----------------------------------------------------------------------  
|   Total | Ship 1 | Ship 2 | Ship 3 | Ship 4 |  Ext. Feed | Ext. Sail|  
-----------------------------------------------------------------------  
|   12213 |   7562 |   1619 |   2754 |    278 |        0   |       0  |     
----------------------------------------------------------------------- 
|                    Quantity discharged                              | 
----------------------------------------------------------------------- 
| Cluster | Ship 1 | Ship 2 | Ship 3 | Ship 4 | Aggregated | External |  
-----------------------------------------------------------------------  
|    1    |  -4800 |      0 |  -1800 |     -0 |    -6600   |    No    | 
|    2    |    900 |      0 |      0 |      0 |      900   |    No    | 
|    3    |    500 |      0 |      0 |      0 |      500   |    No    | 
|    4    |    400 |      0 |      0 |      0 |      400   |    No    | 
|    5    |    500 |      0 |      0 |      0 |      500   |    No    | 
|    6    |      0 |      0 |      0 |   1200 |     1200   |    No    | 
|    7    |      0 |      0 |    800 |      0 |      800   |    No    | 
|    8    |      0 |      0 |      0 |    300 |      300   |    No    | 
|    9    |      0 |      0 |   1300 |      0 |     1300   |    No    | 
|   10    |    400 |      0 |      0 |      0 |      400   |    No    | 
|   11    |   2300 |      0 |      0 |      0 |     2300   |    No    | 
|   12    |    600 |      0 |      0 |      0 |      600   |    No    | 
|   13    |      0 |      0 |    400 |      0 |      400   |    No    | 
|   14    |   1300 |      0 |      0 |      0 |     1300   |    No    | 
|   15    |    900 |      0 |      0 |      0 |      900   |    No    | 
|   16    |      0 |    400 |      0 |      0 |      400   |    No    | 
|   17    |      0 |      0 |    800 |      0 |      800   |    No    | 
|   18    |      0 |   1500 |      0 |      0 |     1500   |    No    | 
|   19    |      0 |    800 |      0 |      0 |      800   |    No    | 
Ship total|   7800 |   2700 |   3300 |   1500 |    15300   |          |     
-----------------------------------------------------------------------  
|                      Time of visit                                  | 
-----------------------------------------------------------------------  
| Cluster | Visit 1| Visit 2| Visit 3| Visit 4|   
-----------------------------------------------------------------------  
|    1    |     19 |     58 |     62 |     96 | 
|    2    |      0 |      0 |      0 |      0 | 
|    3    |     28 |      0 |      0 |      0 | 
|    4    |     35 |      0 |      0 |      0 | 
|    5    |     41 |      0 |      0 |      0 | 
|    6    |      8 |      0 |      0 |      0 | 
|    7    |     33 |      0 |      0 |      0 | 
|    8    |      0 |      0 |      0 |      0 | 
|    9    |      0 |      0 |      0 |      0 | 
|   10    |     57 |      0 |      0 |      0 | 
|   11    |     74 |      0 |      0 |      0 | 
|   12    |    115 |      0 |      0 |      0 | 
|   13    |     75 |      0 |      0 |      0 | 
|   14    |    127 |      0 |      0 |      0 | 
|   15    |    144 |      0 |      0 |      0 | 
|   16    |     29 |      0 |      0 |      0 | 
|   17    |     98 |      0 |      0 |      0 | 
|   18    |     11 |      0 |      0 |      0 | 
|   19    |      0 |      0 |      0 |      0 | 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



----------------------------------------------------------------------- 
|                    Optimization results                             | 
----------------------------------------------------------------------- 
|                    Arc-Flow Clique Inequality                       | 
----------------------------------------------------------------------- 
Harbours| Clustering|   Compatibility|Solution| Bound |Integrality Gap|   
|   19  |   Natural |         Limited|  11859 | 10340 |     12.8%     |   
-----------------------------------------------------------------------  
|                      Sailing costs                                  | 
-----------------------------------------------------------------------  
|   Total | Ship 1 | Ship 2 | Ship 3 | Ship 4 |  Ext. Feed | Ext. Sail|  
-----------------------------------------------------------------------  
|   11859 |   2888 |    801 |    287 |      0 |        0   |    7883  |     
----------------------------------------------------------------------- 
|                    Quantity discharged                              | 
----------------------------------------------------------------------- 
| Cluster | Ship 1 | Ship 2 | Ship 3 | Ship 4 | Aggregated | External |  
-----------------------------------------------------------------------  
|    1    |  -5300 |      0 |  -1300 |  -1500 |    -8100   |    No    | 
|    2    |    900 |      0 |      0 |      0 |      900   |    No    | 
|    3    |    500 |      0 |      0 |      0 |      500   |    No    | 
|    4    |    400 |      0 |      0 |      0 |      400   |    No    | 
|    5    |      0 |      0 |      0 |      0 |        0   |    No    | 
|    6    |      0 |      0 |      0 |      0 |        0   |    No    | 
|    7    |      0 |      0 |      0 |      0 |        0   |    No    | 
|    8    |      0 |      0 |      0 |    300 |      300   |    No    | 
|    9    |      0 |      0 |   1300 |      0 |     1300   |    No    | 
|   10    |      0 |      0 |      0 |      0 |        0   |    No    | 
|   11    |      0 |      0 |      0 |      0 |        0   |    No    | 
|   12    |      0 |      0 |      0 |      0 |        0   |    No    | 
|   13    |      0 |      0 |      0 |      0 |        0   |    No    | 
|   14    |      0 |      0 |      0 |      0 |        0   |    No    | 
|   15    |      0 |      0 |      0 |      0 |        0   |    No    | 
|   16    |      0 |      0 |      0 |      0 |        0   |    No    | 
|   17    |      0 |      0 |      0 |      0 |        0   |    No    | 
|   18    |      0 |   1500 |      0 |      0 |     1500   |    No    | 
|   19    |      0 |    800 |      0 |      0 |      800   |    No    | 
Ship total|   1800 |   2300 |   1300 |    300 |     5700   |          |     
-----------------------------------------------------------------------  
|                      Time of visit                                  | 
-----------------------------------------------------------------------  
| Cluster | Visit 1| Visit 2| Visit 3| Visit 4|    
-----------------------------------------------------------------------  
|    1    |     94 |    119 |    131 |    136 |   
|    2    |      0 |      0 |      0 |      0 |   
|    3    |     28 |      0 |      0 |      0 |   
|    4    |     71 |      0 |      0 |      0 |   
|    5    |    168 |      0 |      0 |      0 |   
|    6    |    159 |      0 |      0 |      0 |   
|    7    |     82 |      0 |      0 |      0 |   
|    8    |      0 |      0 |      0 |      0 |   
|    9    |      0 |      0 |      0 |      0 |   
|   10    |    132 |      0 |      0 |      0 |   
|   11    |    107 |      0 |      0 |      0 |   
|   12    |    152 |      0 |      0 |      0 |   
|   13    |    143 |      0 |      0 |      0 |   
|   14    |    148 |      0 |      0 |      0 |   
|   15    |    168 |      0 |      0 |      0 |   
|   16    |    163 |      0 |      0 |      0 |   
|   17    |    168 |      0 |      0 |      0 |   
|   18    |     11 |      0 |      0 |      0 |   
|   19    |      0 |      0 |      0 |      0 | 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



----------------------------------------------------------------------- 
|                    Optimization results                             | 
----------------------------------------------------------------------- 
|                    Arc-Load Standard Formulation                    | 
----------------------------------------------------------------------- 
Harbours| Clustering|   Compatibility|Solution| Bound |Integrality Gap|   
|   19  |   Natural |       Unlimited|  16900 |  6771 |     59.9%     |   
-----------------------------------------------------------------------  
|                      Sailing costs                                  | 
-----------------------------------------------------------------------  
|   Total | Ship 1 | Ship 2 | Ship 3 | Ship 4 |  Ext. Feed | Ext. Sail|  
-----------------------------------------------------------------------  
|   16900 |      0 |   8238 |   1967 |   1295 |      900   |    4500  |     
----------------------------------------------------------------------- 
|                    Quantity discharged                              | 
----------------------------------------------------------------------- 
| Cluster | Ship 1 | Ship 2 | Ship 3 | Ship 4 | Aggregated | External |  
-----------------------------------------------------------------------  
|    1    |      0 |  -6000 |  -1200 |  -1500 |    -8700   |    No    | 
|    2    |   1655 |      0 |      0 |      0 |     1655   |    No    | 
|    3    |      0 |      0 |    500 |      0 |      500   |    No    | 
|    4    |      0 |      0 |    400 |      0 |      400   |    No    | 
|    5    |      0 |      0 |    500 |      0 |      500   |    No    | 
|    6    |      0 |      0 |      0 |   1500 |     1500   |    No    | 
|    7    |      0 |      0 |      0 |    800 |      800   |    No    | 
|    8    |      0 |      0 |      0 |    300 |      300   |    No    | 
|    9    |      0 |      0 |   1300 |      0 |     1300   |    No    | 
|   10    |      0 |      0 |      0 |    400 |      400   |    No    | 
|   11    |      0 |   3000 |      0 |      0 |     3000   |    No    | 
|   12    |      0 |    600 |      0 |      0 |      600   |    No    | 
|   13    |      0 |    400 |      0 |      0 |      400   |    No    | 
|   14    |      0 |   1300 |      0 |      0 |     1300   |    No    | 
|   15    |      0 |     10 |      0 |      0 |       10   |    Yes   | 
|   16    |      0 |    400 |      0 |      0 |      400   |    No    | 
|   17    |      0 |    890 |      0 |      0 |      890   |    No    | 
|   18    |      0 |   1500 |      0 |      0 |     1500   |    No    | 
|   19    |      0 |    800 |      0 |      0 |      800   |    No    | 
Ship total|   1655 |   8900 |   2700 |   3000 |    16255   |          |     
-----------------------------------------------------------------------  
|                      Time of visit                                  | 
-----------------------------------------------------------------------  
| Cluster | Visit 1| Visit 2| Visit 3| Visit 4|   
-----------------------------------------------------------------------  
|    1    |     57 |     97 |    114 |    120 | 
|    2    |      0 |      0 |      0 |      0 | 
|    3    |    154 |      0 |      0 |      0 | 
|    4    |    161 |      0 |      0 |      0 | 
|    5    |    168 |      0 |      0 |      0 | 
|    6    |    136 |      0 |      0 |      0 | 
|    7    |      4 |      0 |      0 |      0 | 
|    8    |      0 |      0 |      0 |      0 | 
|    9    |      0 |      0 |      0 |      0 | 
|   10    |    108 |      0 |      0 |      0 | 
|   11    |     72 |      0 |      0 |      0 | 
|   12    |     43 |      0 |      0 |      0 | 
|   13    |    119 |      0 |      0 |      0 | 
|   14    |    125 |      0 |      0 |      0 | 
|   15    |    168 |      0 |      0 |      0 | 
|   16    |    147 |      0 |      0 |      0 | 
|   17    |    153 |      0 |      0 |      0 | 
|   18    |     11 |      0 |      0 |      0 | 
|   19    |      0 |      0 |      0 |      0 | 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



----------------------------------------------------------------------- 
|                    Optimization results                             | 
----------------------------------------------------------------------- 
|                    Arc-Load Sub-Tour Aggreagated                    | 
----------------------------------------------------------------------- 
Harbours| Clustering|   Compatibility|Solution| Bound |Integrality Gap|   
|   19  |   Natural |       Unlimited|  12125 |  6802 |     43.9%      |   
-----------------------------------------------------------------------  
|                      Sailing costs                                  | 
-----------------------------------------------------------------------  
|   Total | Ship 1 | Ship 2 | Ship 3 | Ship 4 |  Ext. Feed | Ext. Sail|  
-----------------------------------------------------------------------  
|   12125 |   8371 |   1619 |    840 |   1295 |        0   |       0  |     
----------------------------------------------------------------------- 
|                    Quantity discharged                              | 
----------------------------------------------------------------------- 
| Cluster | Ship 1 | Ship 2 | Ship 3 | Ship 4 | Aggregated | External |  
-----------------------------------------------------------------------  
|    1    |  -4600 |     -0 |  -1500 |  -1500 |    -7600   |    No    | 
|    2    |    900 |      0 |      0 |      0 |      900   |    No    | 
|    3    |    500 |      0 |      0 |      0 |      500   |    No    | 
|    4    |    400 |      0 |      0 |      0 |      400   |    No    | 
|    5    |    500 |      0 |      0 |      0 |      500   |    No    | 
|    6    |      0 |      0 |      0 |   1100 |     1100   |    No    | 
|    7    |      0 |      0 |      0 |    800 |      800   |    No    | 
|    8    |      0 |      0 |      0 |    300 |      300   |    No    | 
|    9    |      0 |      0 |   1300 |      0 |     1300   |    No    | 
|   10    |      0 |      0 |      0 |    400 |      400   |    No    | 
|   11    |   2300 |      0 |      0 |      0 |     2300   |    No    | 
|   12    |      0 |      0 |    600 |      0 |      600   |    No    | 
|   13    |      0 |      0 |    900 |      0 |      900   |    No    | 
|   14    |   1300 |      0 |      0 |      0 |     1300   |    No    | 
|   15    |    900 |      0 |      0 |      0 |      900   |    No    | 
|   16    |      0 |    700 |      0 |      0 |      700   |    No    | 
|   17    |    800 |      0 |      0 |      0 |      800   |    No    | 
|   18    |      0 |   1500 |      0 |      0 |     1500   |    No    | 
|   19    |      0 |    800 |      0 |      0 |      800   |    No    | 
Ship total|   7600 |   3000 |   2800 |   2600 |    16000   |          |     
-----------------------------------------------------------------------  
|                      Time of visit                                  | 
-----------------------------------------------------------------------  
| Cluster | Visit 1| Visit 2| Visit 3| Visit 4|   
-----------------------------------------------------------------------  
|    1    |     94 |    100 |    116 |    122 | 
|    2    |      0 |      0 |      0 |      0 | 
|    3    |     72 |      0 |      0 |      0 | 
|    4    |     77 |      0 |      0 |      0 | 
|    5    |     83 |      0 |      0 |      0 | 
|    6    |    168 |      0 |      0 |      0 | 
|    7    |     79 |      0 |      0 |      0 | 
|    8    |      0 |      0 |      0 |      0 | 
|    9    |      0 |      0 |      0 |      0 | 
|   10    |    102 |      0 |      0 |      0 | 
|   11    |    109 |      0 |      0 |      0 | 
|   12    |    163 |      0 |      0 |      0 | 
|   13    |    168 |      0 |      0 |      0 | 
|   14    |    147 |      0 |      0 |      0 | 
|   15    |    157 |      0 |      0 |      0 | 
|   16    |    168 |      0 |      0 |      0 | 
|   17    |    168 |      0 |      0 |      0 | 
|   18    |    154 |      0 |      0 |      0 | 
|   19    |      0 |      0 |      0 |      0 | 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



----------------------------------------------------------------------- 
|                    Optimization results                             | 
----------------------------------------------------------------------- 
|                    Arc-Load Time Window                             | 
----------------------------------------------------------------------- 
Harbours| Clustering|   Compatibility|Solution| Bound |Integrality Gap|   
|   19  |   Natural |       Unlimited|  15258 |  7039 |     53.9%     |   
-----------------------------------------------------------------------  
|                      Sailing costs                                  | 
-----------------------------------------------------------------------  
|   Total | Ship 1 | Ship 2 | Ship 3 | Ship 4 |  Ext. Feed | Ext. Sail|  
-----------------------------------------------------------------------  
|   15258 |   9331 |   2913 |   1388 |   1627 |        0   |       0  |     
----------------------------------------------------------------------- 
|                    Quantity discharged                              | 
----------------------------------------------------------------------- 
| Cluster | Ship 1 | Ship 2 | Ship 3 | Ship 4 | Aggregated | External |  
-----------------------------------------------------------------------  
|    1    |  -3800 |      0 |  -1300 |  -1500 |    -6600   |    No    | 
|    2    |    900 |      0 |      0 |      0 |      900   |    No    | 
|    3    |    500 |      0 |      0 |      0 |      500   |    No    | 
|    4    |    400 |      0 |      0 |      0 |      400   |    No    | 
|    5    |      0 |      0 |    500 |      0 |      500   |    No    | 
|    6    |      0 |      0 |   1000 |      0 |     1000   |    No    | 
|    7    |      0 |      0 |      0 |    800 |      800   |    No    | 
|    8    |      0 |      0 |      0 |    300 |      300   |    No    | 
|    9    |      0 |      0 |   1300 |      0 |     1300   |    No    | 
|   10    |      0 |      0 |      0 |    400 |      400   |    No    | 
|   11    |   2300 |      0 |      0 |      0 |     2300   |    No    | 
|   12    |      0 |    600 |      0 |      0 |      600   |    No    | 
|   13    |      0 |      0 |      0 |    400 |      400   |    No    | 
|   14    |      0 |   1300 |      0 |      0 |     1300   |    No    | 
|   15    |      0 |      0 |      0 |   1100 |     1100   |    No    | 
|   16    |    400 |      0 |      0 |      0 |      400   |    No    | 
|   17    |    800 |      0 |      0 |      0 |      800   |    No    | 
|   18    |   1500 |      0 |      0 |      0 |     1500   |    No    | 
|   19    |      0 |    800 |      0 |      0 |      800   |    No    | 
Ship total|   6800 |   2700 |   2800 |   3000 |    15300   |          |     
-----------------------------------------------------------------------  
|                      Time of visit                                  | 
-----------------------------------------------------------------------  
| Cluster | Visit 1| Visit 2| Visit 3| Visit 4|   
-----------------------------------------------------------------------  
|    1    |     19 |     56 |     83 |     89 | 
|    2    |      0 |      0 |      0 |      0 | 
|    3    |     28 |      0 |      0 |      0 | 
|    4    |     35 |      0 |      0 |      0 | 
|    5    |     44 |      0 |      0 |      0 | 
|    6    |     53 |      0 |      0 |      0 | 
|    7    |     60 |      0 |      0 |      0 | 
|    8    |      0 |      0 |      0 |      0 | 
|    9    |      0 |      0 |      0 |      0 | 
|   10    |     77 |      0 |      0 |      0 | 
|   11    |     66 |      0 |      0 |      0 | 
|   12    |    144 |      0 |      0 |      0 | 
|   13    |    130 |      0 |      0 |      0 | 
|   14    |    125 |      0 |      0 |      0 | 
|   15    |    144 |      0 |      0 |      0 | 
|   16    |    118 |      0 |      0 |      0 | 
|   17    |    144 |      0 |      0 |      0 | 
|   18    |    128 |      0 |      0 |      0 | 
|   19    |      0 |      0 |      0 |      0 | 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



----------------------------------------------------------------------- 
|                    Optimization results                             | 
----------------------------------------------------------------------- 
|                    Arc-Load Clique Inequialities                    | 
----------------------------------------------------------------------- 
Harbours| Clustering|   Compatibility|Solution| Bound |Integrality Gap|   
|   19  |   Natural |       Unlimited|  12133 |  8161 |     32.7%     |   
-----------------------------------------------------------------------  
|                      Sailing costs                                  | 
-----------------------------------------------------------------------  
|   Total | Ship 1 | Ship 2 | Ship 3 | Ship 4 |  Ext. Feed | Ext. Sail|  
-----------------------------------------------------------------------  
|   12133 |      0 |    801 |    840 |    871 |        0   |    9621  |     
----------------------------------------------------------------------- 
|                    Quantity discharged                              | 
----------------------------------------------------------------------- 
| Cluster | Ship 1 | Ship 2 | Ship 3 | Ship 4 | Aggregated | External |  
-----------------------------------------------------------------------  
|    1    |  -5300 |      0 |  -1200 |   -600 |    -7100   |    No    | 
|    2    |    900 |      0 |      0 |      0 |      900   |    No    | 
|    3    |      0 |      0 |      0 |      0 |        0   |    No    | 
|    4    |      0 |      0 |      0 |      0 |        0   |    No    | 
|    5    |      0 |      0 |      0 |    500 |      500   |    No    | 
|    6    |      0 |      0 |      0 |      0 |        0   |    No    | 
|    7    |      0 |      0 |      0 |      0 |        0   |    No    | 
|    8    |      0 |      0 |      0 |    300 |      300   |    No    | 
|    9    |      0 |      0 |   1300 |      0 |     1300   |    No    | 
|   10    |      0 |      0 |      0 |      0 |        0   |    No    | 
|   11    |      0 |      0 |      0 |      0 |        0   |    No    | 
|   12    |      0 |      0 |    600 |      0 |      600   |    No    | 
|   13    |      0 |      0 |    400 |      0 |      400   |    No    | 
|   14    |      0 |      0 |      0 |      0 |        0   |    No    | 
|   15    |      0 |      0 |      0 |      0 |        0   |    No    | 
|   16    |      0 |      0 |      0 |      0 |        0   |    No    | 
|   17    |      0 |      0 |      0 |      0 |        0   |    No    | 
|   18    |      0 |   1500 |      0 |      0 |     1500   |    No    | 
|   19    |      0 |    800 |      0 |      0 |      800   |    No    | 
Ship total|    900 |   2300 |   2300 |    800 |     6300   |          |     
-----------------------------------------------------------------------  
|                      Time of visit                                  | 
-----------------------------------------------------------------------  
| Cluster | Visit 1| Visit 2| Visit 3| Visit 4|    
-----------------------------------------------------------------------  
|    1    |     15 |     65 |    112 |    121 |   
|    2    |      0 |      0 |      0 |      0 |   
|    3    |    168 |      0 |      0 |      0 |   
|    4    |    161 |      0 |      0 |      0 |   
|    5    |    153 |      0 |      0 |      0 |   
|    6    |     36 |      0 |      0 |      0 |   
|    7    |     48 |      0 |      0 |      0 |   
|    8    |      0 |      0 |      0 |      0 |   
|    9    |      0 |      0 |      0 |      0 |   
|   10    |      9 |      0 |      0 |      0 |   
|   11    |     80 |      0 |      0 |      0 |   
|   12    |    136 |      0 |      0 |      0 |   
|   13    |    150 |      0 |      0 |      0 |   
|   14    |    135 |      0 |      0 |      0 |   
|   15    |    152 |      0 |      0 |      0 |   
|   16    |    168 |      0 |      0 |      0 |   
|   17    |    168 |      0 |      0 |      0 |   
|   18    |     11 |      0 |      0 |      0 |   
|   19    |      0 |      0 |      0 |      0 | 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



----------------------------------------------------------------------- 
|                    Optimization results                             | 
----------------------------------------------------------------------- 
|                    Arc-Load Standard                                | 
----------------------------------------------------------------------- 
Harbours| Clustering|   Compatibility|Solution| Bound |Integrality Gap|   
|   24  |    KMeans |       Unlimited|  23596 |  7103 |     69.9%     |   
-----------------------------------------------------------------------  
|                      Sailing costs                                  | 
-----------------------------------------------------------------------  
|   Total | Ship 1 | Ship 2 | Ship 3 | Ship 4 |  Ext. Feed | Ext. Sail|  
-----------------------------------------------------------------------  
|   23596 |   4979 |    145 |   2208 |   4863 |     1900   |    9500  |     
----------------------------------------------------------------------- 
|                    Quantity discharged                              | 
----------------------------------------------------------------------- 
| Cluster | Ship 1 | Ship 2 | Ship 3 | Ship 4 | Aggregated | External |  
-----------------------------------------------------------------------  
|    1    |  -3010 |     -0 |  -1500 |  -2900 |    -7410   |    No    | 
|    2    |      0 |    400 |      0 |      0 |      400   |    No    | 
|    3    |      0 |   1100 |      0 |      0 |     1100   |    No    | 
|    4    |    500 |      0 |      0 |      0 |      500   |    No    | 
|    5    |    200 |      0 |      0 |      0 |      200   |    Yes   | 
|    6    |    500 |      0 |      0 |      0 |      500   |    No    | 
|    7    |   1000 |      0 |      0 |      0 |     1000   |    No    | 
|    8    |      0 |      0 |    800 |      0 |      800   |    No    | 
|    9    |    800 |      0 |      0 |      0 |      800   |    No    | 
|   10    |      0 |      0 |    600 |      0 |      600   |    No    | 
|   11    |      0 |      0 |      0 |    500 |      500   |    No    | 
|   12    |      0 |      0 |    100 |      0 |      100   |    No    | 
|   13    |   1800 |      0 |      0 |      0 |     1800   |    No    | 
|   14    |      0 |      0 |      0 |    500 |      500   |    No    | 
|   15    |      0 |      0 |      0 |    425 |      425   |    No    | 
|   16    |      0 |      0 |      0 |    436 |      436   |    No    | 
|   17    |   1041 |     -0 |      0 |      0 |     1041   |    No    | 
|   18    |      0 |      0 |      0 |    900 |      900   |    No    | 
|   19    |      0 |      0 |      0 |    300 |      300   |    No    | 
|   20    |      0 |      0 |    700 |      0 |      700   |    No    | 
|   21    |      0 |      0 |      0 |    400 |      400   |    No    | 
|   22    |      0 |      0 |    800 |      0 |      800   |    No    | 
|   23    |      0 |      0 |      0 |      0 |        0   |    Yes   | 
|   24    |      0 |      0 |      0 |    800 |      800   |    No    | 
Ship total|   5841 |   1500 |   3000 |   4261 |    14602   |          |     
-----------------------------------------------------------------------  
|                      Time of visit                                  | 
-----------------------------------------------------------------------  
| Cluster | Visit 1| Visit 2| Visit 3| Visit 4|    
-----------------------------------------------------------------------  
|    1    |      0 |     53 |     59 |    113 |   
|    2    |      0 |      0 |      0 |      0 |   
|    3    |    164 |      0 |      0 |      0 |   
|    4    |    112 |      0 |      0 |      0 |   
|    5    |    107 |      0 |      0 |      0 |   
|    6    |    101 |      0 |      0 |      0 |   
|    7    |     89 |      0 |      0 |      0 |   
|    8    |      0 |      0 |      0 |      0 |   
|    9    |     78 |      0 |      0 |      0 |   
|   10    |     11 |      0 |      0 |      0 |   
|   11    |     63 |      0 |      0 |      0 |   
|   12    |     21 |      0 |      0 |      0 |   
|   13    |     19 |      0 |      0 |      0 |   
|   14    |      0 |      0 |      0 |      0 |   
|   15    |     34 |      0 |      0 |      0 |   
|   16    |     41 |      0 |      0 |      0 |   
|   17    |     41 |      0 |      0 |      0 |   
|   18    |     88 |      0 |      0 |      0 |   
|   19    |    142 |      0 |      0 |      0 |   
|   20    |    150 |      0 |      0 |      0 |   
|   21    |    150 |      0 |      0 |      0 |   
|   22    |    168 |      0 |      0 |      0 |   
|   23    |      0 |      0 |      0 |      0 |   
|   24    |    168 |      0 |      0 |      0 | 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



----------------------------------------------------------------------- 
|                    Optimization results                             | 
----------------------------------------------------------------------- 
|                    Arc-Load Clique Inequalities                     | 
----------------------------------------------------------------------- 
Harbours| Clustering|   Compatibility|Solution| Bound |Integrality Gap|   
|   24  |    KMeans |       Unlimited|  23579 |  6175 |     73.8%     |   
-----------------------------------------------------------------------  
|                      Sailing costs                                  | 
-----------------------------------------------------------------------  
|   Total | Ship 1 | Ship 2 | Ship 3 | Ship 4 |  Ext. Feed | Ext. Sail|  
-----------------------------------------------------------------------  
|   23579 |  10827 |    145 |   2345 |   2462 |     1300   |    6500  |     
----------------------------------------------------------------------- 
|                    Quantity discharged                              | 
----------------------------------------------------------------------- 
| Cluster | Ship 1 | Ship 2 | Ship 3 | Ship 4 | Aggregated | External |  
-----------------------------------------------------------------------  
|    1    |  -4810 |     -0 |  -1500 |  -1500 |    -7810   |    No    | 
|    2    |      0 |    400 |      0 |      0 |      400   |    No    | 
|    3    |      0 |    500 |      0 |      0 |      500   |    No    | 
|    4    |    500 |      0 |      0 |      0 |      500   |    No    | 
|    5    |     10 |      0 |      0 |      0 |       10   |    No    | 
|    6    |    500 |      0 |      0 |      0 |      500   |    No    | 
|    7    |   1190 |      0 |      0 |      0 |     1190   |    No    | 
|    8    |      0 |      0 |    800 |      0 |      800   |    No    | 
|    9    |    800 |      0 |      0 |      0 |      800   |    No    | 
|   10    |      0 |     -0 |    600 |      0 |      600   |    No    | 
|   11    |      0 |     -0 |      0 |    500 |      500   |    No    | 
|   12    |      0 |      0 |      0 |    100 |      100   |    No    | 
|   13    |   1800 |      0 |      0 |      0 |     1800   |    No    | 
|   14    |      0 |      0 |      0 |    500 |      500   |    No    | 
|   15    |      0 |      0 |      0 |    300 |      300   |    No    | 
|   16    |      0 |      0 |    300 |      0 |      300   |    No    | 
|   17    |    700 |      0 |      0 |      0 |      700   |    No    | 
|   18    |    100 |      0 |      0 |      0 |      100   |    Yes   | 
|   19    |      0 |      0 |      0 |    300 |      300   |    No    | 
|   20    |    700 |      0 |      0 |      0 |      700   |    No    | 
|   21    |      0 |      0 |    400 |      0 |      400   |    No    | 
|   22    |      0 |      0 |    800 |      0 |      800   |    No    | 
|   23    |   1500 |      0 |      0 |      0 |     1500   |    No    | 
|   24    |      0 |      0 |      0 |    900 |      900   |    No    | 
Ship total|   7800 |    900 |   2900 |   2600 |    14200   |          |     
-----------------------------------------------------------------------  
|                      Time of visit                                  | 
-----------------------------------------------------------------------  
| Cluster | Visit 1| Visit 2| Visit 3| Visit 4|    
-----------------------------------------------------------------------  
|    1    |      0 |     16 |     60 |     66 |   
|    2    |      0 |      0 |      0 |      0 |   
|    3    |      3 |      0 |      0 |      0 |   
|    4    |     32 |      0 |      0 |      0 |   
|    5    |     27 |      0 |      0 |      0 |   
|    6    |     41 |      0 |      0 |      0 |   
|    7    |     12 |      0 |      0 |      0 |   
|    8    |      0 |      0 |      0 |      0 |   
|    9    |     53 |      0 |      0 |      0 |   
|   10    |     49 |      0 |      0 |      0 |   
|   11    |      9 |      0 |      0 |      0 |   
|   12    |      5 |      0 |      0 |      0 |   
|   13    |     81 |      0 |      0 |      0 |   
|   14    |      0 |      0 |      0 |      0 |   
|   15    |     30 |      0 |      0 |      0 |   
|   16    |     76 |      0 |      0 |      0 |   
|   17    |    143 |      0 |      0 |      0 |   
|   18    |    134 |      0 |      0 |      0 |   
|   19    |     48 |      0 |      0 |      0 |   
|   20    |    124 |      0 |      0 |      0 |   
|   21    |    168 |      0 |      0 |      0 |   
|   22    |    101 |      0 |      0 |      0 |   
|   23    |    168 |      0 |      0 |      0 |   
|   24    |     72 |      0 |      0 |      0 | 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



----------------------------------------------------------------------- 
|                    Optimization results                             | 
----------------------------------------------------------------------- 
|                    Arc-Load Sub-Tour                                | 
----------------------------------------------------------------------- 
Harbours| Clustering|   Compatibility|Solution| Bound |Integrality Gap|   
|   24  |    KMeans |       Unlimited|  19498 |  6833 |     65.0%     |   
-----------------------------------------------------------------------  
|                      Sailing costs                                  | 
-----------------------------------------------------------------------  
|   Total | Ship 1 | Ship 2 | Ship 3 | Ship 4 |  Ext. Feed | Ext. Sail|  
-----------------------------------------------------------------------  
|   19498 |   3033 |   3868 |   2105 |   2892 |     1900   |    5700  |     
----------------------------------------------------------------------- 
|                    Quantity discharged                              | 
----------------------------------------------------------------------- 
| Cluster | Ship 1 | Ship 2 | Ship 3 | Ship 4 | Aggregated | External |  
-----------------------------------------------------------------------  
|    1    |  -1410 |      0 |  -1400 |  -1600 |    -4410   |    No    | 
|    2    |      0 |    400 |      0 |      0 |      400   |    No    | 
|    3    |      0 |    500 |      0 |      0 |      500   |    No    | 
|    4    |      0 |    500 |      0 |      0 |      500   |    No    | 
|    5    |      0 |     10 |      0 |      0 |       10   |    Yes   | 
|    6    |      0 |    590 |      0 |      0 |      590   |    No    | 
|    7    |      0 |   1000 |      0 |      0 |     1000   |    No    | 
|    8    |      0 |      0 |    800 |      0 |      800   |    No    | 
|    9    |      0 |      0 |      0 |    800 |      800   |    No    | 
|   10    |      0 |      0 |    600 |      0 |      600   |    No    | 
|   11    |      0 |      0 |      0 |    500 |      500   |    No    | 
|   12    |      0 |      0 |      0 |    100 |      100   |    No    | 
|   13    |   1800 |      0 |      0 |      0 |     1800   |    No    | 
|   14    |      0 |      0 |      0 |    500 |      500   |    No    | 
|   15    |    300 |      0 |      0 |      0 |      300   |    No    | 
|   16    |      0 |      0 |    300 |      0 |      300   |    No    | 
|   17    |    700 |      0 |      0 |      0 |      700   |    No    | 
|   18    |    900 |      0 |      0 |      0 |      900   |    No    | 
|   19    |      0 |      0 |    300 |      0 |      300   |    No    | 
|   20    |    700 |      0 |      0 |      0 |      700   |    No    | 
|   21    |      0 |      0 |      0 |    400 |      400   |    No    | 
|   22    |      0 |      0 |    800 |      0 |      800   |    No    | 
|   23    |      0 |      0 |      0 |      0 |        0   |    Yes   | 
|   24    |      0 |      0 |      0 |    800 |      800   |    No    | 
Ship total|   4400 |   3000 |   2800 |   3100 |    13300   |          |     
-----------------------------------------------------------------------  
|                      Time of visit                                  | 
-----------------------------------------------------------------------  
| Cluster | Visit 1| Visit 2| Visit 3| Visit 4|    
-----------------------------------------------------------------------  
|    1    |      0 |     19 |     25 |     26 |   
|    2    |      0 |      0 |      0 |      0 |   
|    3    |      3 |      0 |      0 |      0 |   
|    4    |     28 |      0 |      0 |      0 |   
|    5    |     34 |      0 |      0 |      0 |   
|    6    |     38 |      0 |      0 |      0 |   
|    7    |     44 |      0 |      0 |      0 |   
|    8    |      0 |      0 |      0 |      0 |   
|    9    |     37 |      0 |      0 |      0 |   
|   10    |     10 |      0 |      0 |      0 |   
|   11    |     30 |      0 |      0 |      0 |   
|   12    |     49 |      0 |      0 |      0 |   
|   13    |     16 |      0 |      0 |      0 |   
|   14    |      0 |      0 |      0 |      0 |   
|   15    |     38 |      0 |      0 |      0 |   
|   16    |     35 |      0 |      0 |      0 |   
|   17    |     45 |      0 |      0 |      0 |   
|   18    |     52 |      0 |      0 |      0 |   
|   19    |     50 |      0 |      0 |      0 |   
|   20    |     61 |      0 |      0 |      0 |   
|   21    |     84 |      0 |      0 |      0 |   
|   22    |     61 |      0 |      0 |      0 |   
|   23    |      0 |      0 |      0 |      0 |   
|   24    |    102 |      0 |      0 |      0 | 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



----------------------------------------------------------------------- 
|                    Optimization results                             | 
----------------------------------------------------------------------- 
|                    Arc-Load Sub-Tour Aggregated                     | 
----------------------------------------------------------------------- 
Harbours| Clustering|   Compatibility|Solution| Bound |Integrality Gap|   
|   24  |    KMeans |       Unlimited|  19498 |  6762 |    65.3%      |   
-----------------------------------------------------------------------  
|                      Sailing costs                                  | 
-----------------------------------------------------------------------  
|   Total | Ship 1 | Ship 2 | Ship 3 | Ship 4 |  Ext. Feed | Ext. Sail|  
-----------------------------------------------------------------------  
|   19498 |   3033 |   3868 |   2105 |   2892 |     1900   |    5700  |     
----------------------------------------------------------------------- 
|                    Quantity discharged                              | 
----------------------------------------------------------------------- 
| Cluster | Ship 1 | Ship 2 | Ship 3 | Ship 4 | Aggregated | External |  
-----------------------------------------------------------------------  
|    1    |  -1410 |      0 |  -1400 |  -1600 |    -4410   |    No    | 
|    2    |      0 |    400 |      0 |      0 |      400   |    No    | 
|    3    |      0 |    500 |      0 |      0 |      500   |    No    | 
|    4    |      0 |    500 |      0 |      0 |      500   |    No    | 
|    5    |      0 |     10 |      0 |      0 |       10   |    Yes   | 
|    6    |      0 |    590 |      0 |      0 |      590   |    No    | 
|    7    |      0 |   1000 |      0 |      0 |     1000   |    No    | 
|    8    |      0 |      0 |    800 |      0 |      800   |    No    | 
|    9    |      0 |      0 |      0 |    800 |      800   |    No    | 
|   10    |      0 |      0 |    600 |      0 |      600   |    No    | 
|   11    |      0 |      0 |      0 |    500 |      500   |    No    | 
|   12    |      0 |      0 |      0 |    100 |      100   |    No    | 
|   13    |   1800 |      0 |      0 |      0 |     1800   |    No    | 
|   14    |      0 |      0 |      0 |    500 |      500   |    No    | 
|   15    |    300 |      0 |      0 |      0 |      300   |    No    | 
|   16    |      0 |      0 |    300 |      0 |      300   |    No    | 
|   17    |    700 |      0 |      0 |      0 |      700   |    No    | 
|   18    |    900 |      0 |      0 |      0 |      900   |    No    | 
|   19    |      0 |      0 |    300 |      0 |      300   |    No    | 
|   20    |    700 |      0 |      0 |      0 |      700   |    No    | 
|   21    |      0 |      0 |      0 |    400 |      400   |    No    | 
|   22    |      0 |      0 |    800 |      0 |      800   |    No    | 
|   23    |      0 |      0 |      0 |      0 |        0   |    Yes   | 
|   24    |      0 |      0 |      0 |    800 |      800   |    No    | 
Ship total|   4400 |   3000 |   2800 |   3100 |    13300   |          |     
-----------------------------------------------------------------------  
|                      Time of visit                                  | 
-----------------------------------------------------------------------  
| Cluster | Visit 1| Visit 2| Visit 3| Visit 4|    
-----------------------------------------------------------------------  
|    1    |      0 |     19 |     25 |     26 |   
|    2    |      0 |      0 |      0 |      0 |   
|    3    |      3 |      0 |      0 |      0 |   
|    4    |     28 |      0 |      0 |      0 |   
|    5    |     34 |      0 |      0 |      0 |   
|    6    |     38 |      0 |      0 |      0 |   
|    7    |     44 |      0 |      0 |      0 |   
|    8    |      0 |      0 |      0 |      0 |   
|    9    |     37 |      0 |      0 |      0 |   
|   10    |     10 |      0 |      0 |      0 |   
|   11    |     30 |      0 |      0 |      0 |   
|   12    |     49 |      0 |      0 |      0 |   
|   13    |     16 |      0 |      0 |      0 |   
|   14    |      0 |      0 |      0 |      0 |   
|   15    |     38 |      0 |      0 |      0 |   
|   16    |     35 |      0 |      0 |      0 |   
|   17    |     45 |      0 |      0 |      0 |   
|   18    |     52 |      0 |      0 |      0 |   
|   19    |     50 |      0 |      0 |      0 |   
|   20    |     61 |      0 |      0 |      0 |   
|   21    |     84 |      0 |      0 |      0 |   
|   22    |     61 |      0 |      0 |      0 |   
|   23    |      0 |      0 |      0 |      0 |   
|   24    |    102 |      0 |      0 |      0 | 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



----------------------------------------------------------------------- 
|                    Optimization results                             | 
----------------------------------------------------------------------- 
|                    Arc-Flow Sub-Tour Elimination                    | 
----------------------------------------------------------------------- 
Harbours| Clustering|   Compatibility|Solution| Bound |Integrality Gap|   
|   24  |    KMeans |       Unlimited|  14727 | 12044 |     18.2%     |   
-----------------------------------------------------------------------  
|                      Sailing costs                                  | 
-----------------------------------------------------------------------  
|   Total | Ship 1 | Ship 2 | Ship 3 | Ship 4 |  Ext. Feed | Ext. Sail|  
-----------------------------------------------------------------------  
|   14727 |   9333 |    145 |   2638 |   2610 |        0   |       0  |     
----------------------------------------------------------------------- 
|                    Quantity discharged                              | 
----------------------------------------------------------------------- 
| Cluster | Ship 1 | Ship 2 | Ship 3 | Ship 4 | Aggregated | External |  
-----------------------------------------------------------------------  
|    1    |  -5310 |      0 |  -1500 |  -1500 |    -8310   |    No    | 
|    2    |      0 |    400 |      0 |      0 |      400   |    No    | 
|    3    |      0 |    500 |      0 |      0 |      500   |    No    | 
|    4    |      0 |      0 |      0 |    500 |      500   |    No    | 
|    5    |      0 |      0 |      0 |    400 |      400   |    No    | 
|    6    |      0 |      0 |      0 |    500 |      500   |    No    | 
|    7    |   1000 |      0 |      0 |      0 |     1000   |    No    | 
|    8    |      0 |      0 |    800 |      0 |      800   |    No    | 
|    9    |    800 |      0 |      0 |      0 |      800   |    No    | 
|   10    |      0 |      0 |    700 |      0 |      700   |    No    | 
|   11    |    500 |      0 |      0 |      0 |      500   |    No    | 
|   12    |      0 |      0 |      0 |    100 |      100   |    No    | 
|   13    |   1800 |      0 |      0 |      0 |     1800   |    No    | 
|   14    |      0 |      0 |      0 |    500 |      500   |    No    | 
|   15    |      0 |      0 |      0 |    300 |      300   |    No    | 
|   16    |    300 |      0 |      0 |      0 |      300   |    No    | 
|   17    |      0 |      0 |      0 |    700 |      700   |    No    | 
|   18    |    900 |      0 |      0 |      0 |      900   |    No    | 
|   19    |    300 |      0 |      0 |      0 |      300   |    No    | 
|   20    |      0 |      0 |    700 |      0 |      700   |    No    | 
|   21    |    400 |      0 |      0 |      0 |      400   |    No    | 
|   22    |    800 |      0 |      0 |      0 |      800   |    No    | 
|   23    |   1500 |      0 |      0 |      0 |     1500   |    No    | 
|   24    |      0 |      0 |    800 |      0 |      800   |    No    | 
Ship total|   8300 |    900 |   3000 |   3000 |    15200   |          |     
-----------------------------------------------------------------------  
|                      Time of visit                                  | 
-----------------------------------------------------------------------  
| Cluster | Visit 1| Visit 2| Visit 3| Visit 4|    
-----------------------------------------------------------------------  
|    1    |      0 |     33 |     39 |     51 |   
|    2    |      0 |      0 |      0 |      0 |   
|    3    |      3 |      0 |      0 |      0 |   
|    4    |    168 |      0 |      0 |      0 |   
|    5    |    161 |      0 |      0 |      0 |   
|    6    |     66 |      0 |      0 |      0 |   
|    7    |     78 |      0 |      0 |      0 |   
|    8    |      0 |      0 |      0 |      0 |   
|    9    |     67 |      0 |      0 |      0 |   
|   10    |     11 |      0 |      0 |      0 |   
|   11    |     95 |      0 |      0 |      0 |   
|   12    |     46 |      0 |      0 |      0 |   
|   13    |     34 |      0 |      0 |      0 |   
|   14    |      0 |      0 |      0 |      0 |   
|   15    |     29 |      0 |      0 |      0 |   
|   16    |      8 |      0 |      0 |      0 |   
|   17    |     15 |      0 |      0 |      0 |   
|   18    |     16 |      0 |      0 |      0 |   
|   19    |    131 |      0 |      0 |      0 |   
|   20    |    142 |      0 |      0 |      0 |   
|   21    |    149 |      0 |      0 |      0 |   
|   22    |    155 |      0 |      0 |      0 |   
|   23    |    168 |      0 |      0 |      0 |   
|   24    |    168 |      0 |      0 |      0 | 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



----------------------------------------------------------------------- 
|                    Optimization results                             | 
----------------------------------------------------------------------- 
|                    Arc-Flow Clique Inequalities                     | 
----------------------------------------------------------------------- 
Harbours| Clustering|   Compatibility|Solution| Bound |Integrality Gap|   
|   24  |    KMeans |       Unlimited|  15346 | 12182 |     20.6%     |   
-----------------------------------------------------------------------  
|                      Sailing costs                                  | 
-----------------------------------------------------------------------  
|   Total | Ship 1 | Ship 2 | Ship 3 | Ship 4 |  Ext. Feed | Ext. Sail|  
-----------------------------------------------------------------------  
|   15346 |   2339 |   9398 |    752 |   2857 |        0   |      -0  |     
----------------------------------------------------------------------- 
|                    Quantity discharged                              | 
----------------------------------------------------------------------- 
| Cluster | Ship 1 | Ship 2 | Ship 3 | Ship 4 | Aggregated | External |  
-----------------------------------------------------------------------  
|    1    |    -10 |  -3900 |      0 |  -2900 |    -6810   |    No    | 
|    2    |      0 |    400 |      0 |      0 |      400   |    No    | 
|    3    |      0 |    500 |      0 |      0 |      500   |    No    | 
|    4    |      0 |      0 |    500 |      0 |      500   |    No    | 
|    5    |      0 |    400 |      0 |      0 |      400   |    No    | 
|    6    |      0 |    500 |      0 |      0 |      500   |    No    | 
|    7    |      0 |   1000 |      0 |      0 |     1000   |    No    | 
|    8    |      0 |      0 |    800 |      0 |      800   |    No    | 
|    9    |      0 |      0 |      0 |    800 |      800   |    No    | 
|   10    |      0 |      0 |      0 |    600 |      600   |    No    | 
|   11    |      0 |      0 |      0 |    500 |      500   |    No    | 
|   12    |      0 |      0 |      0 |    100 |      100   |    No    | 
|   13    |      0 |   1800 |      0 |      0 |     1800   |    No    | 
|   14    |      0 |      0 |      0 |    500 |      500   |    No    | 
|   15    |      0 |      0 |      0 |    300 |      300   |    No    | 
|   16    |    300 |      0 |      0 |      0 |      300   |    No    | 
|   17    |    700 |      0 |      0 |      0 |      700   |    No    | 
|   18    |    900 |      0 |      0 |      0 |      900   |    No    | 
|   19    |    300 |      0 |      0 |      0 |      300   |    No    | 
|   20    |    700 |      0 |      0 |      0 |      700   |    No    | 
|   21    |      0 |      0 |      0 |    400 |      400   |    No    | 
|   22    |      0 |      0 |      0 |    800 |      800   |    No    | 
|   23    |      0 |   1500 |      0 |      0 |     1500   |    No    | 
|   24    |      0 |    800 |      0 |      0 |      800   |    No    | 
Ship total|   2900 |   6900 |   1300 |   4000 |    15100   |          |     
-----------------------------------------------------------------------  
|                      Time of visit                                  | 
-----------------------------------------------------------------------  
| Cluster | Visit 1| Visit 2| Visit 3| Visit 4|    
-----------------------------------------------------------------------  
|    1    |      0 |     16 |     61 |     87 |   
|    2    |      0 |      0 |      0 |      0 |   
|    3    |      3 |      0 |      0 |      0 |   
|    4    |     22 |      0 |      0 |      0 |   
|    5    |     30 |      0 |      0 |      0 |   
|    6    |     35 |      0 |      0 |      0 |   
|    7    |     42 |      0 |      0 |      0 |   
|    8    |      0 |      0 |      0 |      0 |   
|    9    |     31 |      0 |      0 |      0 |   
|   10    |     40 |      0 |      0 |      0 |   
|   11    |      9 |      0 |      0 |      0 |   
|   12    |      5 |      0 |      0 |      0 |   
|   13    |     71 |      0 |      0 |      0 |   
|   14    |      0 |      0 |      0 |      0 |   
|   15    |    110 |      0 |      0 |      0 |   
|   16    |      8 |      0 |      0 |      0 |   
|   17    |     13 |      0 |      0 |      0 |   
|   18    |     23 |      0 |      0 |      0 |   
|   19    |     34 |      0 |      0 |      0 |   
|   20    |     38 |      0 |      0 |      0 |   
|   21    |    134 |      0 |      0 |      0 |   
|   22    |    142 |      0 |      0 |      0 |   
|   23    |    126 |      0 |      0 |      0 |   
|   24    |    143 |      0 |      0 |      0 |   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



----------------------------------------------------------------------- 
|                    Optimization results                             | 
----------------------------------------------------------------------- 
|                    Arc-Flow Time Windows                            | 
----------------------------------------------------------------------- 
Harbours| Clustering|   Compatibility|Solution| Bound |Integrality Gap|   
|   24  |    KMeans |       Unlimited|  15510 | 12269 |     20.9%     |   
-----------------------------------------------------------------------  
|                      Sailing costs                                  | 
-----------------------------------------------------------------------  
|   Total | Ship 1 | Ship 2 | Ship 3 | Ship 4 |  Ext. Feed | Ext. Sail|  
-----------------------------------------------------------------------  
|   15510 |   2339 |   9205 |   2622 |   1344 |        0   |      -0  |     
----------------------------------------------------------------------- 
|                    Quantity discharged                              | 
----------------------------------------------------------------------- 
| Cluster | Ship 1 | Ship 2 | Ship 3 | Ship 4 | Aggregated | External |  
-----------------------------------------------------------------------  
|    1    |    -10 |  -3900 |  -1500 |  -1300 |    -6710   |    No    | 
|    2    |      0 |    400 |      0 |      0 |      400   |    No    | 
|    3    |      0 |    500 |      0 |      0 |      500   |    No    | 
|    4    |      0 |    500 |      0 |      0 |      500   |    No    | 
|    5    |      0 |    400 |      0 |      0 |      400   |    No    | 
|    6    |      0 |      0 |      0 |    500 |      500   |    No    | 
|    7    |      0 |   1000 |      0 |      0 |     1000   |    No    | 
|    8    |      0 |      0 |    800 |      0 |      800   |    No    | 
|    9    |      0 |      0 |      0 |    800 |      800   |    No    | 
|   10    |      0 |      0 |    600 |      0 |      600   |    No    | 
|   11    |      0 |      0 |      0 |    500 |      500   |    No    | 
|   12    |      0 |      0 |      0 |    100 |      100   |    No    | 
|   13    |      0 |   1800 |      0 |      0 |     1800   |    No    | 
|   14    |      0 |      0 |      0 |    500 |      500   |    No    | 
|   15    |      0 |      0 |    300 |      0 |      300   |    No    | 
|   16    |    300 |      0 |      0 |      0 |      300   |    No    | 
|   17    |    700 |      0 |      0 |      0 |      700   |    No    | 
|   18    |    900 |      0 |      0 |      0 |      900   |    No    | 
|   19    |    300 |      0 |      0 |      0 |      300   |    No    | 
|   20    |    700 |      0 |      0 |      0 |      700   |    No    | 
|   21    |      0 |      0 |    400 |      0 |      400   |    No    | 
|   22    |      0 |    800 |      0 |      0 |      800   |    No    | 
|   23    |      0 |   1500 |      0 |      0 |     1500   |    No    | 
|   24    |      0 |      0 |    800 |      0 |      800   |    No    | 
Ship total|   2900 |   6900 |   2900 |   2400 |    15100   |          |     
-----------------------------------------------------------------------  
|                      Time of visit                                  | 
-----------------------------------------------------------------------  
| Cluster | Visit 1| Visit 2| Visit 3| Visit 4|    
-----------------------------------------------------------------------  
|    1    |      0 |     64 |     70 |     76 |   
|    2    |      0 |      0 |      0 |      0 |   
|    3    |      3 |      0 |      0 |      0 |   
|    4    |     29 |      0 |      0 |      0 |   
|    5    |     36 |      0 |      0 |      0 |   
|    6    |    102 |      0 |      0 |      0 |   
|    7    |     44 |      0 |      0 |      0 |   
|    8    |      0 |      0 |      0 |      0 |   
|    9    |     85 |      0 |      0 |      0 |   
|   10    |     11 |      0 |      0 |      0 |   
|   11    |      9 |      0 |      0 |      0 |   
|   12    |      5 |      0 |      0 |      0 |   
|   13    |     73 |      0 |      0 |      0 |   
|   14    |      0 |      0 |      0 |      0 |   
|   15    |     89 |      0 |      0 |      0 |   
|   16    |      8 |      0 |      0 |      0 |   
|   17    |     13 |      0 |      0 |      0 |   
|   18    |     23 |      0 |      0 |      0 |   
|   19    |     34 |      0 |      0 |      0 |   
|   20    |     38 |      0 |      0 |      0 |   
|   21    |    113 |      0 |      0 |      0 |   
|   22    |    125 |      0 |      0 |      0 |   
|   23    |    138 |      0 |      0 |      0 |   
|   24    |    131 |      0 |      0 |      0 |   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
----------------------------------------------------------------------- 
|                    Optimization results                             | 
----------------------------------------------------------------------- 
|                    Arc-Flow Standard                                | 
----------------------------------------------------------------------- 
Harbours| Clustering|   Compatibility|Solution| Bound |Integrality Gap|   
|   24  |    KMeans |       Unlimited|  15529 | 12234 |     21.2%     |   
-----------------------------------------------------------------------  
|                      Sailing costs                                  | 
-----------------------------------------------------------------------  
|   Total | Ship 1 | Ship 2 | Ship 3 | Ship 4 |  Ext. Feed | Ext. Sail|  
-----------------------------------------------------------------------  
|   15529 |   3507 |   5645 |   1125 |    435 |        0   |    4816  |     
----------------------------------------------------------------------- 
|                    Quantity discharged                              | 
----------------------------------------------------------------------- 
| Cluster | Ship 1 | Ship 2 | Ship 3 | Ship 4 | Aggregated | External |  
-----------------------------------------------------------------------  
|    1    |  -1810 |  -2000 |  -1300 |  -1400 |    -6510   |    No    | 
|    2    |      0 |    400 |      0 |      0 |      400   |    No    | 
|    3    |      0 |    500 |      0 |      0 |      500   |    No    | 
|    4    |      0 |      0 |      0 |      0 |        0   |    No    | 
|    5    |      0 |      0 |      0 |      0 |        0   |    No    | 
|    6    |      0 |      0 |      0 |      0 |        0   |    No    | 
|    7    |      0 |   1000 |      0 |      0 |     1000   |    No    | 
|    8    |      0 |      0 |    800 |      0 |      800   |    No    | 
|    9    |      0 |      0 |      0 |      0 |        0   |    No    | 
|   10    |      0 |      0 |    600 |      0 |      600   |    No    | 
|   11    |      0 |      0 |      0 |    500 |      500   |    No    | 
|   12    |      0 |      0 |      0 |    100 |      100   |    No    | 
|   13    |      0 |      0 |      0 |      0 |        0   |    No    | 
|   14    |      0 |      0 |      0 |    500 |      500   |    No    | 
|   15    |      0 |      0 |    300 |      0 |      300   |    No    | 
|   16    |      0 |      0 |    300 |      0 |      300   |    No    | 
|   17    |      0 |    700 |      0 |      0 |      700   |    No    | 
|   18    |      0 |    900 |      0 |      0 |      900   |    No    | 
|   19    |    300 |      0 |      0 |      0 |      300   |    No    | 
|   20    |      0 |    700 |      0 |      0 |      700   |    No    | 
|   21    |    400 |      0 |      0 |      0 |      400   |    No    | 
|   22    |    800 |      0 |      0 |      0 |      800   |    No    | 
|   23    |   1500 |      0 |      0 |      0 |     1500   |    No    | 
|   24    |      0 |      0 |      0 |      0 |        0   |    No    | 
Ship total|   3000 |   4200 |   2000 |   1100 |    10300   |          |     
-----------------------------------------------------------------------  
|                      Time of visit                                  | 
-----------------------------------------------------------------------  
| Cluster | Visit 1| Visit 2| Visit 3| Visit 4|    
-----------------------------------------------------------------------  
|    1    |      0 |     16 |     22 |     27 |   
|    2    |      0 |      0 |      0 |      0 |   
|    3    |      3 |      0 |      0 |      0 |   
|    4    |     55 |      0 |      0 |      0 |   
|    5    |     48 |      0 |      0 |      0 |   
|    6    |     42 |      0 |      0 |      0 |   
|    7    |     36 |      0 |      0 |      0 |   
|    8    |      0 |      0 |      0 |      0 |   
|    9    |     45 |      0 |      0 |      0 |   
|   10    |     11 |      0 |      0 |      0 |   
|   11    |      9 |      0 |      0 |      0 |   
|   12    |      5 |      0 |      0 |      0 |   
|   13    |      3 |      0 |      0 |      0 |   
|   14    |      0 |      0 |      0 |      0 |   
|   15    |     35 |      0 |      0 |      0 |   
|   16    |     41 |      0 |      0 |      0 |   
|   17    |     74 |      0 |      0 |      0 |   
|   18    |     85 |      0 |      0 |      0 |   
|   19    |     52 |      0 |      0 |      0 |   
|   20    |     97 |      0 |      0 |      0 |   
|   21    |     59 |      0 |      0 |      0 |   
|   22    |     65 |      0 |      0 |      0 |   
|   23    |     78 |      0 |      0 |      0 |   
|   24    |     76 |      0 |      0 |      0 | 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
----------------------------------------------------------------------- 
|                    Optimization results                             | 
----------------------------------------------------------------------- 
|                    Arc-Flow Sub-Tour Elimination                    | 
----------------------------------------------------------------------- 
Harbours| Clustering|   Compatibility|Solution| Bound |Integrality Gap|   
|   24  |    KMeans |       Unlimited|  15578 | 12210 |     21.6%     |   
-----------------------------------------------------------------------  
|                      Sailing costs                                  | 
-----------------------------------------------------------------------  
|   Total | Ship 1 | Ship 2 | Ship 3 | Ship 4 |  Ext. Feed | Ext. Sail|  
-----------------------------------------------------------------------  
|   15578 |   2955 |   9169 |   2102 |   1353 |        0   |       0  |     
----------------------------------------------------------------------- 
|                    Quantity discharged                              | 
----------------------------------------------------------------------- 
| Cluster | Ship 1 | Ship 2 | Ship 3 | Ship 4 | Aggregated | External |  
-----------------------------------------------------------------------  
|    1    |  -1410 |  -2600 |  -1500 |  -1500 |    -7010   |    No    | 
|    2    |      0 |    400 |      0 |      0 |      400   |    No    | 
|    3    |      0 |    500 |      0 |      0 |      500   |    No    | 
|    4    |      0 |    500 |      0 |      0 |      500   |    No    | 
|    5    |      0 |    571 |      0 |      0 |      571   |    No    | 
|    6    |      0 |      0 |      0 |    500 |      500   |    No    | 
|    7    |      0 |      0 |      0 |   1000 |     1000   |    No    | 
|    8    |      0 |      0 |    900 |      0 |      900   |    No    | 
|    9    |      0 |    800 |      0 |      0 |      800   |    No    | 
|   10    |      0 |      0 |    600 |      0 |      600   |    No    | 
|   11    |      0 |      0 |      0 |    500 |      500   |    No    | 
|   12    |      0 |      0 |      0 |    100 |      100   |    No    | 
|   13    |   1800 |      0 |      0 |      0 |     1800   |    No    | 
|   14    |      0 |      0 |      0 |    608 |      608   |    No    | 
|   15    |      0 |    300 |      0 |      0 |      300   |    No    | 
|   16    |    300 |      0 |      0 |      0 |      300   |    No    | 
|   17    |    700 |      0 |      0 |      0 |      700   |    No    | 
|   18    |    900 |      0 |      0 |      0 |      900   |    No    | 
|   19    |      0 |      0 |    300 |      0 |      300   |    No    | 
|   20    |    700 |      0 |      0 |      0 |      700   |    No    | 
|   21    |      0 |      0 |    400 |      0 |      400   |    No    | 
|   22    |      0 |      0 |    800 |      0 |      800   |    No    | 
|   23    |      0 |   1500 |      0 |      0 |     1500   |    No    | 
|   24    |      0 |    800 |      0 |      0 |      800   |    No    | 
Ship total|   4400 |   5371 |   3000 |   2708 |    15480   |          |     
-----------------------------------------------------------------------  
|                      Time of visit                                  | 
-----------------------------------------------------------------------  
| Cluster | Visit 1| Visit 2| Visit 3| Visit 4|   
-----------------------------------------------------------------------  
|    1    |      0 |     51 |     57 |     63 | 
|    2    |      0 |      0 |      0 |      0 | 
|    3    |      3 |      0 |      0 |      0 | 
|    4    |     29 |      0 |      0 |      0 | 
|    5    |     36 |      0 |      0 |      0 | 
|    6    |     85 |      0 |      0 |      0 | 
|    7    |     72 |      0 |      0 |      0 | 
|    8    |      0 |      0 |      0 |      0 | 
|    9    |     50 |      0 |      0 |      0 | 
|   10    |     46 |      0 |      0 |      0 | 
|   11    |      9 |      0 |      0 |      0 | 
|   12    |      5 |      0 |      0 |      0 | 
|   13    |      3 |      0 |      0 |      0 | 
|   14    |      0 |      0 |      0 |      0 | 
|   15    |     79 |      0 |      0 |      0 | 
|   16    |     87 |      0 |      0 |      0 | 
|   17    |     91 |      0 |      0 |      0 | 
|   18    |    102 |      0 |      0 |      0 | 
|   19    |     86 |      0 |      0 |      0 | 
|   20    |    114 |      0 |      0 |      0 | 
|   21    |     94 |      0 |      0 |      0 | 
|   22    |    102 |      0 |      0 |      0 | 
|   23    |    105 |      0 |      0 |      0 | 
|   24    |    122 |      0 |      0 |      0 | 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
Compatibility Scenarios 
 
----------------------------------------------------------------------- 
|                    Optimization results                             | 
----------------------------------------------------------------------- 
|           Arc-Flow Standard - Partly Limited Compatibility          | 
----------------------------------------------------------------------- 
Harbours| Clustering|   Compatibility|Solution| Bound |Integrality Gap|   
|   12  |     Zones |  Partly Limited|  13340 | 13340 |     0.0%      |   
-----------------------------------------------------------------------  
|                      Sailing costs                                  | 
-----------------------------------------------------------------------  
|   Total | Ship 1 | Ship 2 | Ship 3 | Ship 4 |  Ext. Feed | Ext. Sail|  
-----------------------------------------------------------------------  
|   13340 |   2879 |   8313 |   1242 |    906 |        0   |       0  |     
----------------------------------------------------------------------- 
|                    Quantity discharged                              | 
----------------------------------------------------------------------- 
| Cluster | Ship 1 | Ship 2 | Ship 3 | Ship 4 | Aggregated | External |  
-----------------------------------------------------------------------  
|    1    |    -10 |  -2300 |  -2900 |  -1210 |    -6420   |    No    | 
|    2    |      0 |     10 |      0 |      0 |       10   |    No    | 
|    3    |      0 |    900 |      0 |      0 |      900   |    No    | 
|    4    |      0 |      0 |      0 |      0 |        0   |    No    | 
|    5    |      0 |    500 |      0 |      0 |      500   |    No    | 
|    6    |      0 |   1590 |      0 |   1110 |     2700   |    No    | 
|    7    |      0 |      0 |   1500 |    100 |     1600   |    No    | 
|    8    |      0 |      0 |   1500 |   1500 |     3000   |    No    | 
|    9    |      0 |      0 |   1400 |      0 |     1400   |    No    | 
|   10    |   1900 |      0 |      0 |      0 |     1900   |    No    | 
|   11    |   1100 |      0 |      0 |      0 |     1100   |    No    | 
|   12    |      0 |   2300 |      0 |      0 |     2300   |    No    | 
Ship total|   3000 |   5300 |   4400 |   2710 |    15410   |          |     
-----------------------------------------------------------------------  
|                      Time of visit                                  | 
-----------------------------------------------------------------------  
| Cluster | Visit 1| Visit 2| Visit 3| Visit 4| Visit 5|   
-----------------------------------------------------------------------  
|    1    |      0 |     23 |     33 |     65 |    124 | 
|    2    |      0 |      0 |      0 |      0 |      0 | 
|    3    |      1 |      0 |      0 |      0 |      0 | 
|    4    |      0 |      0 |      0 |      0 |      0 | 
|    5    |     30 |      0 |      0 |      0 |      0 | 
|    6    |     65 |     69 |      0 |      0 |      0 | 
|    7    |      0 |     46 |      0 |      0 |      0 | 
|    8    |      0 |     33 |      0 |      0 |      0 | 
|    9    |     85 |      0 |      0 |      0 |      0 | 
|   10    |     19 |      0 |      0 |      0 |      0 | 
|   11    |    168 |      0 |      0 |      0 |      0 | 
|   12    |    163 |      0 |      0 |      0 |      0 | 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
----------------------------------------------------------------------- 
|                    Optimization results                             | 
----------------------------------------------------------------------- 
|              Arc-Flow Standard - Limited Compatibility              | 
----------------------------------------------------------------------- 
Harbours| Clustering|   Compatibility|Solution| Bound |Integrality Gap|   
|   12  |     Zones |         Limited|  14734 | 14734 |     0.0%      |   
-----------------------------------------------------------------------  
|                      Sailing costs                                  | 
-----------------------------------------------------------------------  
|   Total | Ship 1 | Ship 2 | Ship 3 | Ship 4 |  Ext. Feed | Ext. Sail|  
-----------------------------------------------------------------------  
|   14734 |   8930 |   3656 |   1401 |    747 |        0   |       0  |     
----------------------------------------------------------------------- 
|                    Quantity discharged                              | 
----------------------------------------------------------------------- 
| Cluster | Ship 1 | Ship 2 | Ship 3 | Ship 4 | Aggregated | External |  
-----------------------------------------------------------------------  
|    1    |  -2310 |      0 |  -2710 |  -1400 |    -6420   |    No    | 
|    2    |      0 |     10 |      0 |      0 |       10   |    No    | 
|    3    |      0 |    900 |      0 |      0 |      900   |    No    | 
|    4    |      0 |      0 |      0 |      0 |        0   |    No    | 
|    5    |      0 |    500 |      0 |      0 |      500   |    No    | 
|    6    |      0 |   1590 |   1110 |      0 |     2700   |    No    | 
|    7    |      0 |      0 |   1600 |      0 |     1600   |    No    | 
|    8    |      0 |      0 |   1500 |   1500 |     3000   |    No    | 
|    9    |      0 |      0 |      0 |   1400 |     1400   |    No    | 
|   10    |   1900 |      0 |      0 |      0 |     1900   |    No    | 
|   11    |    800 |      0 |      0 |      0 |      800   |    No    | 
|   12    |   2300 |      0 |      0 |      0 |     2300   |    No    | 
Ship total|   5000 |   3000 |   4210 |   2900 |    15110   |          |     
-----------------------------------------------------------------------  
|                      Time of visit                                  | 
-----------------------------------------------------------------------  
| Cluster | Visit 1| Visit 2| Visit 3| Visit 4| Visit 5|   
-----------------------------------------------------------------------  
|    1    |      0 |     81 |     87 |    136 |    141 | 
|    2    |      0 |      0 |      0 |      0 |      0 | 
|    3    |      1 |      0 |      0 |      0 |      0 | 
|    4    |      0 |      0 |      0 |      0 |      0 | 
|    5    |     30 |      0 |      0 |      0 |      0 | 
|    6    |    162 |    168 |      0 |      0 |      0 | 
|    7    |      0 |    149 |      0 |      0 |      0 | 
|    8    |      0 |    103 |      0 |      0 |      0 | 
|    9    |    168 |      0 |      0 |      0 |      0 | 
|   10    |     19 |      0 |      0 |      0 |      0 | 
|   11    |     54 |      0 |      0 |      0 |      0 | 
|   12    |    168 |      0 |      0 |      0 |      0 | 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
----------------------------------------------------------------------- 
|                    Optimization results                             | 
----------------------------------------------------------------------- 
|           Arc-Flow Standard - Partly Limited Compatibility          | 
----------------------------------------------------------------------- 
Harbours| Clustering|   Compatibility|Solution| Bound |Integrality Gap|   
|   19  |   Natural |  Partly Limited|  20641 | 20641 |     0.0%      |   
-----------------------------------------------------------------------  
|                      Sailing costs                                  | 
-----------------------------------------------------------------------  
|   Total | Ship 1 | Ship 2 | Ship 3 | Ship 4 |  Ext. Feed | Ext. Sail|  
-----------------------------------------------------------------------  
|   20641 |   7687 |   1619 |    990 |   1145 |     2300   |    6900  |     
----------------------------------------------------------------------- 
|                    Quantity discharged                              | 
----------------------------------------------------------------------- 
| Cluster | Ship 1 | Ship 2 | Ship 3 | Ship 4 | Aggregated | External |  
-----------------------------------------------------------------------  
|    1    |  -2300 |      0 |   -800 |  -1000 |    -4100   |    No    | 
|    2    |    900 |      0 |      0 |      0 |      900   |    No    | 
|    3    |    500 |      0 |      0 |      0 |      500   |    No    | 
|    4    |    400 |      0 |      0 |      0 |      400   |    No    | 
|    5    |    500 |      0 |      0 |      0 |      500   |    No    | 
|    6    |      0 |      0 |   1000 |      0 |     1000   |    No    | 
|    7    |      0 |      0 |      0 |    800 |      800   |    No    | 
|    8    |      0 |      0 |      0 |    300 |      300   |    No    | 
|    9    |      0 |      0 |   1300 |      0 |     1300   |    No    | 
|   10    |      0 |      0 |      0 |    400 |      400   |    No    | 
|   11    |      0 |      0 |      0 |      0 |        0   |    Yes   | 
|   12    |      0 |      0 |      0 |    600 |      600   |    No    | 
|   13    |      0 |      0 |      0 |    400 |      400   |    No    | 
|   14    |   1300 |      0 |      0 |      0 |     1300   |    No    | 
|   15    |    900 |      0 |      0 |      0 |      900   |    No    | 
|   16    |      0 |    400 |      0 |      0 |      400   |    No    | 
|   17    |    800 |      0 |      0 |      0 |      800   |    No    | 
|   18    |      0 |   1500 |      0 |      0 |     1500   |    No    | 
|   19    |      0 |    800 |      0 |      0 |      800   |    No    | 
Ship total|   5300 |   2700 |   2300 |   2500 |    12800   |          |     
-----------------------------------------------------------------------  
|                      Time of visit                                  | 
-----------------------------------------------------------------------  
| Cluster | Visit 1| Visit 2| Visit 3| Visit 4|    
-----------------------------------------------------------------------  
|    1    |     26 |     59 |     59 |     68 |   
|    2    |      0 |      0 |      0 |      0 |   
|    3    |     28 |      0 |      0 |      0 |   
|    4    |     35 |      0 |      0 |      0 |   
|    5    |     41 |      0 |      0 |      0 |   
|    6    |     87 |      0 |      0 |      0 |   
|    7    |      4 |      0 |      0 |      0 |   
|    8    |      0 |      0 |      0 |      0 |   
|    9    |      0 |      0 |      0 |      0 |   
|   10    |     20 |      0 |      0 |      0 |   
|   11    |      0 |      0 |      0 |      0 |   
|   12    |     39 |      0 |      0 |      0 |   
|   13    |     48 |      0 |      0 |      0 |   
|   14    |     82 |      0 |      0 |      0 |   
|   15    |     99 |      0 |      0 |      0 |   
|   16    |     29 |      0 |      0 |      0 |   
|   17    |    168 |      0 |      0 |      0 |   
|   18    |     11 |      0 |      0 |      0 |   
|   19    |      0 |      0 |      0 |      0 |   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
----------------------------------------------------------------------- 
|                    Optimization results                             | 
----------------------------------------------------------------------- 
|              Arc-Flow Standard - Limited Compatibility              | 
----------------------------------------------------------------------- 
Harbours| Clustering|   Compatibility|Solution| Bound |Integrality Gap|   
|   19  |   Natural |         Limited|  21422 | 21422 |     0.0%      |   
-----------------------------------------------------------------------  
|                      Sailing costs                                  | 
-----------------------------------------------------------------------  
|   Total | Ship 1 | Ship 2 | Ship 3 | Ship 4 |  Ext. Feed | Ext. Sail|  
-----------------------------------------------------------------------  
|   21422 |   2888 |   6744 |   1065 |   1525 |     2300   |    6900  |     
----------------------------------------------------------------------- 
|                    Quantity discharged                              | 
----------------------------------------------------------------------- 
| Cluster | Ship 1 | Ship 2 | Ship 3 | Ship 4 | Aggregated | External |  
-----------------------------------------------------------------------  
|    1    |      0 |  -2700 |  -1200 |  -1500 |    -5400   |    No    | 
|    2    |    900 |      0 |      0 |      0 |      900   |    No    | 
|    3    |    500 |      0 |      0 |      0 |      500   |    No    | 
|    4    |    400 |      0 |      0 |      0 |      400   |    No    | 
|    5    |      0 |      0 |      0 |    500 |      500   |    No    | 
|    6    |      0 |      0 |      0 |   1000 |     1000   |    No    | 
|    7    |      0 |      0 |      0 |    800 |      800   |    No    | 
|    8    |      0 |      0 |      0 |    300 |      300   |    No    | 
|    9    |      0 |      0 |   1300 |      0 |     1300   |    No    | 
|   10    |      0 |      0 |    400 |      0 |      400   |    No    | 
|   11    |      0 |      0 |      0 |      0 |        0   |    Yes   | 
|   12    |      0 |      0 |    600 |      0 |      600   |    No    | 
|   13    |      0 |      0 |    400 |      0 |      400   |    No    | 
|   14    |      0 |   1300 |      0 |      0 |     1300   |    No    | 
|   15    |      0 |    900 |      0 |      0 |      900   |    No    | 
|   16    |      0 |    400 |      0 |      0 |      400   |    No    | 
|   17    |      0 |    800 |      0 |      0 |      800   |    No    | 
|   18    |      0 |   1500 |      0 |      0 |     1500   |    No    | 
|   19    |      0 |    800 |      0 |      0 |      800   |    No    | 
Ship total|   1800 |   5700 |   2700 |   2600 |    12800   |          |     
-----------------------------------------------------------------------  
|                      Time of visit                                  | 
-----------------------------------------------------------------------  
| Cluster | Visit 1| Visit 2| Visit 3| Visit 4|    
-----------------------------------------------------------------------  
|    1    |     53 |     64 |    137 |    137 |   
|    2    |      0 |      0 |      0 |      0 |   
|    3    |     28 |      0 |      0 |      0 |   
|    4    |    168 |      0 |      0 |      0 |   
|    5    |    168 |      0 |      0 |      0 |   
|    6    |    155 |      0 |      0 |      0 |   
|    7    |      4 |      0 |      0 |      0 |   
|    8    |      0 |      0 |      0 |      0 |   
|    9    |      0 |      0 |      0 |      0 |   
|   10    |    144 |      0 |      0 |      0 |   
|   11    |      0 |      0 |      0 |      0 |   
|   12    |    159 |      0 |      0 |      0 |   
|   13    |    168 |      0 |      0 |      0 |   
|   14    |    135 |      0 |      0 |      0 |   
|   15    |    152 |      0 |      0 |      0 |   
|   16    |     29 |      0 |      0 |      0 |   
|   17    |    168 |      0 |      0 |      0 |   
|   18    |     11 |      0 |      0 |      0 |   
|   19    |      0 |      0 |      0 |      0 | 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
----------------------------------------------------------------------- 
|                    Optimization results                             | 
----------------------------------------------------------------------- 
|      Arc-Flow Standard - Partly Limited Compatibility               | 
----------------------------------------------------------------------- 
Harbours| Clustering|   Compatibility|Solution| Bound |Integrality Gap|   
|   24  |    KMeans |  Partly Limited|  22287 | 22287 |     0.0%      |   
-----------------------------------------------------------------------  
|                      Sailing costs                                  | 
-----------------------------------------------------------------------  
|   Total | Ship 1 | Ship 2 | Ship 3 | Ship 4 |  Ext. Feed | Ext. Sail|  
-----------------------------------------------------------------------  
|   22287 |   3996 |   8172 |   1318 |   1600 |     1800   |    5400  |     
----------------------------------------------------------------------- 
|                    Quantity discharged                              | 
----------------------------------------------------------------------- 
| Cluster | Ship 1 | Ship 2 | Ship 3 | Ship 4 | Aggregated | External |  
-----------------------------------------------------------------------  
|    1    |    -10 |  -1700 |  -1300 |  -1500 |    -4510   |    No    | 
|    2    |      0 |    400 |      0 |      0 |      400   |    No    | 
|    3    |      0 |    500 |      0 |      0 |      500   |    No    | 
|    4    |      0 |    500 |      0 |      0 |      500   |    No    | 
|    5    |      0 |    400 |      0 |      0 |      400   |    No    | 
|    6    |      0 |    500 |      0 |      0 |      500   |    No    | 
|    7    |      0 |      0 |      0 |   1000 |     1000   |    No    | 
|    8    |      0 |      0 |    800 |      0 |      800   |    No    | 
|    9    |      0 |      0 |      0 |    800 |      800   |    No    | 
|   10    |      0 |      0 |    600 |      0 |      600   |    No    | 
|   11    |      0 |      0 |      0 |    500 |      500   |    No    | 
|   12    |      0 |      0 |      0 |    100 |      100   |    No    | 
|   13    |      0 |      0 |      0 |      0 |        0   |    Yes   | 
|   14    |      0 |      0 |      0 |    500 |      500   |    No    | 
|   15    |      0 |      0 |    300 |      0 |      300   |    No    | 
|   16    |      0 |      0 |    300 |      0 |      300   |    No    | 
|   17    |      0 |      0 |    700 |      0 |      700   |    No    | 
|   18    |      0 |    900 |      0 |      0 |      900   |    No    | 
|   19    |    300 |      0 |      0 |      0 |      300   |    No    | 
|   20    |      0 |    700 |      0 |      0 |      700   |    No    | 
|   21    |    400 |      0 |      0 |      0 |      400   |    No    | 
|   22    |      0 |    800 |      0 |      0 |      800   |    No    | 
|   23    |   1500 |      0 |      0 |      0 |     1500   |    No    | 
|   24    |    800 |      0 |      0 |      0 |      800   |    No    | 
Ship total|   3000 |   4700 |   2700 |   2900 |    13300   |          |     
-----------------------------------------------------------------------  
|                      Time of visit                                  | 
-----------------------------------------------------------------------  
| Cluster | Visit 1| Visit 2| Visit 3| Visit 4|    
-----------------------------------------------------------------------  
|    1    |      0 |    111 |    111 |    116 |   
|    2    |      0 |      0 |      0 |      0 |   
|    3    |      3 |      0 |      0 |      0 |   
|    4    |     29 |      0 |      0 |      0 |   
|    5    |     36 |      0 |      0 |      0 |   
|    6    |     41 |      0 |      0 |      0 |   
|    7    |    141 |      0 |      0 |      0 |   
|    8    |      0 |      0 |      0 |      0 |   
|    9    |     14 |      0 |      0 |      0 |   
|   10    |     11 |      0 |      0 |      0 |   
|   11    |    126 |      0 |      0 |      0 |   
|   12    |      5 |      0 |      0 |      0 |   
|   13    |      0 |      0 |      0 |      0 |   
|   14    |      0 |      0 |      0 |      0 |   
|   15    |    124 |      0 |      0 |      0 |   
|   16    |    130 |      0 |      0 |      0 |   
|   17    |    135 |      0 |      0 |      0 |   
|   18    |    143 |      0 |      0 |      0 |   
|   19    |     18 |      0 |      0 |      0 |   
|   20    |    155 |      0 |      0 |      0 |   
|   21    |     25 |      0 |      0 |      0 |   
|   22    |    168 |      0 |      0 |      0 |   
|   23    |     34 |      0 |      0 |      0 |   
|   24    |     52 |      0 |      0 |      0 | 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
----------------------------------------------------------------------- 
|                    Optimization results                             | 
----------------------------------------------------------------------- 
|              Arc-Flow Standard - Limited Compatibility              | 
----------------------------------------------------------------------- 
Harbours| Clustering|   Compatibility|Solution| Bound |Integrality Gap|   
|   24  |    KMeans |         Limited|  24319 | 24319 |     0.0%      |   
-----------------------------------------------------------------------  
|                      Sailing costs                                  | 
-----------------------------------------------------------------------  
|   Total | Ship 1 | Ship 2 | Ship 3 | Ship 4 |  Ext. Feed | Ext. Sail|  
-----------------------------------------------------------------------  
|   24319 |   9807 |   3868 |   1035 |    810 |     2200   |    6600  |     
----------------------------------------------------------------------- 
|                    Quantity discharged                              | 
----------------------------------------------------------------------- 
| Cluster | Ship 1 | Ship 2 | Ship 3 | Ship 4 | Aggregated | External |  
-----------------------------------------------------------------------  
|    1    |  -2710 |      0 |  -1400 |  -1300 |    -5410   |    No    | 
|    2    |      0 |    400 |      0 |      0 |      400   |    No    | 
|    3    |      0 |    500 |      0 |      0 |      500   |    No    | 
|    4    |      0 |    500 |      0 |      0 |      500   |    No    | 
|    5    |      0 |     10 |      0 |      0 |       10   |    Yes   | 
|    6    |      0 |    500 |      0 |      0 |      500   |    No    | 
|    7    |      0 |   1000 |      0 |      0 |     1000   |    No    | 
|    8    |      0 |      0 |    800 |      0 |      800   |    No    | 
|    9    |      0 |      0 |    800 |      0 |      800   |    No    | 
|   10    |      0 |      0 |    600 |      0 |      600   |    No    | 
|   11    |      0 |      0 |    500 |      0 |      500   |    No    | 
|   12    |      0 |      0 |    100 |      0 |      100   |    No    | 
|   13    |      0 |      0 |      0 |      0 |        0   |    Yes   | 
|   14    |      0 |      0 |      0 |    500 |      500   |    No    | 
|   15    |      0 |      0 |      0 |    300 |      300   |    No    | 
|   16    |      0 |      0 |      0 |    300 |      300   |    No    | 
|   17    |      0 |      0 |      0 |    700 |      700   |    No    | 
|   18    |    900 |      0 |      0 |      0 |      900   |    No    | 
|   19    |    300 |      0 |      0 |      0 |      300   |    No    | 
|   20    |    700 |      0 |      0 |      0 |      700   |    No    | 
|   21    |    400 |      0 |      0 |      0 |      400   |    No    | 
|   22    |    800 |      0 |      0 |      0 |      800   |    No    | 
|   23    |   1500 |      0 |      0 |      0 |     1500   |    No    | 
|   24    |    800 |      0 |      0 |      0 |      800   |    No    | 
Ship total|   5400 |   2910 |   2800 |   1800 |    12910   |          |     
-----------------------------------------------------------------------  
|                      Time of visit                                  | 
-----------------------------------------------------------------------  
| Cluster | Visit 1| Visit 2| Visit 3| Visit 4|    
-----------------------------------------------------------------------  
|    1    |      0 |      4 |     22 |     75 |   
|    2    |      0 |      0 |      0 |      0 |   
|    3    |    125 |      0 |      0 |      0 |   
|    4    |    151 |      0 |      0 |      0 |   
|    5    |    158 |      0 |      0 |      0 |   
|    6    |    161 |      0 |      0 |      0 |   
|    7    |    168 |      0 |      0 |      0 |   
|    8    |      0 |      0 |      0 |      0 |   
|    9    |     41 |      0 |      0 |      0 |   
|   10    |     11 |      0 |      0 |      0 |   
|   11    |     33 |      0 |      0 |      0 |   
|   12    |     29 |      0 |      0 |      0 |   
|   13    |      0 |      0 |      0 |      0 |   
|   14    |      0 |      0 |      0 |      0 |   
|   15    |     17 |      0 |      0 |      0 |   
|   16    |     23 |      0 |      0 |      0 |   
|   17    |     29 |      0 |      0 |      0 |   
|   18    |     14 |      0 |      0 |      0 |   
|   19    |     54 |      0 |      0 |      0 |   
|   20    |     26 |      0 |      0 |      0 |   
|   21    |    141 |      0 |      0 |      0 |   
|   22    |     39 |      0 |      0 |      0 |   
|   23    |    150 |      0 |      0 |      0 |   
|   24    |    168 |      0 |      0 |      0 | 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
Consumption Scenarios 
 
----------------------------------------------------------------------- 
|                    Optimization results                             | 
----------------------------------------------------------------------- 
|                   Arc-Flow Standard Low Consumption                 | 
----------------------------------------------------------------------- 
Harbours| Clustering|   Compatibility|Solution| Bound |Integrality Gap|   
|   12  |     Zones |       Unlimited|   6788 |  6788 |     0.0%      |   
-----------------------------------------------------------------------  
|                      Sailing costs                                  | 
-----------------------------------------------------------------------  
|   Total | Ship 1 | Ship 2 | Ship 3 | Ship 4 |  Ext. Feed | Ext. Sail|  
-----------------------------------------------------------------------  
|    6788 |   3647 |    108 |    941 |   2091 |        0   |      -0  |     
----------------------------------------------------------------------- 
|                    Quantity discharged                              | 
----------------------------------------------------------------------- 
| Cluster | Ship 1 | Ship 2 | Ship 3 | Ship 4 | Aggregated | External |  
-----------------------------------------------------------------------  
|    1    |    -10 |     -0 |     -0 |  -2050 |    -2060   |    No    | 
|    2    |      0 |     10 |      0 |      0 |       10   |    No    | 
|    3    |      0 |    450 |      0 |      0 |      450   |    No    | 
|    4    |      0 |      0 |      0 |      0 |        0   |    No    | 
|    5    |      0 |      0 |    700 |      0 |      700   |    No    | 
|    6    |      0 |      0 |      0 |   1350 |     1350   |    No    | 
|    7    |      0 |      0 |    800 |      0 |      800   |    No    | 
|    8    |      0 |      0 |      0 |   1500 |     1500   |    No    | 
|    9    |      0 |      0 |      0 |    700 |      700   |    No    | 
|   10    |    950 |      0 |      0 |      0 |      950   |    No    | 
|   11    |    400 |      0 |      0 |      0 |      400   |    No    | 
|   12    |   1150 |      0 |      0 |      0 |     1150   |    No    | 
Ship total|   2500 |    460 |   1500 |   3550 |     8010   |          |     
-----------------------------------------------------------------------  
|                      Time of visit                                  | 
-----------------------------------------------------------------------  
| Cluster | Visit 1| Visit 2| Visit 3| Visit 4|    
-----------------------------------------------------------------------  
|    1    |      0 |     96 |    141 |    146 |   
|    2    |      0 |      0 |      0 |      0 |   
|    3    |      1 |      0 |      0 |      0 |   
|    4    |      0 |      0 |      0 |      0 |   
|    5    |     43 |      0 |      0 |      0 |   
|    6    |    163 |      0 |      0 |      0 |   
|    7    |      0 |     12 |      0 |      0 |   
|    8    |      0 |      0 |      0 |      0 |   
|    9    |    113 |      0 |      0 |      0 |   
|   10    |     19 |      0 |      0 |      0 |   
|   11    |     50 |      0 |      0 |      0 |   
|   12    |     63 |      0 |      0 |      0 | 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
----------------------------------------------------------------------- 
|                    Optimization results                             | 
----------------------------------------------------------------------- 
|                Arc-Flow Standard High Consumption                   | 
----------------------------------------------------------------------- 
Harbours| Clustering|   Compatibility|Solution| Bound |Integrality Gap|   
|   12  |     Zones |       Unlimited|  23603 | 23603 |     0.0%      |   
-----------------------------------------------------------------------  
|                      Sailing costs                                  | 
-----------------------------------------------------------------------  
|   Total | Ship 1 | Ship 2 | Ship 3 | Ship 4 |  Ext. Feed | Ext. Sail|  
-----------------------------------------------------------------------  
|   23603 |   5508 |   6677 |      0 |   1618 |     4200   |    5600  |     
----------------------------------------------------------------------- 
|                    Quantity discharged                              | 
----------------------------------------------------------------------- 
| Cluster | Ship 1 | Ship 2 | Ship 3 | Ship 4 | Aggregated | External |  
-----------------------------------------------------------------------  
|    1    |  -10085 |  -3000|      0 |  -1200 |    -14285  |    No    | 
|    2    |      0 |     10 |      0 |      0 |       10   |    No    | 
|    3    |      0 |   1350 |      0 |      0 |     1350   |    No    | 
|    4    |      0 |      0 |      0 |      0 |        0   |    No    | 
|    5    |      0 |      0 |      0 |      0 |        0   |    Yes   | 
|    6    |   2410 |   1640 |      0 |      0 |     4050   |    No    | 
|    7    |    900 |      0 |   1500 |      0 |     2400   |    No    | 
|    8    |   3000 |      0 |      0 |   1500 |     4500   |    No    | 
|    9    |   2100 |      0 |      0 |      0 |     2100   |    No    | 
|   10    |      0 |   3000 |      0 |      0 |     3000   |    No    | 
|   11    |      0 |      0 |      0 |   1200 |     1200   |    No    | 
|   12    |      0 |      0 |      0 |      0 |        0   |    Yes   | 
Ship total|   8410 |   6000 |   1500 |   2700 |    18610   |          |     
-----------------------------------------------------------------------  
|                      Time of visit                                  | 
-----------------------------------------------------------------------  
| Cluster | Visit 1| Visit 2| Visit 3| Visit 4|    
-----------------------------------------------------------------------  
|    1    |      0 |     84 |     96 |    101 |   
|    2    |      0 |      0 |      0 |      0 |   
|    3    |      1 |      0 |      0 |      0 |   
|    4    |      0 |      0 |      0 |      0 |   
|    5    |      0 |      0 |      0 |      0 |   
|    6    |     37 |    168 |      0 |      0 |   
|    7    |      0 |     25 |      0 |      0 |   
|    8    |      0 |     99 |      0 |      0 |   
|    9    |     54 |      0 |      0 |      0 |   
|   10    |    134 |      0 |      0 |      0 |   
|   11    |    134 |      0 |      0 |      0 |   
|   12    |      0 |      0 |      0 |      0 | 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
----------------------------------------------------------------------- 
|                    Optimization results                             | 
----------------------------------------------------------------------- 
|                 Arc-Flow Standard - Low Consumption                 | 
----------------------------------------------------------------------- 
Harbours| Clustering|   Compatibility|Solution| Bound |Integrality Gap|   
|   19  |   Natural |       Unlimited|   5039 |  5039 |     0.0%      |   
-----------------------------------------------------------------------  
|                      Sailing costs                                  | 
-----------------------------------------------------------------------  
|   Total | Ship 1 | Ship 2 | Ship 3 | Ship 4 |  Ext. Feed | Ext. Sail|  
-----------------------------------------------------------------------  
|    5039 |      0 |   2245 |   1874 |    919 |        0   |      -0  |     
----------------------------------------------------------------------- 
|                    Quantity discharged                              | 
----------------------------------------------------------------------- 
| Cluster | Ship 1 | Ship 2 | Ship 3 | Ship 4 | Aggregated | External |  
-----------------------------------------------------------------------  
|    1    |      0 |      0 |  -2300 |      0 |    -2300   |    No    | 
|    2    |    450 |      0 |      0 |      0 |      450   |    No    | 
|    3    |      0 |      0 |      0 |    250 |      250   |    No    | 
|    4    |      0 |      0 |      0 |    200 |      200   |    No    | 
|    5    |      0 |      0 |      0 |    250 |      250   |    No    | 
|    6    |      0 |      0 |      0 |    500 |      500   |    No    | 
|    7    |      0 |      0 |    400 |      0 |      400   |    No    | 
|    8    |      0 |      0 |      0 |    150 |      150   |    No    | 
|    9    |      0 |      0 |    650 |      0 |      650   |    No    | 
|   10    |      0 |      0 |    450 |      0 |      450   |    No    | 
|   11    |      0 |      0 |   1150 |      0 |     1150   |    No    | 
|   12    |      0 |      0 |    300 |      0 |      300   |    No    | 
|   13    |      0 |      0 |    200 |      0 |      200   |    No    | 
|   14    |      0 |      0 |    650 |      0 |      650   |    No    | 
|   15    |      0 |    450 |      0 |      0 |      450   |    No    | 
|   16    |      0 |    200 |      0 |      0 |      200   |    No    | 
|   17    |      0 |    400 |      0 |      0 |      400   |    No    | 
|   18    |      0 |    750 |      0 |      0 |      750   |    No    | 
|   19    |      0 |    400 |      0 |      0 |      400   |    No    | 
Ship total|    450 |   2200 |   3800 |   1350 |     7800   |          |     
-----------------------------------------------------------------------  
|                      Time of visit                                  | 
-----------------------------------------------------------------------  
| Cluster | Visit 1| Visit 2| Visit 3| Visit 4|    
-----------------------------------------------------------------------  
|    1    |     36 |     64 |      0 |      0 |   
|    2    |      0 |      0 |      0 |      0 |   
|    3    |     32 |      0 |      0 |      0 |   
|    4    |     25 |      0 |      0 |      0 |   
|    5    |     18 |      0 |      0 |      0 |   
|    6    |      7 |      0 |      0 |      0 |   
|    7    |     16 |      0 |      0 |      0 |   
|    8    |      0 |      0 |      0 |      0 |   
|    9    |      0 |      0 |      0 |      0 |   
|   10    |     30 |      0 |      0 |      0 |   
|   11    |     45 |      0 |      0 |      0 |   
|   12    |     78 |      0 |      0 |      0 |   
|   13    |     85 |      0 |      0 |      0 |   
|   14    |     92 |      0 |      0 |      0 |   
|   15    |     38 |      0 |      0 |      0 |   
|   16    |     32 |      0 |      0 |      0 |   
|   17    |     22 |      0 |      0 |      0 |   
|   18    |     10 |      0 |      0 |      0 |   
|   19    |      0 |      0 |      0 |      0 | 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
----------------------------------------------------------------------- 
|                    Optimization results                             | 
----------------------------------------------------------------------- 
|              Arc-Flow Standard – High Consumption                   | 
----------------------------------------------------------------------- 
Harbours| Clustering|   Compatibility|Solution| Bound |Integrality Gap|   
|   19  |   Natural |       Unlimited|  32579 | 28005 |     14.0%     |   
-----------------------------------------------------------------------  
|                      Sailing costs                                  | 
-----------------------------------------------------------------------  
|   Total | Ship 1 | Ship 2 | Ship 3 | Ship 4 |  Ext. Feed | Ext. Sail|  
-----------------------------------------------------------------------  
|   32579 |      0 |   5934 |   2020 |   3275 |     9150   |   12200  |     
----------------------------------------------------------------------- 
|                    Quantity discharged                              | 
----------------------------------------------------------------------- 
| Cluster | Ship 1 | Ship 2 | Ship 3 | Ship 4 | Aggregated | External |  
-----------------------------------------------------------------------  
|    1    |      0 |  -2720 |  -1210 |  -2700 |    -6630   |    No    | 
|    2    |   1350 |      0 |      0 |      0 |     1350   |    No    | 
|    3    |      0 |      0 |    750 |      0 |      750   |    No    | 
|    4    |      0 |      0 |      0 |      0 |        0   |    Yes   | 
|    5    |      0 |      0 |    750 |      0 |      750   |    No    | 
|    6    |      0 |      0 |      0 |   1500 |     1500   |    No    | 
|    7    |      0 |      0 |   1200 |      0 |     1200   |    No    | 
|    8    |      0 |      0 |      0 |    450 |      450   |    No    | 
|    9    |      0 |      0 |     10 |      0 |       10   |    Yes   | 
|   10    |      0 |      0 |      0 |    600 |      600   |    No    | 
|   11    |      0 |      0 |      0 |      0 |        0   |    Yes   | 
|   12    |      0 |    900 |      0 |      0 |      900   |    No    | 
|   13    |      0 |    600 |      0 |      0 |      600   |    No    | 
|   14    |      0 |     10 |      0 |      0 |       10   |    Yes   | 
|   15    |      0 |   1350 |      0 |      0 |     1350   |    No    | 
|   16    |      0 |    600 |      0 |      0 |      600   |    No    | 
|   17    |      0 |      0 |      0 |   1200 |     1200   |    No    | 
|   18    |      0 |   2250 |      0 |      0 |     2250   |    No    | 
|   19    |      0 |     10 |      0 |      0 |       10   |    Yes   | 
Ship total|   1350 |   5720 |   2710 |   3750 |    13530   |          |     
-----------------------------------------------------------------------  
|                      Time of visit                                  | 
-----------------------------------------------------------------------  
| Cluster | Visit 1| Visit 2| Visit 3| Visit 4|    
-----------------------------------------------------------------------  
|    1    |     16 |     34 |     54 |     65 |   
|    2    |      0 |      0 |      0 |      0 |   
|    3    |     72 |      0 |      0 |      0 |   
|    4    |      0 |      0 |      0 |      0 |   
|    5    |     58 |      0 |      0 |      0 |   
|    6    |     38 |      0 |      0 |      0 |   
|    7    |     13 |      0 |      0 |      0 |   
|    8    |      0 |      0 |      0 |      0 |   
|    9    |      0 |      0 |      0 |      0 |   
|   10    |      9 |      0 |      0 |      0 |   
|   11    |      0 |      0 |      0 |      0 |   
|   12    |     72 |      0 |      0 |      0 |   
|   13    |     81 |      0 |      0 |      0 |   
|   14    |     88 |      0 |      0 |      0 |   
|   15    |    101 |      0 |      0 |      0 |   
|   16    |     29 |      0 |      0 |      0 |   
|   17    |    102 |      0 |      0 |      0 |   
|   18    |      8 |      0 |      0 |      0 |   
|   19    |      0 |      0 |      0 |      0 | 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
----------------------------------------------------------------------- 
|                    Optimization results                             | 
----------------------------------------------------------------------- 
|               Arc-Flow Standard – Low Consumption                   | 
----------------------------------------------------------------------- 
Harbours| Clustering|   Compatibility|Solution| Bound |Integrality Gap|   
|   24  |    KMeans |       Unlimited|   7454 |  7454 |     0.0%      |   
-----------------------------------------------------------------------  
|                      Sailing costs                                  | 
-----------------------------------------------------------------------  
|   Total | Ship 1 | Ship 2 | Ship 3 | Ship 4 |  Ext. Feed | Ext. Sail|  
-----------------------------------------------------------------------  
|    7454 |   4758 |    145 |   1973 |    578 |        0   |      -0  |     
----------------------------------------------------------------------- 
|                    Quantity discharged                              | 
----------------------------------------------------------------------- 
| Cluster | Ship 1 | Ship 2 | Ship 3 | Ship 4 | Aggregated | External |  
-----------------------------------------------------------------------  
|    1    |  -3010 |      0 |  -1500 |     -0 |    -4510   |    No    | 
|    2    |      0 |    200 |      0 |      0 |      200   |    No    | 
|    3    |      0 |    250 |      0 |      0 |      250   |    No    | 
|    4    |      0 |      0 |    250 |      0 |      250   |    No    | 
|    5    |      0 |      0 |    200 |      0 |      200   |    No    | 
|    6    |      0 |      0 |    250 |      0 |      250   |    No    | 
|    7    |      0 |      0 |    500 |      0 |      500   |    No    | 
|    8    |      0 |      0 |    400 |      0 |      400   |    No    | 
|    9    |      0 |      0 |    400 |      0 |      400   |    No    | 
|   10    |      0 |      0 |    300 |      0 |      300   |    No    | 
|   11    |      0 |      0 |    650 |      0 |      650   |    No    | 
|   12    |      0 |      0 |     50 |      0 |       50   |    No    | 
|   13    |      0 |      0 |      0 |    900 |      900   |    No    | 
|   14    |      0 |      0 |      0 |    250 |      250   |    No    | 
|   15    |    150 |      0 |      0 |      0 |      150   |    No    | 
|   16    |    150 |      0 |      0 |      0 |      150   |    No    | 
|   17    |      0 |      0 |      0 |    350 |      350   |    No    | 
|   18    |    450 |      0 |      0 |      0 |      450   |    No    | 
|   19    |    150 |      0 |      0 |      0 |      150   |    No    | 
|   20    |    350 |      0 |      0 |      0 |      350   |    No    | 
|   21    |    200 |      0 |      0 |      0 |      200   |    No    | 
|   22    |    400 |      0 |      0 |      0 |      400   |    No    | 
|   23    |    750 |      0 |      0 |      0 |      750   |    No    | 
|   24    |    400 |      0 |      0 |      0 |      400   |    No    | 
Ship total|   3000 |    450 |   3000 |   1500 |     7950   |          |     
-----------------------------------------------------------------------  
|                      Time of visit                                  | 
-----------------------------------------------------------------------  
| Cluster | Visit 1| Visit 2| Visit 3| Visit 4|    
-----------------------------------------------------------------------  
|    1    |      0 |      0 |      0 |    120 |   
|    2    |      0 |      0 |      0 |      0 |   
|    3    |      3 |      0 |      0 |      0 |   
|    4    |    168 |      0 |      0 |      0 |   
|    5    |    162 |      0 |      0 |      0 |   
|    6    |    155 |      0 |      0 |      0 |   
|    7    |    145 |      0 |      0 |      0 |   
|    8    |      0 |      0 |      0 |      0 |   
|    9    |     20 |      0 |      0 |      0 |   
|   10    |    133 |      0 |      0 |      0 |   
|   11    |     30 |      0 |      0 |      0 |   
|   12    |     37 |      0 |      0 |      0 |   
|   13    |      3 |      0 |      0 |      0 |   
|   14    |      0 |      0 |      0 |      0 |   
|   15    |     18 |      0 |      0 |      0 |   
|   16    |     22 |      0 |      0 |      0 |   
|   17    |    168 |      0 |      0 |      0 |   
|   18    |     30 |      0 |      0 |      0 |   
|   19    |     39 |      0 |      0 |      0 |   
|   20    |     43 |      0 |      0 |      0 |   
|   21    |     50 |      0 |      0 |      0 |   
|   22    |    142 |      0 |      0 |      0 |   
|   23    |    153 |      0 |      0 |      0 |   
|   24    |    168 |      0 |      0 |      0 | 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
----------------------------------------------------------------------- 
|                    Optimization results                             | 
----------------------------------------------------------------------- 
|              Arc-Flow Standard – High Consumption                   | 
----------------------------------------------------------------------- 
Harbours| Clustering|   Compatibility|Solution| Bound |Integrality Gap|   
|   24  |    KMeans |       Unlimited|  24447 | 21453 |     12.2%     |   
-----------------------------------------------------------------------  
|                      Sailing costs                                  | 
-----------------------------------------------------------------------  
|   Total | Ship 1 | Ship 2 | Ship 3 | Ship 4 |  Ext. Feed | Ext. Sail|  
-----------------------------------------------------------------------  
|   24447 |   5511 |   6990 |      0 |   1446 |     4500   |    6000  |     
----------------------------------------------------------------------- 
|                    Quantity discharged                              | 
----------------------------------------------------------------------- 
| Cluster | Ship 1 | Ship 2 | Ship 3 | Ship 4 | Aggregated | External |  
-----------------------------------------------------------------------  
|    1    |  -5560 |  -3000 |      0 |  -1500 |    -10060   |    No    | 
|    2    |      0 |    600 |      0 |      0 |      600   |    No    | 
|    3    |      0 |      0 |      0 |      0 |        0   |    No    | 
|    4    |      0 |      0 |      0 |      0 |        0   |    Yes   | 
|    5    |      0 |     10 |      0 |      0 |       10   |    Yes   | 
|    6    |      0 |    890 |      0 |      0 |      890   |    No    | 
|    7    |      0 |   1500 |      0 |      0 |     1500   |    No    | 
|    8    |      0 |      0 |   1200 |      0 |     1200   |    No    | 
|    9    |   1200 |      0 |      0 |      0 |     1200   |    No    | 
|   10    |    900 |      0 |      0 |      0 |      900   |    No    | 
|   11    |    750 |      0 |      0 |      0 |      750   |    No    | 
|   12    |    150 |      0 |      0 |      0 |      150   |    No    | 
|   13    |   2700 |      0 |      0 |      0 |     2700   |    No    | 
|   14    |      0 |      0 |      0 |    750 |      750   |    No    | 
|   15    |      0 |      0 |      0 |    450 |      450   |    No    | 
|   16    |      0 |    450 |      0 |      0 |      450   |    No    | 
|   17    |      0 |   1050 |      0 |      0 |     1050   |    No    | 
|   18    |      0 |      0 |      0 |   1500 |     1500   |    No    | 
|   19    |      0 |    450 |      0 |      0 |      450   |    No    | 
|   20    |      0 |   1050 |      0 |      0 |     1050   |    No    | 
|   21    |    600 |      0 |      0 |      0 |      600   |    No    | 
|   22    |      0 |      0 |      0 |      0 |        0   |    Yes   | 
|   23    |   2250 |      0 |      0 |      0 |     2250   |    No    | 
|   24    |      0 |      0 |      0 |      0 |        0   |    Yes   | 
Ship total|   8550 |   6000 |   1200 |   2700 |    18450   |          |     
-----------------------------------------------------------------------  
|                      Time of visit                                  | 
-----------------------------------------------------------------------  
| Cluster | Visit 1| Visit 2| Visit 3| Visit 4|    
-----------------------------------------------------------------------  
|    1    |      0 |     90 |    101 |    112 |   
|    2    |     31 |      0 |      0 |      0 |   
|    3    |      0 |      0 |      0 |      0 |   
|    4    |      0 |      0 |      0 |      0 |   
|    5    |     58 |      0 |      0 |      0 |   
|    6    |     82 |      0 |      0 |      0 |   
|    7    |     90 |      0 |      0 |      0 |   
|    8    |     29 |      0 |      0 |      0 |   
|    9    |     44 |      0 |      0 |      0 |   
|   10    |     80 |      0 |      0 |      0 |   
|   11    |     36 |      0 |      0 |      0 |   
|   12    |     33 |      0 |      0 |      0 |   
|   13    |    104 |      0 |      0 |      0 |   
|   14    |     30 |      0 |      0 |      0 |   
|   15    |     40 |      0 |      0 |      0 |   
|   16    |    132 |      0 |      0 |      0 |   
|   17    |    138 |      0 |      0 |      0 |   
|   18    |    125 |      0 |      0 |      0 |   
|   19    |    163 |      0 |      0 |      0 |   
|   20    |    168 |      0 |      0 |      0 |   
|   21    |    158 |      0 |      0 |      0 |   
|   22    |      0 |      0 |      0 |      0 |   
|   23    |    168 |      0 |      0 |      0 |   
|   24    |      0 |      0 |      0 |      0 | 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
Robustness 
 
----------------------------------------------------------------------- 
|                    Optimization results                             | 
----------------------------------------------------------------------- 
|            Arc-Flow Standard – 15% Minimum Inventory                | 
----------------------------------------------------------------------- 
Harbours| Clustering|   Compatibility|Solution| Bound |Integrality Gap|   
|   19  |   Natural |       Unlimited|  13922 | 10098 |     27.5%     |   
-----------------------------------------------------------------------  
|                      Sailing costs                                  | 
-----------------------------------------------------------------------  
|   Total | Ship 1 | Ship 2 | Ship 3 | Ship 4 |  Ext. Feed | Ext. Sail|  
-----------------------------------------------------------------------  
|   13922 |   6351 |   4265 |   1949 |   1357 |        0   |       0  |     
----------------------------------------------------------------------- 
|                    Quantity discharged                              | 
----------------------------------------------------------------------- 
| Cluster | Ship 1 | Ship 2 | Ship 3 | Ship 4 | Aggregated | External |  
-----------------------------------------------------------------------  
|    1    |  -2300 |  -2200 |  -1300 |  -1500 |    -7300   |    No    | 
|    2    |    900 |      0 |      0 |      0 |      900   |    No    | 
|    3    |    500 |      0 |      0 |      0 |      500   |    No    | 
|    4    |    400 |      0 |      0 |      0 |      400   |    No    | 
|    5    |      0 |      0 |      0 |    500 |      500   |    No    | 
|    6    |      0 |      0 |      0 |   1000 |     1000   |    No    | 
|    7    |    800 |      0 |      0 |      0 |      800   |    No    | 
|    8    |      0 |      0 |      0 |    300 |      300   |    No    | 
|    9    |      0 |      0 |   1300 |      0 |     1300   |    No    | 
|   10    |      0 |      0 |      0 |    400 |      400   |    No    | 
|   11    |      0 |   2300 |      0 |      0 |     2300   |    No    | 
|   12    |    600 |      0 |      0 |      0 |      600   |    No    | 
|   13    |    400 |      0 |      0 |      0 |      400   |    No    | 
|   14    |   1300 |      0 |      0 |      0 |     1300   |    No    | 
|   15    |      0 |    900 |      0 |      0 |      900   |    No    | 
|   16    |      0 |    400 |      0 |      0 |      400   |    No    | 
|   17    |      0 |    800 |      0 |      0 |      800   |    No    | 
|   18    |      0 |      0 |   1500 |      0 |     1500   |    No    | 
|   19    |      0 |    800 |      0 |      0 |      800   |    No    | 
Ship total|   4900 |   5200 |   2800 |   2200 |    15100   |          |     
-----------------------------------------------------------------------  
|                      Time of visit                                  | 
-----------------------------------------------------------------------  
| Cluster | Visit 1| Visit 2| Visit 3| Visit 4|    
-----------------------------------------------------------------------  
|    1    |     58 |     67 |     76 |     81 |   
|    2    |      0 |      0 |      0 |      0 |   
|    3    |     32 |      0 |      0 |      0 |   
|    4    |     38 |      0 |      0 |      0 |   
|    5    |    126 |      0 |      0 |      0 |   
|    6    |    113 |      0 |      0 |      0 |   
|    7    |     50 |      0 |      0 |      0 |   
|    8    |      0 |      0 |      0 |      0 |   
|    9    |     56 |      0 |      0 |      0 |   
|   10    |      9 |      0 |      0 |      0 |   
|   11    |     70 |      0 |      0 |      0 |   
|   12    |     83 |      0 |      0 |      0 |   
|   13    |     91 |      0 |      0 |      0 |   
|   14    |     97 |      0 |      0 |      0 |   
|   15    |     32 |      0 |      0 |      0 |   
|   16    |     25 |      0 |      0 |      0 |   
|   17    |     14 |      0 |      0 |      0 |   
|   18    |    126 |      0 |      0 |      0 |   
|   19    |      0 |      0 |      0 |      0 | 
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