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Abstract

Adder circuits are vital for microprocessors; indeed, apart from the

addition itself, either subtraction, multiplication or division algorithms

may require, at a certain point, the addition of two (partial or not)

operands. For this reason, several architectures have been studied and

improved over the last decades, in order to speed up the aforementioned

operation.

On the other hand, it is well known that having faster circuits means

higher complexity, and, therefore, higher power consumption. In ad-

dition to this, the downscaling process of transistors has increased the

leakage current of these devices, accounting for up to 33% of the to-

tal dissipation [10], and due to the little capabilities of batteries with

respect to the achievable performance of circuits, the main challenge

of engineers and designers is represented by exploiting low power tech-

niques so as to decrease the power consumption of electronic devices as

much as possible.

This Master’s Thesis work wants to demonstrate that, when working in

sub-threshold region, it might be possible to employ simple and repet-

itive circuits, like ripple carry adders, instead of complex ones, such as

Kogge-Stone architectures, having the same propagation time but with a

significantly lower energy consumption. In this way, it would be possible

to have, at the same time, the performance given by a fast adder and

the area and energy dissipation of the simpler and weaker "anchestor".

As an anticipation, and as it will be seen in the final results, the technol-

ogy employed and the choice of the best available architecture resulted

in a great improvement with respect to the study previously conducted

[2].

First of all, with the development of a new full adder circuit (the so called

"XMAJ3"), it is possible to reduce the energy consumption with respect

to ripple carry adders based on both already existing architectures and

on the full adder cell contained in the library. This even without the

employment of customized gates, but only with standard logic blocks

already contained in the library.
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Secondly, FDSOI technology makes possible to equalize performance of

serial and parallel adders and, at the same time, saving energy, even

in super-threshold region, allowing to avoid all the problems that sub-

threshold design brings. Particularly, for 32-bit based devices, the av-

erage energy saving with respect to the Kogge-Stone adder accounts for

41.48% (with a peak of 56.16%), while for 64-bit adders the mean saving

is 50.02%, with a maximum of 56.83%.
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1 Introduction

1.1 Motivations

This piece of work wants to be the natural continuation of a study by Prof.

Valeriu Beiu, Asbjørn Djupdal and Snorre Aunet, where a serial ripple carry

adder and a parallel Kogge-Stone structure were analyzed when operating in

sub-threshold region at 100nm and 70nm.

As properly explained in the paper, after several simulations, it was confirmed

that wires play a significant role, reducing the speed advantage of the parallel

adder from 4.5x to 2.2x-2.4x [2] due to the parasitics that wires introduce. In

addition to this, it was noticed that, when running at the same speed, the

RCA was more energy efficient than the parallel adder, as it can be seen from

Figure 2.

Figure 2: Energy used by 32 bit adders (70nm) [2]

However, this research presents some points that, as suggested in the paper

itself, might be improved:

• Technology Nodes: back to 2005, the latest available technology node
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reached was 90nm, provided by leading semiconductor companies like

Intel, AMD, Infineon, IBM [3], while nowadays 7nm technology has been

largely spread. In addition to this, FinFET and FDSOI transistors are

commonly used, and, therefore, the aforementioned results might not be

valid anymore for very fast and little leaky devices.

• BPTM: instead of a real technology library, Berkeley Predictive Tech-

nology Models were used for all transistors, generated with the param-

eters suggested in [4]. These did not simulate the behavior of devices

under test on account of real physical parameters provided by foundries,

but, using statistics about previous technologies, tried to predict what

might be the future outcome.

• Interconnects: as well as for transistors, all the wires were modeled not

taking into account real parameters after place and route, but employing

the so called four-segment π model.

This representation estimates the delay introduced by wires through

Cwire/2

Rwire

Cwire/2

Figure 3: π model

the following formula:

τ =
RwireCwire

2
=
rcL2

2
, (1)

where r and c are, respectively, the resistance and capacitance per unit

length, while L is the actual length of the interconnection.

However, the main problem of this solution is the choice of the most

suitable values for these variables; in fact, as described in [5], several
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rules of thumb exist, but since parasitic parameters depend on the kind

of metal, the length/distance of wires, their width, their height and so

on, the result will always be approximative and will not reflect the real

physical effects.

• Circuit Implementations: as previously mentioned, two 32-bit struc-

tures were investigated, and both the devices were built using the "MIN3"

gate (shown in Figure 4) as the basic logic gate.

X
Y
Z

OUT

Figure 4: "MIN3" gate

X Y Z OUT

0 0 0 1

0 0 1 1

0 1 0 1

0 1 1 0

1 0 0 1

1 0 1 0

1 1 0 0

1 1 1 0

Table 1: "MIN3" truth table

However, this kind of gate implementation presents some drawbacks, like

the fact that it has a high static power consumption due to the possi-

ble short-circuit paths that would be present, for instance, in case of
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two inputs are high and the third is low; moreover, its functionality and

performance heavily depend on the ratio between transistor dimensions.

Having seen all of this, in this thesis work it has been tried to overcome and/or

improve the aforementioned aspects, in ways that will be shortly described in

the next sub-chapter.

1.2 Thesis Outline

This thesis is organized in the following manner: chapter 2 presents the relevant

theoretical background needed in order to analyze and comprehend the sub-

sequent parts, while in chapter 3 a study about 1-bit full adders is detailed,

presenting the newly proposed architecture. In addition, in order to under-

stand the goodness of it, simulations of all the previously described structures

(and RCA circuits) were carried out, and comparisons in terms of timing,

power and energy consumption are shown. chapter 4 describes the way in

which RCAs and KS adder are simulated: in fact, instead of applying a unique

transition and collecting data retrieved from it, a different technique was em-

ployed, since it was tried to have final results that represented the real average

values of the different parameters with a higher accuracy.

Finally, Chapter 5 and 6 show, respectively, the place and route of both archi-

tectures and the final simulations, while in chapter 7 the derived conclusions

are discussed.
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2 Theory

The title of this Master’s Thesis directly involves two different kinds of arith-

metic circuit architectures: serial and parallel...but what is the difference be-

tween them? And what about their benefits and drawbacks?

2.1 Serial Architecture (RCA)

When talking about serial arithmetic units, and particularly for this case of

study, adders, it means that the entire design starts from a single basic block,

which is the so called full adder.

FA

A

B

Cin

S

Cout

Figure 5: Full adder basic block

A B Cin S Cout

0 0 0 0 0

0 0 1 1 0

0 1 0 1 0

0 1 1 0 1

1 0 0 1 0

1 0 1 0 1

1 1 0 0 1

1 1 1 1 1

Table 2: Full adder truth table

Then this specific circuit is repeated as many times as the required number

of bits and each carry-out signal is connected to the subsequent carry-in, as

shown in Figure 6. In this way, a serial adder works on each pair of bits (and

any carry) at a time; this means that even though the two inputs (which in

Figure 6 are "A" and "B") are applied at the same moment, the operation at

each stage is completed only when the carry-out bit from the previous stage

has been computed.

As a consequence of this kind of structure, the carry propagation (also called

rippling through) limits the speed with which two numbers are added, and the

output of any such adder arrangement will be correct only if signals are given
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enough time to propagate through gates connected between input and output.

FA0

A0 B0

Cin

S0

FA1

A1 B1

S1

FA2

A2 B2

S2

FA3

A3 B3

S3

Cout

Figure 6: RCA structure

Particularly, the worst case occurs when a carry propagates from the LSB

to the MSB, which makes possible to express the critical path delay in the

following way:

tdelay = (N − 1)tcarry + tinitial, (2)

where tcarry is the delay of a single FA corresponding to the generation the

carry-out from when all the three inputs are available, while tinitial is the

moment when the initial carry-in is applied to the input pin.

One of the possible methods to reduce the carry propagation time is to use

faster logic gates, but at a certain point there is a limit below which the gate

delay cannot be reduced. For this reason, hardware based on the concept of

look-ahead carry have been developed and commonly employed.

2.2 Parallel Architecture (CLA and Kogge-Stone Adder)

2.2.1 Carry Look Ahead Adders

The idea behind carry look-ahead adders is to compute carry signals almost

simultaneously, in order to avoid wasting time waiting for intermediate carries

to propagate from a full adder stage to the subsequent one.

However, in order to be able to understand how this circuits work, it is essen-

tial to introduce two terms: "propagate" and "generate". Specifically, these

functions are defined in the following way:
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pi = ai ⊕ bi −→ propagate (3)

gi = ai · bi −→ generate, (4)

and it is immediately possible to notice that neither the propagate nor the

generate signal depends on any carry bit, but only on the input data.

So, keeping in mind the standard expression for the carry-out signal from a

1-bit full adder:

Cout = A ·B + Cin · (A⊕B), (5)

it is straightforward to obtain the new expression for the carry-out:

Ci+1 = gi + pi · Ci. (6)

Then, upon successive substitutions, it is possible to express every carry-out

signal as a function of the initial carry only, as shown below:

C1 = g0 + p0 · C0 (7)

C2 = g1 + p1 · C1

= g1 + g0 · p1 + p0 · p1 · C0 (8)

C3 = g2 + p2 · C2

= g2 + g1 · p2 + g0 · p1 · p2 + p0 · p1 · p2 · C0 (9)

C4 = g3 + p3 · C3

= g3 + g2 · p3 + g1 · p2 · p3 + g0 · p1 · p2 · p3 + p0 · p1 · p2 · p3 · C0 (10)

...

Cn = gn−1 + pn−1 · Cn−1

= gn−1 + gn−2 · pn−1 + gn−3 · pn−2 · pn−1 + ...+

=+ g0 · p1 · ... · pn−1 + p0 · ... · pn−1 · C0. (11)

At the same time, also the sum signal can be expressed as function of the

propagate signal, since:

Si = Ai ⊕Bi ⊕ Ci = pi ⊕ Ci, (12)
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which means that the final sum will be computed by xoring the propagate

signals with the carries retrieved from the previous equations.

A0 B0 A1 B1 A2 B2 A3 B3

CARRY NETWORK

Cin C1 C2 C3

S0 S1 S2 S3

Figure 7: Generic CLA structure

Due to these particular properties, it is then possible to define three blocks,

which will compose every kind of CLA structure:

• PG Network: a set of "AND" and "XOR" gates that is in charge of

generating the pi and gi signals from the inputs of the adder;

• Carry Network: the block that aims to generate the carry signals

from the PG network previously mentioned; talking about this, there

are two different possibilities (as can be seen from equation 11): either

every carry is generated from the initial carry-in (and in this case the

complexity increases with the number of bits) or the dependency of Cn

on Cn−1 is exploited. In the last case, the structure is pretty regular,

while the mechanism of rippling the carries decreases the performance,

keeping the delay linear with the number of bits [6];
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• Sum Network: the final structure of the adder, which computes the

sum between the propagate signals and the carries.

2.2.2 Tree Adders

The set of solutions that may be adopted in the implementation of a CLA

structure is pretty wide, and the main difference mostly consists of the way

the carry network is designed.

A specific family is called "tree adders", and is basically based on two struc-

tures that implement the following functions:

Gi:j = Gi:k + Pi:k ·Gk−1,j (13)

Pi:j = Pi:k · Pk−1,j, (14)

which must satisfy some specific properties:

• i ≥ k > j;

• Gx:x = gx;

• Px:x = px;

• g0 = Cin;

• p0 = 0.

PG G

i:k k-1:j

i:j

i:k k-1:j

i:j

Figure 8: PG and G blocks

Thanks to these structures, the computation delay is turned from linear into

logarithmic with n, ensuring faster computation and smaller depth.
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In particular, the tree adder circuit taken into account in this work is the so

called Kogge-Stone, which is well known for being considered as the fastest

adder with the minimal logic depth and small fanout for each stage, increasing

performance for typical CMOS process nodes [7], [8].

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31

Figure 9: Kogge-Stone PG and Carry networks

On the other hand, as it can be seen from Figure 9, the main drawback of

this kind of structure is the wiring congestion, which increases the area needed

to built the circuit and its power consumption (together with the increased

number of gates with respect to a simpler RCA solution).

2.3 Sub-threshold Design

Having talked about the different kinds of adder circuits that have been con-

sidered in this Thesis, now it is time to analyze the initial part of the title of

this work: sub-threshold design.

2.3.1 Why Sub-Threshold?

Over the past few years, the extreme growth of portable devices like cellular

phones, wireless receivers, communication devices, medical applications and so
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on, has significantly expanded the demand for power sensitive design. In ad-

dition to this, many times the main requirement for this aforementioned tech-

nological equipment is ultra low-power consumption with medium frequency

of operation (on the order of magnitude of tens to hundreds of MHz) [13].

For these reasons, and also due to the fact that well-known methods of low-

power design may not be sufficient, the design of digital sub-threshold logic

has been investigated and gained more interest in recent years.

In addition, the behavior of standard cell libraries, when employed for sub-

threshold, has been studied, leading to the fact that already existing libraries

do not use much extra energy, and so they provide good solutions for sub-

threshold operations [14], allowing many more companies to exploit this kind

of technique even though they do not own full custom technologies.

2.3.2 Leakage Current and its Exploitation

First of all, every transistor, due to its construction, has a specific thresh-

old voltage, which, theoretically, is the limit that separates the ideal "non-

conducting zone" from the "beginning of conduction". However this is just

a rough approximation of the real behavior of these devices: in fact in 1955

Garrett and Brattain [9] mentioned for the first time that, even though the ap-

plied voltage has a lower value than the threshold one, transistors still present

a very weak drain current, known as leakage current. In any case, back to that

period, this kind of current was not a main concern, due to the fact that it

was just a small amount with respect to the total magnitude of the saturation

current.

As technology scaling continued, voltage supply went on being reduced, start-

ing from 5V down to 1V and below (in order to have a comparison with the

present, the standard cell library employed for this piece of work has 0.8V as

nominal power supply); however, as the magnitude of saturation current has

been decreasing with the supply voltage and the channel length, the leakage

current has had an opposite behavior, as shown in Figure 10.
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Figure 10: Leakage current with respect to channel length [10]

In addition to this, designers always look for ways to reduce unwanted com-

ponents of power consumption, since in most of the cases power demanding is

pretty high (due to many more components embedded on the same systems

like antennas, integrated GPUs and so on), while the life of current batteries

is still limited if compared to the possible performance achievable.

Possible solutions might be techniques either applied at architectural level,

such as clock and/or power gating, variable frequency domains, precompu-

tation design methods, or processes like multi VDD, Dynamic Voltage and

Frequency Scaling, multi and/or variable VTH . However, some of these solu-

tions come at the expense of performance, reliability, chip area, or several of

these.

Another possibility, which differs from the previous one since does not require

additional hardware and, so, does not affect area and complexity of the chip

itself, consists of applying what is called sub-threshold logic: in this case, VDD

of the circuit is set at a value lower than or equal to the threshold voltage of

that particular process technology. Doing this, transistors will be "switched

off", and the leakage current, instead of being only a factor for static power
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consumption, will be used for computation.

Figure 11: Behavior of drain current with respect to VGS [11]

In fact, as it can be seen from 15, leakage current is proportional to VGS

and VDS, still allowing to distinguish a logic ’0’ from a logic ’1’.

Isub−threshold = I0e
VGS−VTH
ηVTH

(
1− e−

VDS
VTH

)
, (15)

where I0 is the drain current.

In this way, dynamic power consumption has the best improvement, due to its

direct dependency on the square of VDD.

Pdynamic = αfCV 2
DD (16)

On the other hand, sub-threshold logic presents some drawbacks: first of all,

making VDD lower reduces the current significantly, which does not allow cir-

cuits to charge load capacitances fast enough. Due to this slow charging of

loads, components become slow, as it is possible to see from Figure 12, which

represents the simulation of a generic standard cell, taken from the employed

standard library, when the supply voltage varies from 0.8V down to 0.2V.
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Figure 12: Sub-threshold behavior of a generic standard cell

At the same time, the output response of a transistor in sub-threshold re-

gion is subtle, and detecting it requires circuits with great sensitivity. Not only,

sub-threshold designs are way more susceptible to process and environmental

variations (like changes in temperature) than super-threshold circuits; there-

fore, they require extra effort to ensure that will operate as expected under all

operating conditions [12].

2.4 Interconnects Parasitics

As described in [2], interconnections of circuits play an extremely important

role in this case of study, since it is the higher wiring complexity of the Kogge-

Stone adder that may make possible for a simple RCA to achieve its perfor-

mance.

However, how do the aforementioned connection structures affect the perfor-

mance of circuits?

To start with, a piece of interconnects is a thin-film wire that electrically

connects two or more components in an integrated circuit, where the afore-

mentioned structures are stacked on several layers, as shown in Figure 13.
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Figure 13: Example of IBM copper interconnects [17]

Due to physical effects and to the aforementioned geometry (nearness, over-

lap), unwanted parasitic components of resistance, capacitance and inductance

are introduced, reducing both performance of ICs and their reliability, by in-

creasing propagation delays, power consumption and presenting extra noise

sources.

2.4.1 Resistance

Resistance of a piece of line is given by the following relation:

R = ρ · L

W ·H
, (17)

where ρ is the metal resistivity and L, W and H are, respectivly, length, width

and height of interconnects. In addition to this, contacts between layers must

also be taken into account, since the transition between different stationary

interfaces adds even extra resistance [15].

However, wire dimensions are not the only factors that influence the amount

of parasitic resistance introduced: in fact, it also depends on the working

frequency and temperature.

Talking about the former, for high frequencies it is possible to observe that
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the current tends to flow on the surface of the conductor, which means that

it works as the actual section of the wire was smaller; therefore, taking into

account 17, the product of W and H decreases, and R goes up. This particular

behavior is known with the name of "skin effect", and is quantified by the skin

depth δ (i.e. the depth from the perimeter of the section at which the current

is reduced by a factor of 1
e
[16]):

δ =

√
ρ

π · µ · f
, (18)

where ρ is the aforementioned metal resistivity, µ its magnetic permeability

and f the working frequency.

Turning to the latter, when the temperature increases, atoms of the metals get

more kinetic energy and start vibrating; this movement hinders the regular

electron flow through the crystal lattice; thus, less current is able to transit

through the metal wire since the metal resistivity increases according to the

following formula:

ρ = ρ0(1 + α(Tm − T0)), (19)

where ρ0 is the nominal resistivity, α depends on the metal type, T0 is the

reference temperature and, finally, Tm is the metal temperature.

2.4.2 Capacitance

As well as resistance, wire capacitance is function of different factors, such

as the distance of the wire from the substrate, the distance from surrounding

wires and the shape of the piece of metal itself. So, a first contribution to the

total parasitic capacitance is given by the interaction between the wire and

the substrate, and it is the main contributor when W » tox:

Csub = εox ·
W · L
tox

. (20)

However, over the past years, in order to lower the resistance (according to 17),

advanced processes have a reduced W/H ratio, reaching values lower than 1:

these are the so called "fat wires", which introduce a second kind of parasitic
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parameter, known with the name of "fringing capacitance". This is due to the

capacitive matching between the substrate and the sides of the wires, since

their area is not negligible anymore (with respect to the product of W and L).

W

H
L

W

H

L

Figure 14: Conventional (left) vs Fat (right) wires

So, capacitances are currently modeled in the following way:

C = Csub + Cfringing (21)

=
(W − H

2
)εox

tox
+

2πεox
log tox

H

. (22)

Finally, it is essential to notice that these formulas only refer to the capacitive

coupling between a specific piece of interconnect and the substrate, but in

multilevel interconnects technologies the wires are not completely isolated. So,

each wire is also coupled with neighboring wires on the same and on adjacent

layers, and, therefore, the more complex the chip design is, the more parasitic

capacitance will be introduced.

2.4.3 Inductance

Since, nowadays, working frequencies have largely reached the order of magni-

tude of GHz, parasitic inductance has started to be seriously considered, since

it is responsible for overshoot effects, reflections of signals due to impedance

mismatch, inductive coupling between lines, and switching noise due to Ldi
dt

voltage drops [5].

Starting from the geometry of interconnects, it is possible to directly compute
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its inductance, thanks to the fact that the capacitance c and the inductance l

(per unit length) of a wire are related by the following expression:

cl = εµ, (23)

with ε and µ, respectively, the permittivity and permeability of the surrounding

dielectric. This is, of course, a simple approximation: in fact, proper modeling

requires knowledge of the inductance return path for current. However, in a

real circuit, where the interconnection system is very complex, the return path

is not easy to resolve and is not even unique.

2.5 Recap

Having quickly spoken about the theory on which this thesis work is based,

now it is time to dig into the next chapter, involving the full adder study.

Particularly, after a literature exploration and several modifications applied

to already existing circuits, a new architecture (based on a "Programmable

And/Or (PAO)" standard cell) will be proposed, and with the help of physical

simulations with Cadence Spectre, it will be shown the reason why this is the

FA chosen to go on with the study.
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3 Full Adders

One of the suggestions for future work in [2] concerned about the possibility

of retrieving better results with the improvement of the single full adder struc-

ture, due to the fact that a quicker and/or less power demanding circuit may

reduce the energy consumption, and so the final RCA might have the same

performance of a KS with a more narrow gap in terms of voltage supply.

3.1 Initial Full Adder Structures

As seen in 5 and 12, the most conventional full adder can be easily built with

three different kinds of logic gates: XOR, OR, AND (Figure 15).

A
BCin S

Cout

A
B

Cin S

Cout

Figure 15: Classic FA Implementations

However, there are many ways of implementation of full adder cells which

are more efficient then the conventional structure (either considered as a stand-

alone circuit or aiming to improve the final N-bit serial adder); in fact, using

simpler, faster or less gates, and/or exploiting the "parallelism" property, the

whole architecture improves its performance, still having the same functional-

ity.

Talking about the aforementioned "parallelism" property, due to the fact that

in a RCA structure the operands are presented in parallel, the only signals to

be waited for are the intermediate carries. Therefore, the whole FA structure

should be designed in order to have as less gates using the carry signal as pos-

sible. In this way, when the carry signal is available, the path to the output
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pin is shorter.

On the other hand, the path from the operands to the first gate using the

carry signal does not have to be too long, or there may be the possibility for

the carry to wait before having the correct result; however, this is unlikely to

happen, and the more bits the RCA structure is based on, the less this effect

is a problem for the adder.

3.1.1 Design and Synthesis

Having considered all of what it has been said, [18], [19] and [20] present sev-

eral architectures that differ from the conventional full adder cell.

A
B

Cin

Cout

S

(a) "Logic Sharing" FA Implementation

0
1

0
1

0
1

0
1

0
1

A

B
Cin

S

Cout

(b) "MUX" FA Implementation

A
B

Cin
S

Cout

(c) "XAC" FA Implementation

0
1

A
B

Cin

Cout

S

(d) "XNOR" FA Implementation

0
1

A
B

Cin

Cout

S

(e) "XOR" FA Implementation

0
1

0
1

A
B

Cin

S

Cout

(f) "XNM" FA Implementation
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(g) "V1" FA Implementation
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00
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Cin

A B

A B

S

Cout

(h) "V2" FA Implementation

0
1

0
1

A
B

Cin

S

Cout

(i) "V3" FA Implementation

A

B

Cin

Cout

S

(j) "MAJ3" FA Implementation

Figure 16: Different Full Adder Implementations

It is important to point out the fact that the "logic sharing" structure has

been presented in order to reduce the complexity of the full-adder cell in [21],

without aiming to use less logic gates than the conventional FA; in addition,

since an intermediate signal is shared between Cout and S, fault secureness

(property for which circuits and networks fail to be totally self-checking gen-

erally, but can achieve the totally self-checking goal when the same fault as-

sumptions are precised) is preserved on Cout or S if the error also propagates

to, respectively, S or Cout.

After having structurally described the previously shown full adder circuits in

HDL language and synthesized them, their performance had to be evaluated.

However, before translating the Verilog netlist into a Spice one, another step

had to be carried out: the verification. In fact, the correctness of the circuit

behaviors had to be tested, so as to be sure that the synthesis software did not

modify the described structures.

Particularly, all the possible combinations of inputs were tested, and as can

be clearly seen from Figure 17, where the yellow, red and blue signals are, re-
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spectively, inputs, sum and carry-out, all the 1-bit full adders were synthesized

correctly.

Figure 17: After-Synthesis Verification of the Original FA Structures

Full Adders 22



(a) Conventional FA Synthesized

(b) "Logic Sharing" FA Synthesized (c) "MUX" FA Synthesized

(d) "XAC" FA Synthesized (e) "XNOR" FA Synthesized

(f) "XOR" FA Synthesized (g) "XNM" FA Synthesized
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(h) "V1" FA Synthesized
(i) "V2" FA Synthesized

(j) "V3" FA Synthesized
(k) "MAJ3" FA Synthesized

Figure 18: Synthesized FAs Architectures

3.1.2 Spice Simulation

Before showing the results of simulations, it is important to specify that, in

order to have the best possible pieces of data, it is not sufficient to physically

simulate the truth table shown in 2; in fact, it only takes into account the

results that the different combinations of inputs produce, without considering

the possible transitions through which those results are obtained.

A

B

A B

Cload

Cparasitic

Figure 19: 2 Input NAND

More specifically, it is well known that performance of logic circuits does
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depend on the value of parasitic capacitance present in it; however, this value

might change according to the different transitions of inputs: an example of

this is shown in Figure 19.

To start with, let us consider both "A" and "B" going from logic ’1’ to ’0’: in

that case the nmos transistors would be switched off, preventing the parasitic

capacitance to be charged together with the load. On the other hand, if "A"

keeps its high value while "B" switches, the parasitic capacitance slows down

the behavior of the entire logic gate.

Therefore, theoretically, all the possible combinations of transitions should be

simulated; this is a pretty doable task for a 3-bit input circuit, since the number

of transitions is:

number_of_transitions = 22·NBIT = 64. (24)

So, after having exported all the Spice netlists, physical simulations were car-

ried out in order to obtain the worst case propagation time, the power and the

energy consumption for all the aforementioned full adders at 500MHz (a fre-

quency, computed in advance, high enough that could have let all the devices

finish their computation with margin). In particular, all the inputs and the

outputs (for all the Spice simulations up to 64 bits) were buffered through con-

ventional CMOS inverters, as shown in Figure 20; this because of the fact that

it was wanted to take into account realistic drives and loads and, therefore,

make signal slopes as close to reality as possible.

FA

A

B

Cin

S

Cout

Figure 20: Full adder basic block
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Figure 21: Worst Case Execution Time of the presented FAs

Figure 22: Power Consumption of the presented FAs
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Figure 23: Energy Consumption of the presented FAs

PAV G =
1

T

∫ T

0

vDD(t) · id(t)dt (25)

E =

∫ T

0

vDD(t) · id(t)dt (26)

As it is possible to notice, due to the fact that the "XNOR" architecture is the

second best in terms of power consumption and the third for worst case propa-

gation time (even though the difference between it and the second circuit, the

so called "V1", accounts for 1 ps only, and so not that influent for the final

energy computation), it ends in being the best solution when the total energy

is considered.

However, as it will be explained through the next subchapter, some modifica-

tions to the already existing full adders were added, in order to try to optimize

the circuits and improve their behavior.
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3.2 Optimization of the Existing Full Adders

To start with, it must be pointed out again that the structures that will be

presented were not designed from scratch (as it was for the "XMAJ3", which

will be covered later), but are just retrieved from modifications (which will

be presented in this sub-chapter) applied to the full adders studied from the

literature, intending to improve their performance.

Having said this, the first circuit to be taken into account is the "Logic Shar-

ing", due to its initial complexity; in fact, in addition to the high number of

gates employed, another problem consists on the fact that two input logic ele-

ments (and, particularly, an "AND" and an "OR") have three inputs, which is

translated in more area, more input capacitance, and so more power consump-

tion and lower timing performance. In addition to this, the carry-in signal is

needed to drive the very early stages of the full adder, and so, as explained in

3.1, this will slow down the future RCAs.

For these reasons, the whole architecture has been rearranged, as shown in

Figure 24.

A
B

Cin

S

Cout

Figure 24: "Logic Sharing" FA After Optimization

Compared to the original architecture, the "Optimized Logic Sharing" FA

presents the same number of gates, but each of them has a maximum of two

inputs, limiting the effect of additional parasitics on the overall performance.
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Furthermore, the correct carry-in signal is not requested sooner than the sec-

ond stage of gates, allowing the full adder to perform some computation as

soon as the operands are present. Finally, even after the application of the

aforementioned variations, the logic shared structure is still present, making

the circuit have the same benefits as before (described in 3.1.1).

Figure 25: WC Execution Time of the

Original and the Modified "Logic

Sharing" FA

Figure 26: Power Consumption of the

Original and the Modified "Logic

Sharing" FA

Turning to measured effectiveness, it is possible to see how those sim-

ple modifications led to great improvements, both in terms of timing and

power consumption: in fact, talking about the former, the optimized full adder

presents a decrease of 46.3%, while, taking into account the latter, the per-

centage drop is 40.6%.

However, this circuit is intended to improve fault secureness in full adder cir-

cuits, without being designed for great achievements in terms of performance.

For this reason, also other circuits were taken into account in this improvement

stage: the "XAC" implementation and the "V3" one.

Talking about the first, the carry-out branch is composed of an "OR" and two

"AND" logic gates; however, applying a simple transformation, it is possible

to retrieve the following equivalence:

Cout = (A ·B) + (C ·D) = (A ·B) + (C ·D)

= (A ·B) · (C ·D) = (A+B) + (A+B), (27)
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consisting in a tree of "NAND" gates, as shown below.

A
B

C
D

Cout

(a) carry-out Branch

A
B

C
D

Cout

(b) "Tree of "NAND" Gates

Figure 27: Equivalence between Different Carry-Out Branches

In this way, due to the fact that in general a "NAND" gate is way smaller,

faster and less power consuming than either an "AND" or an "OR" port,

the worst case propagation time presents a fall of 18.75%, while the power

consumption decreases of a quantity of 26.7%.

A
B

Cin
S

Cout

Figure 28: "XAC" FA Implementation After Optimization

Figure 29: WC Execution Time of the

Original and the Modified "XAC" FA

Figure 30: Power Consumption of the

Original and the Modified "XAC" FA
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Taking into account the so called "V3" implementation, as it can be noticed

from Figure 16i, the inputs of the multiplexer in the sum branch of the circuit

are the outputs of a "XOR" and a "XNOR" port in parallel; however, thinking

about the raw logic, a "XOR" function is implemented in not another way than

an inverted "XNOR", which means that the same functionality can be designed

with a single "XOR/XNOR" gate plus an inverter on its output, lowering the

total number of transistors. On the other hand, this slows down the entire sum

computation, since before being able to produce a valid result, the intermediate

output of the "XOR/XNOR" gate must be inverted, and only subsequently

can feed the following multiplexer.

A
B

...

...

(a) "XOR/XNOR"

A
B

...

...

(b) "XOR/INV"

A
B

...

...

(c) "XNOR/INV"

Figure 31: Different Solutions for the Sum Branch of the "V3" Full Adder
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(a) "V3 XORINV" FA Implementation
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(b) "V3 XNORINV" FA Implementation

Figure 32: "V3" FA Implementations After Optimization

So, in order to be able to cover all the possible described scenarios, both

the aforementioned solutions were implemented and simulated, with a slight

rearrangement of the connections, as it is possible to be noticed from Figure

32.
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Figure 33: WC Execution Time of the

Original and the Modified "V3" FAs

Figure 34: Power Consumption of the

Original and the Modified "V3" FAs

As Figures 33 and 34 show, and as expected before the simulation process,

the more power is saved (employing, in this case, an inverter instead of a

"XOR/XNOR" logic gate), the slower the final full adder is; however, the

choice of a "XOR" or a "XNOR" port leads to different results: in fact, due

to the internal arrangement of the aforementioned standard cells transistors,

the former is smaller, less power consuming but slower than the latter. In

this way, the "V3 XOR" solution presents the best power saving, accounting

for a 13.7% with respect to the original architecture, but at the same time is

the slowest, with a worsening of almost 24.4%. On the other hand, the "V3

XNOR" architecture can be considered as the best trade-off, since it improves

the power consumption of 8.8%, but at the same time the timing drop consists

of 9.5% only.

However, this modification only is not able to lead to a final improvement in

energy consumption, as it is shown in Figure 35. In fact, the power saving is

not able to compensate the big difference in terms of worst case propagation

time, ending in a heavier energy utilization with respect to the original full

adder. For this reason, an additional improvement was employed, which is the

basis of the newly proposed full adder circuit, the "XMAJ3" architecture.
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Figure 35: Energy Consumption of the Original and the Modified "V3" FAs

3.3 Majority Function and "Programmable AND/OR"

In the already described full adder circuits, the carry-out branch is composed

of several standard cells, disposed as a tree. However, as presented in [2],

the carry-out generation may be also possible without the aforementioned tree

structure, but using what is called "Majority 3" function.

In fact, as it can be seen from Table 2, the carry-out signal rises any time the

number of "1s" is higher than two, which, more generally, can be expressed in

the following way: "the carry-out is ’1’ as soon as the amount of high inputs is

the majority within the total number of them". However, in order to reproduce

this kind of function, usually some transistor level customized cells must be

designed (like the ones shown in Figure 36 plus a CMOS inverter connected to

the output), otherwise, employing conventional standard cells, the "Majority

3" function would just be the same tree structure as before.
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(a) Mirrored Structure
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(b) "Tree of "NAND" Gates

Figure 36: Minority 3 Customized Gates [22]

But this is not the only possibility: in fact, the employed 28nm FDSOI

standard cell library provides a special standard cell called "Programmable

AND/OR", and even though its layout cannot be shown, it is possible to

describe its functionality from an abstract point of view.

A
B

P

OUT

Figure 37: "Programmable AND/OR" Standard Cell Abstract View

Particularly, inputs "A" and "B" are both anded and ored, providing the

results almost in parallel (almost since the different propagation times must be

always taken into consideration); then, through the "P" signal, which in this
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case acts as the "programmable branch", one of the two outputs is selected

and sent to the following stage.

So, rearranging Table 2, it is possible to notice that, for Cin equal to ’0’, the

output is given by the "AND" function of "A" and "B", while for for Cin equal

to ’1’, the result is computed by the "OR".

Cin B A Cout

0 0 0 0

0 0 1 0

0 1 0 0

0 1 1 1

1 0 0 0

1 0 1 1

1 1 0 1

1 1 1 1

Table 3: Rearranged Full Adder Truth Table

Therefore, this standard cell provides a great solution to implement this

kind of function, without the need of designing "ad-hoc gates" and computing

the partial results (the output of the abstract "AND" and "OR" gates) in

a single stage, which means that there it is not required anymore to further

optimize the architecture for as much parallelism as possible.

3.4 Towards "XMAJ3" Full Adder

Having presented the "PAO" standard cell, it is possible to restart the de-

scription of the optimized full adders: in fact, with the usage of this pro-

grammable gate, the previously described "V3", "V3 XOR" and "V3 XNOR"

full adder architectures were additionally modified, substituting the whole

carry-out branch.
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(a) "V3 MAJ3" FA Implementation
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(b) "V3 MAJ3 XOR" FA Implementation
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(c) "V3 MAJ3 XNOR" FA

Implementation

In this way, not only a whole multiplexer is substituted by this programmable

standard cell, but also the carry-out computation starts as soon as the carry-

in propagates, without waiting for internal intermediate signals to be spread;

this means that, in terms of performance, the usage of this kind of carry-out

structure speeds up the carry computation by 32.5%, 34% and 36.4% for, re-

spectively, the "V3", the "V3 XORINV" and the "V3 XNORINV" full adders

(due to the fact that a multiplexer control signal must pass through the CMOS

inverter before being utilized; in the other two cases, the same signal is ready

after the "XOR" gate, but since the loads are different, the delays are as well).

Full Adders 36



Figure 39: WCPC of the different

"V3" FAs

Figure 40: Power Consumption of the

different "V3" FAs

Figure 41: Difference in the carry-out Propagation Time

As it can be possible to be seen from Figures 39 and 40, the utilization of

the aforementioned programmable gate leads to a great improvement in terms

of power consumption, decreasing it up to 27.7%, but has a lower impact in

timing performance: in fact, even though the carry branch has been speed

up, and also some parasitic capacitance removed (thanks to the missing inter-

mediate interconnection aiming to drive the carry-out multiplexer), the sum
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part has remained almost unchanged, which means that effectiveness of this

solution is partial. Particularly, the difference between an architecture and

its corresponding "MAJ3" version accounts for 1.48% for the "V3" full adder,

3.4% for the "V3 XNOR" and 10.8% for the "V3 XOR" (these have improve-

ments with the "MAJ3" solution, due to the depth of the control signal paths

and the different loads applied to the logic gates).

Therefore, in order to try to exploit the properties of this "PAO" standard

cell, also the sum path had to be rearranged, keeping in mind the results pre-

viously obtained, which point out that the easiest and most effective solution

is to employ a chain of "XNOR" logic gates for the sum path, since they are

little more power consuming than the "XOR" cells but so faster that the final

energy computation is in favour of the former.

A
B

Cin
S

Cout

Figure 42: "XMAJ3" FA Implementation

Figure 43: "XMAJ3" FA Synthesized

However, before every simulation and as previously shown, all the modified

full adders structures had to be verified after their synthesis, in order to test

their correctness.
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Figure 44: After-Synthesis Verification of the Modified FA Structures

The one shown in Figure 51 is the aforementioned "XMAJ3" full adder,

and, as it possible to notice from the following graphs:

• it improves the timing performance of the previously best solution (the

"XAC NAND") by 14.6%;

• it is the second best circuit in terms of power consumption, differing from

the "LOGIC SHARING" after optimization of a small 8.2%;

• it is the best full adder concerning energy consumption, where it has

the biggest improvement: in fact, it performs 15.82% better than the

"LOGIC SHARING" device (after optimization).

However, as it will shown in the next chapter, where the RCAs simulation

results will be presented and commented, this full adder structure is not con-

sidered as being the best candidate to prove the thesis objective and to improve

the old results, but that is its "XOR" version.

In fact, for both these 1-bit FA structures, the critical paths include the sum

pins, and due to the fact that, as previously mentioned, the "XNOR" gates

are faster than the "XOR" ones, the "XNOR XMAJ3" performs better than

the "XOR XMAJ3" in terms of timing and energy consumption.
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Figure 45: WCPT of "XOR" and

"XNOR" based XMAJ3

Figure 46: Power Consumption of

"XOR" and "XNOR" based XMAJ3

Figure 47: Energy Consumption of

"XOR" and "XNOR" based XMAJ3

On the other hand, when RCAs are structured, the critical paths change,

including the carry-out signal. In addition to this, these kinds of architectures

allow a precomputation of partial results up to the last gate before the final

sum signal, and at the same time their carry branch is composed of a single

logic port only; this means that, when the carry-in has not propagated yet,

both the sum and the carry-out need one last logic gates to be computed in

order to present the correct results.

These are, respectively, a "XOR/XNOR" (depending on the achitecture) and

a "PAO", but due to the fact that the latter is 61.26% and 65.74% slower than

the former ones (values computed without loads), the worst case propagation

time (either employing "XOR" or "XNOR" cells) will be given by the path
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composed of the various carry-out intermediate and final signals, driven by the

same logic gates through the carry branches.

This means that even if "XOR" cells are slower, the power saved with their

utilization decreases the amount of energy required by the whole RCA circuit.

For this reason, despite the better performance of the "XNOR" based XMAJ3,

the "XOR" architecture (which, as it is possible to see from Figure 50 is still

the best solution within the original and modified full adders) will be the basic

block of the XMAJ3 based RCA structure.

Figure 48: WCPT of the Proposed Architectures with "XOR" based XMAJ3
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Figure 49: Power Consumption of the Proposed Architectures with "XOR"

based XMAJ3

Figure 50: Energy Consumption of the Proposed Architectures with "XOR"

based XMAJ3
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Figure 51: "XOR" based "XMAJ3" FA Implementation

Figure 52: "XOR" based "XMAJ3" FA Synthesized

However, even though this and only this will be taken into account to

compare its performance with the Kogge-Stone one, it was chosen to simulate

the behavior of several RCAs, so as to understand the goodness of the proposed

architectures up to 64 bits.

The results will be presented in the next chapter, after having described how

the input stimuli were generated, due to the fact that, going towards 64 bits,

the number of all the possible combinations of inputs rises exponentially, and

it is impossible to simulate all of them.
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4 Input Transition Generation

After having simulated and measured performance of all the full adder circuits

presented so far, RCAs had to be characterized. This procedure is a task which

grows in complexity as the number of bits increases. In fact, as described in

subchapter 3.1.2, in order to have precise measurement (precise according to

the stage of circuit development) of device performance, all the possible input

transitions should be considered; however, as shown in (24), their number rises

exponentially, extending the simulation period until a point where the time

requested to finish a process would be on the order of magnitude of several

years.

Number of Bits Transitions

3 64

5 1024

9 262144

17 1.717986918e10

33 7.378697629e19

65 1.361129468e39

Table 4: Number of Possible Transitions with respect to RCA Number of Bits

For this reason a trade-off has to be found: more input stimuli means higher

precision, but also longer simulation time; on the other hand, less stimuli would

be translated into lower precision, but quicker retrieving of results.

In addition to this, another problem regards the way the inputs are generated:

how to chose the best subset of all the possible combinations?

So, in order to do this, three different methods were explored, and these will

be presented in the next part of this work.
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4.1 "Constrained" Input Generation

The first method which will be presented has been called "constrained", due

to the fact that its input generation process is based on a specific property of

the transition distribution, correlated to the different kinds of bit changes.

First of all, on account of the number of bits of a device and on how many bits

change in a single transition, it is possible to describe a Gaussian distribution

that the entire set of them follows. It is important to be noticed that both in

the following Figure 53 and in Table 4 unconventional values (3, 5, 9, 17, 33,

65) for the numbers of bits of devices were shown; this is due to the fact that,

instead of generalizing, it was wanted to specifically target the description for

FAs and RCAs, where, in addition to the normal operators (whose lengths are

power of 2), the carry-in signal must be taken into account.

Figure 53: Distribution of Input Transitions

So, to give an example of what this means, five transitions are considered

on four bits:

• 0011 → 0011 : in this case, no bit changes, and so it will be said that
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the number of bits changed is 0;

• 0011 → 0010 : here only the least significant bit is different, so the

number of bits changed is 1;

• 0011 → 1010 : 2 bits changed;

• 0011 → 1110 : 3 bits changed;

• 0011 → 1100 : 4 bits changed.

Therefore, connoting the case of 0 transitions with "0t", 1 transitions with "1t"

and so on, it is possible to fill the following table, representing numerically the

distributions graphically shown in Figure 53 (ending where it starts).

0t 1t 2t 3t 4t 5t ...

2 Bits 4 8 4

3 Bits 8 24 24 8

4 Bits 16 64 96 64 16

5 Bits 32 160 320 320 160 32

... ... ... ... ... ...

Table 5: Number of Transitions with respect to Number of Bits Changing

In addition to all of this, it is also possible to define two different kinds of

transitions:

• "UP" transition: a ’0’ becomes a ’1’;

• "DOWN" transition: a ’1’ becomes a ’0’;

and looking at the aforementioned groups, the number of "UPs" and "DOWNs"

in a subset of transitions where the number of bits changing is the same (for

instance, the previously described "0t", "1t", ...) is constant, and accounts

for 50% of the total number of transitions in that group. This means that,

having for example twenty-four possible transitions where a single bit changes,

twelve of them include an "UP" transition, while the other twelve perform a
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"DOWN" one.

Having said all of this, the basic idea of this "constrained" input generation

method is to create a set of stimuli where the number of transitions with n bits

changing is proportional to the Gaussian distribution, and where the number

of "UP" transitions is equal to the number of "DOWN" transitions for each

number of bit changes. In this way, even though not all the possibilities are

simulated, the proportion between transitions will be kept unaltered, and as it

will be seen in the comparisons between the proposed methods, this ends up

being the most accurate when power consumption has to be estimated; on the

other hand, the same cannot be said regarding worst case propagation time.

4.2 "Random" and "Random Constrained" Input Gen-

eration

The second and third input stimuli generation methods are, respectively, the

so called "random" and "randomly constrained".

Talking about the former, its implementation is pretty straightforward: tran-

sitions are randomly chosen between all the possibilities, without taking into

account the fact that (with a smaller probability as the number of bits in-

creases) some transitions might be equal to each other.

On the other hand, the latter is still based on a random generation of inputs

but, differently from the previous, it was decided to apply a simple constraint:

all the couples of stimuli must be different (either from each other and from

the other couples in the same subset). In this way, all the possible transitions

where there is no change in bit values (the "0t" transitions) are neglected,

leading to a double result:

• due to the fact that there will always be at least a single transition for

each stimulus, the previously described distribution is not followed, which

makes the power consumption measurement overestimated. However,

this may be considered as an useful property from a specific point of view:

in fact, if a targeted study was conducted and the average percentage
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of overestimation was computed, it would be possible to subtract this

quantity to the measured one, retrieving statistically a piece of data

closer to the actual one (of course with all the correlated uncertainties);

• since the worst case propagation time corresponds to a transition where

bits change their value, not having input stimuli where no value varies

increases the probability to generate the transition which produces the

worst case performance in the same subset of inputs.

4.2.1 Comparison of the Input Generation Methods

After having described and implemented the three aforementioned possible

procedures to generate input stimuli for simulations, a comparison had to be

performed, in order to be able to select the one which presented the best trade-

off between effectiveness and computational time and complexity.

So, first of all, a generic 2-output standard cell was chosen and its worst case

propagation time and power consumption measured, so as to be able to com-

pare the actual values with the ones generated with the input transitions com-

ing from different methods.

Then, 200 sets of stimuli were generated with each method, and each of these

sets contained 1
4
of the total number of possible transitions for that specific cell;

for each set of transitions then, both the timing and power parameters were

retrieved and, as it is represented by Figure 54 and 55, compared to the actual

value. However, in the following figures, only the first 50 measurements are

displayed, so as to let capture better the differences between real and measured

data.
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Figure 54: WCPT Measurements with Different Generation Methods

Figure 55: Power Consumption Measurements with Different Generation

Methods
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Talking about propagation time, it is possible to notice that, employing

the so called "Constrained" method, the distribution of measurements is more

distant from the actual value with respect to the "Randomly Constrained"

procedure; this is directly correlated to the property described at the end of

4.2: due to the fact that input stimuli include also 0-transition combinations,

the probability of generating the transition which corresponds to the worst case

is lower. On the other hand, it improves the more simple "Random" method,

since it does not take into account any restriction about repetitions and num-

ber of transitions; therefore, within the same set of stimuli, there might be

equals inputs, all inputs with no bit change, all inputs with the same number

of bit changes and so on, reducing the precision of the produced results.

Turning to power performance, the same property leads to a better quantifi-

cation if compared to the other methods, due to the proportionality between

stimuli and real transition Gaussian distribution.

Particularly, after having taken into account all the simulations run, the aver-

age error percentage was computed, both for timing and power consumption

measurements, leading to the following analytic results:

Method Timing Error Power Error %

Constrained 4.550 13.708

Random 4.791 14.308

Randomly Constrained 3.905 18.079

Table 6: Error Percentage on Different Measurements

As it can be seen from Table 6, the errors on power consumption are pretty

high for all the aforementioned methods, while worst case propagation times

can be estimated with a smaller inaccuracy. However, due to the fact that the

"Randomly Constrained" method provides the best approximation in terms

of timing, with further studies a value close to the actual power consumption

might be statistically retrieved and combinations of stimuli are easier to be

generated (in terms of computational complexity), this was chosen as principal
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input generation methodology.

In any case, there is still a question that rises and has to be answered: due

to all these approximations and errors, is it still possible to trust the results

obtained from analysis of circuits?

The answer is yes, but also no. This because of the fact that considering

values as absolute indicators of performance, the same are, as said before,

just approximations of the actual values, with the correlated uncertainties on

account of the way the input stimuli are generated. On the other hand, if what

is important is the difference of performance between devices, the comparisons

can be done as long as the inputs are the same, and this is the case of this

piece of work: in fact, in all the next graphs (where the performance of several

RCAs will be presented) and also in the conclusive comparison with the Kogge-

Stone structure, the main point is not the absolute value, but the gap between

different circuits.
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5 RCAs and Kogge-Stone Simulations

In this section, the RCAs performance will be compared to the Kogge-Stone

one, carrying out Spice simulations for 8, 16, 32 and 64 bits.

Specifically, since many FA structures had been presented, it was chosen not

to simulate possible ripple carry adders based on all the aforementioned cir-

cuits, but just the most performing ones, which are the so called "V3 MAJ3",

"V3 MAJ3 XOR", "V3 MAJ3 XNOR", "XAC NAND", "LOGIC SHARING

OPTIMIZED" and the proposed "XMAJ3" (refer to chapter 3.2 and 3.4 for

schematics) . In addition to these, two more circuits were added in the com-

parisons: the "CONVENTIONAL" full adder (shown in 18a) and the standard

cell contained in the 28nm FDSOI library, a structure optimized at transistor

level for low power consumption. This because both of them are perfect terms

of comparisons:

• the former to be able to notice the advantage of the different architectures

and, particularly, of the "XMAJ3";

• the latter so as to pay attention to the fact that with the proposed

"XMAJ3" it is possible to save energy even though its design was based

on a RTL description.

However, before going on, the comparison between the "XOR" and "XNOR"

based XMAJ3 architecture is shown, which helps to understand better what

described in the end of section 3.4.
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Figure 56: Power Consumption and WCPT Comparison between "XMAJ3"

solutions

In fact, the figure above shows what previously explained about the choice

of implementing a RCA with the "XOR" based "XMAJ3" full adder: while the

worst case propagation time is the same for both architectures (and this can

be noticed by the overlap of the two yellow lines), the power consumption is

always higher for the "XNOR" based circuit, leading to a higher overall energy

demand (Figure 57). It is also important to point out that the non-linearity

of the power consumption growth is due to the approximations derived from

the set of input transitions generated for simulations.
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Figure 57: Energy Consumption Comparison between "XMAJ3" solutions

Subsequently, the different RCAs were evaluated and their results normal-

ized with respect to the worst structure, which is the "CONVENTIONAL" one.

This because the actual parameters of standard cells contained in the employed

library cannot be directly shown due to agreements with the foundry.

(a) Normalized WCPT of 8-bit RCAs (b) Normalized WCPT of 16-bit RCAs
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(c) Normalized WCPT of 32-bit RCAs (d) Normalized WCPT of 64-bit RCAs

Figure 58: Normalized WCPT of RCAs up to 64 bits

(a) Normalized Power Consumption of

8-bit RCAs

(b) Normalized Power Consumption of

16-bit RCAs

(c) Normalized Power Consumption of

32-bit RCAs

(d) Normalized Power Consumption of

64-bit RCAs

Figure 59: Normalized Power Consumption of RCAs up to 64 bits
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(a) Normalized Energy Consumption of

8-bit RCAs

(b) Normalized Energy Consumption of

16-bit RCAs

(c) Normalized Energy Consumption of

32-bit RCAs

(d) Normalized Energy Consumption of

64-bit RCAs

Figure 60: Normalized Energy Consumption of RCAs up to 64 bits

Figures 58, 59 and 60 help to understand how the performance of RCAs

depends on the kind of FA utilized but also on the aforementioned parallelism

effect and the change in the critical path. For instance, while on 1-bit FAs

the proposed "XMAJ3" was the fastest, here its timing performance drops, so

as to demonstrate what explained in 3.4. However, its energy consumption

remains the smallest between all the architectures, and, most important, it

outperforms the standard full adder cell contained in the library.

In parallel to this, Kogge-Stone adders were developed and synthesized on 8, 16,

32 and 64 bits, following the architecture shown in Figure 9, and subsequently

simulated.
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Figure 61: Synthesized 32-bit Kogge-Stone Adder

Particularly, not all the possible input combinations were tested (since, as

before, they would have been too many), but 4 couples of values:

• 000...0 + 000...0;

• random couple that does not produce a carry-out;

• random couple that does produce a carry-out;

• 111...1 + 111...1.

Figure 62: Simulation of 8-bit KS Adder after Synthesis

Figure 63: Simulation of 16-bit KS Adder after Synthesis
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Figure 64: Simulation of 32-bit KS Adder after Synthesis

Figure 65: Simulation of 64-bit KS Adder after Synthesis

After having ascertained that the structures were synthesized correctly, they

were simulated using Cadence Spectre. In order to have consistent results

and be able to compare these adders to the previous RCAs, the same input

transitions were employed. However, not all the structures have been added

to the graphs, but only the most performing ones in terms of, respectively,

energy consumption, worst case propagation time and power consumption:

"XMAJ3", "V3 MAJ XOR" and the structure provided with the library.

Figure 66: WCPT Ratio Comparison between Kogge-Stone and Ripple Carry

Adders
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As it can be seen, and as known from theoretical knowledge, the Kogge-

Stone architecture, when supplied with nominal voltage, outperforms RCAs

when talking about timing performance, and the difference increases as the

number of bits grows. However, improvements can be done by designing op-

timized circuits, as Figure 66 shows: starting from a ratio of 4.43x on 32 bits

with the circuit from the standard library (result that also proves the theoret-

ical delay of RCA vs. Kogge-Stone [2]) it is possible to decrease it down to

3.46x. In addition to this, the more bits the devices are based on, the more

the performance ratio goes up, but at the same time the more the same ratio

can be decreased.

Figure 67: Power Consumption Ratio Comparison between Kogge-Stone and

Ripple Carry Adders

On the other hand, an opposite trend can be found in power demanding,

where the Kogge-Stone adder is by far the most consuming circuit (up to 2.75x

more than the library cell based RCA).
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Figure 68: Energy Consumption Ratio Comparison between Kogge-Stone and

Ripple Carry Adders

Finally, the energy consumption has been compared, and as it is possible

to notice, there is a kind of paradox: the Kogge-Stone circuit is the one pre-

senting the lowest energy consumption.

This is the main effect of the presence of no interconnects in these simulations.

Architecture 8 Bits 16 Bits 32 Bits 64 Bits

V3 XMAJ3 XOR 32 64 128 256

XMAJ3 24 48 96 192

Library 8 16 32 64

Kogge-Stone 51 131 323 771

Table 7: Number of Standard Cells composing the different Adder Structures

In fact, the number of cells composing the Kogge-Stone structure is, in

case of the best candidate "XMAJ3", just almost 4x higher, but at the same
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time the logic gates are more simple and less power demanding. Particularly,

"AND" and "AO" gates (a single logic gate that embeds and "OR" and an

"AND" in the same structure) are:

• 34 on 51 for the 8-bit structure;

• 98 on 131 for the 16-bit structure;

• 258 on 323 for the 32-bit structure;

• 642 on 771 for the 64-bit structure,

accounting for 66.7%, 74.8%, 79.9% and 83.3% of the total number of logic

ports. Additionally, "ANDs" are 14.6% and 31.9% less energy consuming than

"XORs" and "PAOs", while "AOs", respectively, 8.8% and 27.3%.

For these reasons, while the KS structure is up to 7.6x faster than the aforemen-

tioned RCA structure, it is just less than 3x more power demanding, leading

to an apparent energy saving with respect to the serial architectures.

Therefore, interconnects must be inserted in the designs to be simulated, per-

forming the Place & Route presented in the next chapter.
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6 Place & Route

Place and route is a stage in the development of integrated circuits involving

the decision of where to place all logic elements and, after this, the design

of all the connections needed to make the placed components implement the

final device. More specifically, for this piece of work, only the interconnects

between the different standard cells were implemented, due to the availability

of the "dummy" library, which does not take into account connections inside

the logic gates (this because of proprietary licenses).

6.1 32 Bits

The first devices to be placed and routed were the 32-bit "XMAJ3" ripple

carry and Kogge-Stone adder. For these structures, and also for the 64-bit

based ones, a single optimization step was carried out, concerning the core

utilization (so, trying to leave as little unfilled space as possible without cre-

ating congestion for routing). This because it was wanted to prove that, even

without particular disposition of input/output pins and/or optimized dimen-

sions of power supply and ground lines (which are techniques that would be

employed ad-hoc), the initial thesis could still have been reached.

In particular, table 8 shows the height/width ratio of the final circuits and

their corresponding core utilization.

Device H/W Ratio Core Utilization %

XMAJ3 0.13 70.588235

Kogge-Stone 0.42 70.583097

Table 8: Optimized Core Utilization Percentages with Correlated H/W

Ratios for 32-bit Adders

After this step, two rings for power supply and ground were created, both

0.7 µm wide and 0.7 µm distant to each other. Moreover, the pins were

disposed in the most general way possible, which consisted of having the 3
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input signals on the top of the structure and the 2 output ones at the bottom.

This configuration is helped by the fact that, due to the circuit architectures,

the routed devices have rectangular aspects.

Figure 69: Placed and Routed "XMAJ3" FA based 32-bit RCA

Figure 70: Placed and Routed 32-bit Kogge-Stone Adder

Figures 71 and 70 show the final adders implementations; it is important

to point out that the ratio between areas of the proposed RCA architecture

and the KS adder is way higher than the expected. This is due to the fact that

the library FA based ripple carry adder presents more simple interconnects if

compared to the "XMAJ3" FA based one, since the composition of the 1-bit full

adders on which the aforementioned 32-bit devices are built is different: while

the former is composed of a single standard cell, the latter presents 3 of them.

This means that, in addition to the interconnects linking the different blocks

of the RCA, additional connections inside the FAs themselves are needed.

Particularly,if taking into account the library FA based RCA the previously
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mentioned value is 6.43 (which is aligned to the theoretical 7 amount), for the

"XMAJ3" based structure it drops to 3.31.

Figure 71: Placed and Routed Library FA based 32-bit RCA

6.2 64 Bits

In the same way as before, and with the same parameters, the 64-bit circuits

were placed and routed, leading to comparable results.

Device H/W Ratio Core Utilization %

XMAJ3 0.2 70.57588

Kogge-Stone 0.99 70.583856

Table 9: Optimized Core Utilization Percentages with Correlated H/W

Ratios for 64-bit Adders

Figure 72: Placed and Routed "XMAJ3" FA based 64-bit RCA
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Figure 73: Placed and Routed 64-bit Kogge-Stone Adder

Finally, for the "XMAJ3" based and the Kogge-Stone adders, the .spf

(Standard Parasitic Format) files were extracted, meaning that, in a Spice

based netlist, interconnects are modeled as described in Figure 74.
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Figure 74: Description of Interconnects in .spf Files

6.3 Simulations at Nominal Voltage

After having added the structure described in 3.1.2 (the adder with the addi-

tion of input/output inverter chains), a first simulation at nominal voltage of

0.8V was carried out for all the aforementioned placed and routed structures,

in order to collect quantitative data about how much interconnects influence

the parameters (delay, power and energy consumption) that will be measured.

Figure 75: WCPT Before and After

P&R of 32-bit Architectures

Figure 76: Power Consumption Before

and After P&R of 32-bit Architectures
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Figure 77: Energy Consumption

Before and After P&R of 32-bit

Architectures

As it can be seen form Figures 75 and 76, difference in delay is not as marked

as in the case of power consumption; in fact, while rise and fall times are ex-

ponentially proportional to the inverse of the propagation constant, power

consumption is the direct sum of all the possible sources of power consump-

tion.

In addition, after having taken into account connections between logic gates,

the Kogge-Stone circuit is the most energy consuming one, proving what an-

ticipated at the end of 5.

Particularly, table 10 describes the difference in terms of percentage before and

after the introduction of interconnects and, therefore, parasitics.

Device WCPT % Power Consumption % Energy Consumption %

XMAJ3 6.67 191.11 444.43

Kogge-Stone 17.19 47.29 2400

Table 10: Percentage of Difference in Measured Parameters Before and After

P&R for 32-bit Adders

Of course the same effect is found on 64-bit circuits, but in this case the

error percentages are even higher than in the case of 32-bit architectures, due
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to the fact that more parasitics are added.

Figure 78: WCPT Before and After

P&R of 64-bit Architectures

Figure 79: Power Consumption Before

and After P&R of 64-bit Architectures

Figure 80: Energy Consumption

Before and After P&R of 64-bit

Architectures

Device WCPT % Power Consumption % Energy Consumption %

XMAJ3 8.36 387.67 546.29

Kogge-Stone 44.47 99.18 4185.71

Table 11: Percentage of Difference in Measured Parameters Before and After

P&R for 64-bit Adders

Therefore, after the first simulations at 0.8V, which helped to prove that

interconnects have a vital role in the overall behavior of digital circuits, the
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final results would have been retrieved running other processes, decreasing the

power supply voltage and reaching the sub-threshold region.
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7 From Super to Sub-Threshold

As final step of this work, after having studied and proposed a new 1-bit FA

circuit, having taken into account different input generation methods to employ

the one which fitted the requirements better, having compared different RCAs

with a Kogge-Stone adder and performed the place and route, simulations had

to be run in order to measure worst case propagation time, power and energy

consumption going to sub-threshold region.

In particular, for both 32 and 64-bit based architectures, 550 simulations were

performed, going from 0.8V (nominal voltage for the employed standard cell

library) down to 0.25V, limit value after which the circuits would not have

been working correctly anymore. Therefore, for each step, the supply voltage

was decreased by 0.001V.

7.1 32 Bits

Starting from the aforementioned 32-bit adders, performance were measured

at each step, but in a different way if compared to the previous physical sim-

ulations. In fact, if until now every device was simulated at a fixed frequency

(for instance 500MHz up to 16 bits and 250MHz until 64 bits), applying the

same technique for the final simulations would have driven to misleading re-

sults. For instance, if the frequency had been set so as to let the circuit finish

its computation at the lowest voltage (0.250V), for the highest supplies this

would have meant measuring leakage mostly, since their delay would have been

orders of magnitudes smaller. On the other hand, choosing the highest possi-

ble frequency for high voltages would not have let sub-threshold computations

finish.

Therefore, for each voltage step, an ad-hoc frequency was chosen, and in par-

ticular the worst case propagation time delay was employed as time limit for

both power and energy consumption, as shown in Figure 81.
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Figure 81: Variable Frequency Measurement in .spf Files

(a) From 0.25V To 0.5V (b) From 0.5V To 0.8V

Figure 82: WCPT Change with respect to the Decreasing Supply Voltages

for 32-bit Adders

In Figure 82 the dependence of delay with respect to supply voltage is
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shown, and the more the aforementioned quantity is decreased, the more the

speed of devices goes down (with an exponential correlation, as described in

15). However, comparing the different behaviors of the two circuits under test,

it is possible to see that, with higher supply voltages with respect to the ones

applied to the Kogge-Stone architecture, the ripple carry adder is able to reach

its same timing performance.

In addition to this, and most importantly, equalizing the worst case propaga-

tion times of the different adders, it is possible to prove the initial thesis of

this piece of work: in fact, as Figure 83 describes, the energy consumption of

the serial circuit is lower than the parallel device one.

Figure 83: Energy Consumption with respect to WCPT on 32 Bits

In addition to this, Figure 84 describes the difference in terms of supply

voltage between the RCA and the KS architectures that is required for the

timing performance to be equalized.
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Figure 84: Difference of VDD for Same WCPT on 32 Bits

Particularly, it is possible to notice that, starting from the maximum gap

of 0.204V, it starts decreasing exponentially, reaching the final minimum dif-

ference of 0.055V, due to the exponential nature of sub-threshold current.

Having said this, Figure 85 illustrates the energy saving percentage of the

"XMAJ3" ful adder based RCAs with respect to the Kogge-Stone solution.

First of all, it is important to point out that the drops of the blue line (which

describes the energy saving percentage of the devices) are due to approxima-

tions in the comparisons of worst case propagation times. In fact, in order to

check for equal timing performance, ranges of value had to be considered, and

this implied to have, for certain values, smaller differences in energy consump-

tion.

Secondly, while the average power saving is 41.48% with respect to the parallel

adder, the trend of the graph can be brought back to a common path (as il

will be seen for the 64-bit case of study): there are two peaks, one of which is

present even before going to sub-threshold region, and as it is described in Ta-
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ble 12, for the 32-bit based devices this accounts for the highest energy saving

possible. Before going to sub-threshold, the energy saving decreases, reaching

values below the average, increasing again for lower voltages and reaching a

second peak, whose value is lower than the first one.

Figure 85: Energy Saving % of "XMAJ3" based RCA with respect to KS on

32 Bits

Device Energy Saving % Power Supply (V)%

XMAJ3 52.14 0.411

XMAJ3 56.16 0.643

Table 12: Energy Saving Peaks for 32-bit Adders

This is an important result, mostly because knowing this, and taking into

account the entire trend, it would be possible to design microelectronic de-

vices, aiming to low-power purposes, that minimize their energy consumption

without dealing with all the problems that sub-threshold design implies.
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7.2 64 Bits

As for the 32-bit devices, the same steps were carried out for the 64-bit adders,

retrieving results that present both similarities and differences.

(a) From 0.25V To 0.5V (b) From 0.5V To 0.8V

Figure 86: WCPT Change with respect to the Decreasing Supply Voltages

for 64-bit Adders

To start with, the same worst case propagation time tendency can be found

in Figure 86, where the Kogge-Stone, at the same voltage, always outperforms
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the RCA structure. But, as previously seen, downscaling the supply voltage

and equalizing the WCPTs, the energy consumption of the former is, again,

higher than the latter one, proving the initial thesis on 64 bits as well.

Figure 87: Energy Consumption with respect to WCPT on 32 Bits

However, in this case, the initial difference of supply voltages, which is

shown in Figure 88, is higher than the previous, accounting for 0.240V (17.65%

more), leading to the result that the more bits the architectures are based on,

the higher the aforementioned gap will be in order to equalize their perfor-

mance.
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Figure 88: Difference of VDD for Same WCPT on 64 Bits

At the same time, the energy saving is higher as the number of bits will be

increased, as it can be observed in Figure 89.

First of all, the average energy saving with respect to the Kogge-Stone adder

accounts for 50.02% and, in addition to this, the two peaks (super and sub-

threshold) of saving have higher percentage values if compared to the 32-bit

case: 56.72% and 56.83%.

Device Energy Saving % Power Supply (V)%

XMAJ3 56.83 0.443

XMAJ3 56.72 0.683

Table 13: Energy Saving Peaks for 64-bit Adders
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Figure 89: Energy Saving % of "XMAJ3" based RCA with respect to KS on

64 Bits

Finally, it is possible to notice that, when the number of bits is increased,

the sub-threshold energy saving peak correlated to the "XMAJ3" based RCA

overcomes the super-threshold one, even though of a quantity that might be

considered irrelevant (a difference of 0.11%).
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8 Conclusions

Having seen the final simulation results and analyzed the piece of data re-

trieved from them, it is possible to draw the conclusions about the work done.

First of all, with the newly presented full adder cell, the overall energy con-

sumption of the already existing ones can be reduced. In addition to this,

extending the analysis to RCA structures, the simulations lead to the same

result, meaning that it would make sense to explore different transistor level

implementations of the proposed architecture in order to maximize its perfor-

mance. In fact, when interconnects are taken into account, the advantage of

the RCAs based on the proposed full adder block is greatly reduced.

Secondly, when the voltage supply is decreased, reaching the sub-threshold

region, it has been proved that it is possible to equalize the same timing per-

formance of a Kogge-Stone adder and, at the same time, saving energy even if

the voltage applied to the serial architecture is higher than the one applied to

the parallel circuit.

Finally, this aforementioned behavior leads to the most important result of

this piece of work: in addition to what presented in the study [2], there are

two peaks of energy saving: one in super-threshold and the other one in sub-

threshold region, meaning that, employing FDSOI technology, energy can be

saved even without designing circuit for sub-threshold operations. More par-

ticularly, up to 32 bits the super-threshold peak corresponds to the maximum

energy saving possible, while from 64 bits it is overcome by the sub-threshold

vertex, leading to the hypothesis that the more bits serial adders are based on,

the more sub-threshold voltages can save energy.

However, on 64 bits, the difference is so small that it would be better to stick

to higher voltages, which allow to reach higher frequencies and computational

performance.
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8.1 Future Work

Further continuation on this project would include:

• implementing the proposed "XMAJ3" full adder cell employing cus-

tomized gates instead of using standard logic cells taken from libraries,

in order to improve its performance;

• studying the "Constrained" and "Random Constrained" input genera-

tion methods, so as to retrieve better data about percentages of error on

the measurements;

• carrying out super to sub-threshold simulations on more than 64-bit

adders. In fact, it may be proved the fact that the more the number

of bits, the more working in sub-threshold will allow to save energy with

respect to super-threshold region.
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