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Autonomous vehicles are improving at a rapid pace, caused by numerous technology

companies joining the race. However, current approaches rely on centrally trained mod-

els, which have some limitations. Gathering diverse data from areas like urban cities

or rural towns, ideally from different countries, is expensive and difficult, even for large

tech companies like Google and Tesla. This results in large amounts of training data for

self-driving cars being recorded primarily in sunny climates on the United States’ west

coast, on wide, multi-lane roads, with a specific sign scheme.

Following advances in the field of Internet of Things, an increasing rate of diverse,

distributed data is gathered. Paired with the implementation of the European Union’s

General Data Protection Regulation granting people ownership of their own data, and

the right to share it as they like, a decentralized approach opens up for more diverse

training data available to improve autonomous vehicles. This thesis proposes a new

paradigm for how data is gathered, and how it can be distributed and applied in self-

driving cars. It describes a decentralized network where the edges of the network are used

to gather data from individual participants, and train the models locally. The models

will be biased based on the context they were trained with, like urban or rural areas.

Autonomous vehicles on the network can use one of two different techniques proposed

in this thesis to combine the models in the network: a context-agnostic approach and a

context-sensitive approach. The former, the Ensemble Detector, is an ensemble learning

method performing weighted majority voting using an ensemble of models. The latter,

the Context-Sensitive Detector, is a reinforcement learning method that allows for rapid

switching between models in a constantly changing environment. The methods have been

tested on images from the Berkeley DeepDrive dataset. Experiments show promising

results for the Context-Sensitive approach. However, to make the ensemble detector

viable for object detection, additional tuning is needed.
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Teknologien rundt selvkjørende biler har sett en oppblomstring de siste årene, som følge

av at flere og flere teknologi-giganter tar del i kappløpet. Dagens teknikker benytter

seg av sentralt opptrente maskinlæringsmodeller. Innsamling av data fra forskjellige

omr̊ader som byer og landeveier, ideelt sett ogs̊a fra forskjellige land, er b̊ade vanske-

lig og dyrt, selv for store selskaper som Google og Tesla. Dette resulterer i at store

mengder data tiltenkt selvkjørende biler i hovedsak kommer fra solfyllte stater langs

USAs vestkyst, med sine brede veier og særegne skilt.

De siste års forbedringer av tingenes internett (IoT), samt EUs innføring av person-

vernforordningen (GDPR) gjør at privatpersoner n̊a har eierskap over egen data. Dette

muligjør desentraliserte tilnærminger og danner grunnlaget for mer divers datainnhent-

ing til bruk i forbedringen av selvkjørende biler. Denne avhandlingen foresl̊ar et nytt

paradigme for hvordan data samles, og hvordan de kan distribueres og brukes i selvkjørende

kjøretøy. Oppgaven beskriver et desentralisert nettverk hvor nodene i nettverket brukes

for å samle data fra deltakerene, og modellene trenes lokalt. Modellene vil ha en naturlig

bias, avhengig av konteksten de er trent med, for eksempel landsbygda eller byen. De

selvkjørende bilene i nettverket kan benytte seg av én av to foresl̊atte metoder for å

kombinere de forskjellige modellene i nettverket: en kontekst-uvitende, og en kontekst-

bevisst metode. Den første metoden, ensemble detektoren, er en metode som bruker

vektet majoritetsavstemning p̊a en samling modeller for å kombinere deres ekspertise.

Den andre metoden er en kontekst-bevisst detektor som bruker forsterkende læring for

å kjapt kunne bytte modeller, basert p̊a hvilke modeller som gjør det bra i n̊aværende

kontekst. Metodene har blitt testet p̊a bilder fra Berkley DeepDrive datasettet, og viser

lovende resultater for bruken av kontekst-bevisste detektorer, men ikke fullt s̊a gode

resultater for ensemble-metoden.
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Chapter 1

Introduction

1.1 Motivation

Data availability is one of the driving factors of Artificial Intelligence (AI) research.

Progress and breakthroughs in the field of Machine Learning (ML), especially within

Deep Learning (DL), are largely dependent on the availability of quality data. The

commercial field is dominated by a few large companies resourceful enough to gather

the necessary data [1]. With the increasing popularity of Internet of Things (IoT)-devices

[2], paired with the introduction of the General Data Protection Regulation (GDPR) [3]

in the European Union (EU), individuals are gaining more access to, and power over,

their own data. Emphasizing individual users’ ownership and right to their own data

can help form a new paradigm for the AI field. This proposed paradigm is described

as Decentralized Artificial Intelligence (DzAI) in this thesis, and describes how data

is collected, how models are trained on this data, and how they are used in a DzAI

network.

One of the areas of AI that might benefit from such a decentralization, is the field of

self-driving vehicles. Vehicles interacting autonomously are claimed to be more efficient

and less prone to unnecessary stops and delays, which will ultimately result in less

traffic congestion [4] - a growing problem in metropolitan cities worldwide [5]. Most

importantly, the introduction of self-driving cars is anticipated to drastically reduce the

number of accidents caused by motor vehicles [6][7]. Numbers from the Autonomous

Vehicle Disengagement Reports submitted to the State of California’s Department of

1
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Motor Vehicles show a decreasing number of disengagements - times humans had to

take control over the vehicle - year over year: Google’s subsidiary company Waymo

decreased their yearly number of disengagements from 272 in 2015, to 124 in 2016 and

63 in 2017 [8][9][10]. Even though this signals that self-driving cars are improving, most

of the data they are trained on comes from the western states of the United States of

America (USA) [11]. Furthermore, large portions of this data have been recorded on

spacious highways with multiple lanes and uniform sign schemes, not the most diverse

driving conditions.

Diversifying the data gathering for, training, and testing of, self-driving cars is difficult

for several reasons. It is natural for the companies working on autonomous driving

technology to conduct training and testing close to their headquarters. Deploying au-

tonomous vehicles with safety drivers to more diverse locations is a resource intensive

task, but it is also an important one. In any Machine Learning (ML) task, both the

quantity and the quality of the data matters. Google’s Waymo has been notable at

gathering huge amounts of sensor data with its self-driving cars, having driven more

than 9 million miles since the fleet started operating in 2009 [11]. Nevertheless, more

data is still required for the continued improvement of autonomous vehicles. Diverse

data from cities in different countries, of different sizes, with different sign schemes etc.

is especially important. The hypothesis of this thesis is that this can be achieved with a

Decentralized Autonomous Driving (DzAD) network where participants gather driving

data using their personal vehicle during their daily commute. The data can be of many

shapes and forms, depending on the equipment available, such as Global Positioning Sys-

tem (GPS) data, Inertial Measurement Unit (IMU) data or imagery (photos or videos).

The latter will be used as an example in this thesis, focusing on the task of performing

object detection on images containing cars, pedestrians, traffic lights and other objects

relevant for the training of self-driving cars.

1.1.1 Decentralization

A DzAD network will rely on numerous participants to gather images during driving.

This data can be used to train Deep Learning (DL) object detection models locally on

the participants’ devices. The models in the network will be biased based on the context

they were trained with. A model trained on data primarily from urban areas could have
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a stronger bias towards pedestrians, while another model trained in a rural context could

have a stronger bias towards trucks. These object detectors can then be shared on the

DzAD network with other parties in need of training data, making data available that

would not otherwise be shared or even gathered in the first place. However, since the raw

data is not shared directly, but models that are trained on the data are shared instead,

techniques for combining these models and utilizing their biases need to be developed.

In general Machine Learning (ML) sees a high correlation between increasing the amount

of data, and achieving higher accuracy, especially within the sub-field of DL. The mod-

els making up the DzAD network are unfortunately trained on relatively small datasets.

Even though the participants in the network can easily gather large amounts of data

by simply driving around with a camera and sensors, gathering the data is only half

of the equation. To be useful for supervised DL the data also needs to be labeled and

annotated. Class labels and bounding boxes are needed for every detectable object, at a

minimum. Metadata like weather, scene and time of day can also be added. This label-

ing and annotation task demands tedious and meticulous work, and participants cannot

be expected to label and annotate thousands of images, even with the help of tools. A

survey prepared by the authors, exploring people’s willingness to perform this task, is

described in section 2.4, and shows that most participants require a high compensation

to label images. Thus, for a DzAD network to be useful, it needs to be able to combine

and utilize multiple DL models trained on small datasets. Autonomous vehicles on the

network can use one of two different techniques proposed in this thesis that combine

the models in the network: a context-agnostic approach, and a context-aware approach.

The former, the Ensemble Detector described in section 4.1.2, is an ensemble learning

approach performing weighted majority voting using a collection of models. The latter,

the Context-Sensitive Detector described in section 4.2.1, is a reinforcement learning

approach that allows for rapid switching between models in a constantly changing envi-

ronment. The methods have been tested on images from the Berkeley DeepDrive (BDD)

dataset described in section 3.1, with experiments and their results shown in chapters 5

and 6.

The proposed paradigm brings many hypothetical advantages and disadvantages, a se-

lection of which will be explored in this thesis. They are described in more detail in

section 2.2.2, and are summarized below.
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Advantages that will be explored in this thesis:

• Improved preservation of privacy. Not transmitting raw data greatly reduces the

risk of exposing sensitive information, which in turn will increase the likelihood of

data owners being willing to share their models.

• Greater data diversity. With improved preservation of privacy leading to more

sharing of data, this data will likely come from more diverse locations and envi-

ronments as well, increasing both the quantity and the quality.

Disadvantages that will be explored in this thesis:

• Lower accuracy. Object detectors trained on small datasets generally perform

worse than detectors trained on larger datasets.

• Labeling. If the data for the locally trained models is to be sourced from individual

users, the task of annotating and labeling the images for training needs to be

simple.

1.2 Research questions

1.2.1 RQ1 - Decentralized Artificial Intelligence

What advantages and disadvantages does Decentralized Artificial Intelligence

(DzAI) bring to autonomous driving?

A centralized AI model trained on a large dataset will in most cases perform better

than a decentralized network consisting of weaker models trained on smaller datasets,

in terms of raw accuracy. However, the decentralized approach proposed in this thesis

introduces potential advantages in other areas such as privacy, and data diversity, that

may compensate for the loss of accuracy. For autonomous vehicles, a high accuracy in

object detection is of utmost importance, as it is integral to the safety of the vehicles.

It is therefore crucial to reduce the loss of accuracy using techniques like Ensemble

Learning or Online Learning, discussed in RQ2 and RQ3.
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1.2.2 RQ2 - Ensemble Detector

Can a collection of weak Deep Learning (DL) object detectors be combined

to perform as well as, or better than, a strong DL object detector?

In the DzAI network proposed in [12], ensemble learning showed promising results in

the task of classification. Multi-class object detection is a more challenging task, and

combining the predictions of multiple models is less trivial than classification. Section

4.1 describes a way to use Ensemble Learning to combine multiple object detectors

trained on small datasets to increase their collective accuracy. Experiments 1 through 4

in chapter 5 look at the predictive performance of a DzAI network using this technique,

and the summarized, concluding answer to RQ2 can be found in section 7.1.2.

1.2.3 RQ3 - Context-Sensitive Detector

Can detection and exploitation of bias in weak Deep Learning (DL) object

detectors, in a context-dependent environment, outperform strong context-

agnostic DL object detectors?

Rather than combining models ahead of time, section 4.2 describes a technique that

looks at the current context, like driving in a city or out on the countryside, in order

to retrieve predictions from models specialized in that context. Experiments 1 through

5 in chapter 6 look at the feasibility of a DzAI network utilizing such an approach. A

summary of this, along with a concluding answer to RQ3 can be found in section 7.1.3.

1.2.4 Thesis outline

Chapter 2 introduces background theory on the choice of Deep Learning (DL) architec-

ture, and defines Decentralized Artificial Intelligence (DzAI). The chapter also presents

market research, and discusses related work.

Chapter 3 presents the dataset, and how it is used in the thesis. It explains the format

of predictions made on the dataset, and introduces metrics and concepts that are crucial

to understanding the experiments.
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Chapter 4 provides detailed explanations of the 2 proposed DzAI methods: the Ensemble

Detector (ED) and the Context-Sensitive Detector (CSD). Next, chapters 5 and 6 cover

the experiments performed to evaluate the ED and the CSD, respectively.

Finally chapter 7 summarizes the results of the experiments, and answers the research

questions posed in the introduction chapter. The chapter also discusses challenges en-

countered in the thesis, and presents future work.



Chapter 2

Background and related work

2.1 Deep Learning

Deep Learning (DL) and traditional Machine Learning (ML) both offer ways to train

models to make predictions on data. Their difference lies in the number of layers com-

prising their Neural Network (NN) structure. The increased layer count allows for more

complex abstractions and composite representations than possible in shallower networks.

DL is heavily used in areas such as Computer Vision (CV) and Natural Language Pro-

cessing (NLP), and made feasible by recent increases in computing power, and availabil-

ity of labeled data [13]. During the ImageNet Large Scale Visual Recognition Challenge

(ILSVRC) of 2015, multiple DL methods surpassed the human recognition rate of 95%

[14].

2.1.1 Convolutional Neural Networks

A Convolutional Neural Network (CNN) is a class of deep neural networks, commonly

used for visual data analysis [15]. CNNs are trained end-to-end, meaning the task of

learning features, detecting objects and predicting labels are considered one big task.

As such, the CNN consists of one input layer and one output layer. In between is a

number of hidden layers that typically consist of convolution layers, activation layers,

and polling layers, as depicted in figure 2.1 [16].

7
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Figure 2.1: CNN Architecture and Structure

The classification portion of the network often consists of a couple of fully connected

layers, where every neuron in one layer is connected to every neuron of the next layer.

Finally a softmax layer is used to output the labels or a classification for a given input.

2.1.2 You Only Look Once

The object detection system used in the experiments, found in chapter 5 and 6, is an

adaptation of the You Only Look Once version 2 (YOLOv2) architecture [17] written in

TensorFlow [18] and Keras [19]. The main reason for selecting YOLO as the foundation

architecture for this thesis is its speed. Its ability to perform real-time predictions at 30

Frames Per Second (FPS) (running on a Pascal Titan X GPU) [17] makes it a realistic

architecture for time-sensitive tasks, such as object detection whilst driving.

The architecture for the original YOLO network can be seen in figure 2.2 [17]. A natural

effect of reducing the spatial dimensions gradually is that it makes it harder to predict

smaller objects. Because of this, YOLOv2 makes some important changes in the two

final layers: Using a pass-through method, depicted in figure 2.3 [17], it uses information

from earlier convolutions in order to retain more information and increase its ability to

perform predictions on smaller objects. Even with these improvements it is important

to state that the YOLO network still suffers a significant performance loss on smaller

objects, which will be evident in the experiment chapters.
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Figure 2.2: YOLO Architecture

Figure 2.3: YOLOv2 Improvements

2.1.3 Transfer Learning

Transfer learning is an ML technique where a model trained for one task is adapted

and used for a different task [20], allowing for rapid prototyping. It is not uncommon

for DL models to take days or weeks to train from scratch, even on modern hardware.

To save time, freezing all but the last few layers of a pre-trained model, putting the

model in a headless state, makes it possible to only train the last few layers for a specific

task. This method is commonly used in relation to image-based tasks due to their large

feature spaces, where transfer learning is performed on pre-trained Deep Learning (DL)

models that have already been trained on large datasets, like the ImageNet dataset [21].

Transfer learning is used in the thesis to drastically reduce the training time of the

YOLO models used in the the experiments. The models use the weights provided by the

creators of the YOLO network [22], pre-trained on the COCO [23] and ImageNet [21]

datasets. By freezing all the network layers except for the last 2, models can quickly be

trained on the Berkeley DeepDrive (BDD) dataset and learn the classes specific to this

dataset.
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2.2 Decentralized Artificial Intelligence

This thesis introduces a new paradigm for how data is gathered, how Deep Learning (DL)

models are trained on this data, and how they can be used in a decentralized network.

Before delving into implementations and experiments, it is important to explain how

such a network would work, its advantages, disadvantages, and variations.

2.2.1 Definition and variations

Figure 2.4: Centralized AI Figure 2.5: Decentralized AI

Centralized Artificial Intelligence (AI), illustrated by figure 2.4 [12], works by first ag-

gregating large amounts of data at a single location, before training one or multiple

models, with the goal of solving complex learning, planning and decision making prob-

lems. In contrast, Decentralized Artificial Intelligence (DzAI), illustrated by figure 2.5,

does not require all of the training data to be aggregated at a single location. DzAI has

several different definitions, names and variations, and there are slight but important

differences between Decentralized Artificial Intelligence (DzAI) and Distributed Arti-

ficial Intelligence (DAI). They are both sub-fields of AI separate from the centralized

approach, but differing in the way the participants work together in the network.

In a DzAI network every participant is autonomous and exists independently. The

participants make up a network and cooperate with each other to perform a global or

individual task [24]. This is the AI method that will be the focus of this thesis.

DAI however, involves a distributed group of participants working towards a collabora-

tive solution to global problems. It is collaborative in the way that sharing of information

between the participants is crucial for the group to produce a solution as a whole.



Chapter 2. Background and Related Work 11

An example illustrates this slight but important difference more effectively. Consider

a network whose goal is to be able to detect cars and pedestrians in an image. A

distributed network would have two participants A and B, where A knows how to detect

cars only, and B knows how to detect pedestrians only. Collaboration and sharing of

information is critical for the network to accomplish its goal. If A is shown an image of

a pedestrian, it would not be able to accomplish the goal individually. In a decentralized

network on the other hand, both agents A and B would know how to detect both cars

and pedestrians, and can thus operate independently, but by collaborating they can

improve their collective accuracy.

2.2.2 Advantages and disadvantages

Like any other AI method, DzAI has both advantages and disadvantages. A large part

of this thesis is concerned with examining and assessing whether the advantages of a

decentralized network outweigh the disadvantages. All possible advantages and disad-

vantages are too numerous to feasibly explore in a single thesis. Based on importance

and relevance, a few have been chosen, described below.

Possible advantages

• Improved preservation of privacy. Transmitting trained models encrypted and

anonymously, rather than raw data, could reduce the ramifications of theft and

unauthorized eavesdropping. Not transmitting raw data greatly reduces the risk

of exposing sensitive information, which in turn could increase participants’ will-

ingness to share their models.

• Greater data diversity. Improved preservation of privacy may lead to increased

sharing of data from diverse locations and environments, raising both the quantity

and the quality.

Possible disadvantages

• Lower accuracy. Depending on the method of combination, the accuracy of the

combined models might be worse than that of a single model trained on a larger

dataset. A major part of this thesis is concerned with exploring different ways of
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combining models and experimenting with how to choose the most optimal model

in any given situation.

• Labeling. If data for the locally trained models is to be sourced from participants,

someone needs to do the labeling. The process of labeling must be simple, efficient

and user-friendly, and the individual models should require small amounts of data.

2.3 Related work

Existing approaches to Decentralized Artificial Intelligence (DzAI) tackle different as-

pects of the decentralization process. Projects like Ocean [25] and Datum [26][27] are

trying to create a marketplace for sharing raw data in a decentralized fashion. Sin-

gularityNET [28], on the other hand, is a decentralized AI network, currently under

development, that aims to let anyone create, share and monetize AI services.

A different approach, proposed by Google’s AI division, is a learning method called

federated learning, able to perform collaborative Machine Learning (ML) without cen-

tralized data [29]. Google uses federated learning to enable smart phones to keep all

their training data on the device, and simultaneously share the prediction models to

collaboratively learn and improve the model. After downloading the latest model, the

devices on the network learn using their own local data and improve the model, before

sharing the summarized changes with the rest of the network. This type of learning

allows for smarter models, lower latency and less power consumption, while ensuring

privacy, according to Google [30]. In comparison, the CSD approach proposed in this

thesis gathers models trained on the edges, and uses context to switch between them in

a rapidly changing environment.

The open-source OpenMined project [31] wants to decentralize AI by bringing models to

each participant in a network, allowing them to train the models locally, using federated

learning, while keeping the data on the device. Homomorphic encryption [32] of the

models allows users of OpenMined’s network to share their models with no risk of theft.

Recently, a centralized end-to-end approach for autonomous driving, proposed by Bo-

jarski et al of Nvidia [33], has received a lot of attention. They present a CNN consisting

of 9 layers, supported by Nvidia’s Drive Px 2 platform [34]. The system uses 3 front
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facing cameras as input signals, and learns how to steer a vehicle by observing a human

pilot. One of the benefits of this approach is that it optimizes all of processing steps

simultaneously, where most other approaches aggregate methods, like lane marking de-

tection, path planning, and control, causing slower computations. An approach like this

requires a continuous stream of data, along with recorded steering wheel angles.

This thesis presents a new paradigm where privacy is an inherent attribute of the collab-

oration process. Similar to OpenMined, this thesis describes an approach where training

is performed locally - on the edges of the network - without the data ever leaving the

source. Rather than federating existing models, the proposed approach creates individ-

ual models at the data sources and combines them using an Ensemble Detector (ED)

or a Context-Sensitive Detector (CSD), explained in detail in section 4.1.2 and section

4.2.1, respectively.

2.4 Market research

To get an idea to which extent people are interested in participating in a Decentralized

Artificial Intelligence (DzAI) network to improve self-driving cars, a short survey was

created. The purpose was to gauge people‘s interest in participating in such a network,

and to determine the compensation they would expect for the service. Both a Norwegian

and an English version of the survey were created. The Norwegian version was adver-

tised using posters on the Norwegian University of Science and Technology (NTNU)’s

Gløshaugen campus in Trondheim, Norway. It was also shared with the friends and

family of the authors. The English version was posted on the social news aggregation

and discussion website Reddit [35], on sub-forums related to Machine Learning (ML)

and data gathering. In other words, the majority of the participants were either active

in technical web forums, or attend a technical university, indicating a certain degree

of technical interest. The two surveys gathered a total of 791 responses, 371 of which

coming from the Norwegian version, and 420 from the English version.

2.4.1 Questions

The questions asked in the English version of the survey are listed in appendix A.1.

The responses to the Norwegian version were translated and counted together with their
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English counter-parts. The questions were designed to gain an understanding of people’s

willingness to participate in a Decentralized Autonomous Driving (DzAD) network. In

summary, the survey inquired about what kind of compensation people would require

to capture images and then annotate and label them, for the purpose of improving self-

driving cars. People were also asked whether they would be worried about their privacy,

even if promised that the data shared would be anonymous.

2.4.2 Results

The results from the survey can be seen in appendix A.2. The ages of the participants

skewed towards the younger end, with 75% being between 18 and 30 years old. Close to

all of the participants (98%) were already familiar with the concept of self-driving cars,

adding more legitimacy to the subsequent answers. 88% of participants were willing to

collect and share images from their personal driving, as seen in figure 2.6, but the com-

pensation they required to do so varied significantly: 123 people said they would collect

raw images (without labeling them) for less than $1 per hour of driving. Approximately

the same amount of people would not do the same task for less than $7 per hour (fig.

2.7). The majority of the respondents were in the lower half of the compensation range,

i.e. $5 per hour or less, a reasonable compensation for such a service.

When it came to labeling and annotating the images however, the respondents wanted

much higher compensation, seen in figure 2.8. The most expensive option of receiving

$0.5 or more per picture annotated, corresponding to approximately $20 per hour of

work, was preferred by the most participants (268). Compensation of this size is not

likely to be feasible for gathering thousands of annotated images.

Lastly, 60% of the participants were worried that the data could be linked to them

personally, even if the data was claimed to be anonymous. However, this question was

only presented to people who first indicated that they were willing to share their data.

In other words, people being worried about their privacy does not mean that they are

not willing to participate.
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Figure 2.6: Survey question 2

Figure 2.7: Survey question 3
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Figure 2.8: Survey question 4



Chapter 3

Data and evaluation

3.1 Dataset

The dataset used in the experiments in this paper is the BDD100K dataset provided

by the Berkeley DeepDrive (BDD) project [36]. Facilitated by the researchers’ own

annotation tooling [37], the dataset consists of 100 000 videos with diverse annotations

including image level tagging, object bounding boxes, driveable areas, lane markings,

and weather data. The creators claim the dataset to be ”the largest available dataset

of annotated driving scenes” [36]. Compared to existing datasets used for driving image

recognition benchmarks, it allegedly covers more realistic driving scenarios and captures

more variation in appearance and pose configuration of categories of interest. The

dataset is therefore considered more challenging than other sets.

3.1.1 Berkeley DeepDrive

The foundation of the dataset is a collection of 100 000 video clips captured by the front

facing camera of cars driving around the US in diverse conditions. Extracted from the

video clips are:

• 100 000 labeled key frame images, extracted from the videos at the 10th second.

• 10 000 key frames extracted for full-frame semantic segmentation. Semantic seg-

mentation is the process of making dense predictions inferring labels for every

17
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pixel, so that each pixel is labeled with the class of its enclosing region or object,

e.g. every pixel that make up the object car, or the sky region.

• Full-frame semantic segmentation maps corresponding to the 10 000 images above.

• Segmentation maps of driveable areas in the images.

• Annotations of road objects, lanes and driveable areas in a JavaScript Object

Notation (JSON) format.

• Global Positioning System (GPS) and Inertial Measurement Unit (IMU) informa-

tion recorded along with the videos.

This thesis will use the 100 000 labeled key frame images extracted from the videos and

their corresponding labeled annotations, with the fields shown in appendix B.1. Not

all fields are available for every image, and not all fields are used in the experiments

performed in this thesis. The most important pieces of information are the category and

box2d fields, describing the objects in the images, and their bounding boxes, respectively.

The category field describes the different classes of the objects in the images, and can

take any of the following values: Bus, traffic light, traffic sign, person, bike, truck, motor,

car, train, rider.

Figure 3.1 shows an example of a labeled image, with ground truth bounding boxes

drawn around two cars, a traffic light and two signs. It also shows lane markings,

drivable area and metadata like the weather, but only the object bounding boxes and

classes are of interest in the thesis.

3.1.2 Annotation tooling

The team behind the BDD100K dataset has also created a versatile and scalable anno-

tation tooling system [37], for creating annotations needed in a driving database, like

bounding boxes and lane detection. The tool is designed to be user-friendly and effi-

cient, and can be used by researchers and other people in need of labeled video frames

or images of driving data.
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Figure 3.1: Example labeled image

3.1.3 Dataset statistics and distributions

A dataset of this size allows for interesting partitioning based on class distributions,

enabling experiments with pre-determined biases towards certain classes. The authors

of this thesis have developed tools to specify and extract such distributions.

A distribution describes the count of each class in a training set, and can be used to

create training sets with a specific bias. For example, a distribution can be specified to

contain only images with at least 1 person in them. They can also be as specific as: ”All

images with more than 7 cars, less than 3 persons and no traffic lights”. The purpose

of this is to create biased training sets making models trained on these images better

at detecting certain classes than others. The goal is to simulate a real-world scenario

of combining models generated by participants driving in certain locations, like rural or

urban areas.

3.1.4 Data allocation with enabled classes

Each of the Deep Learning (DL) models in the two different Decentralized Autonomous

Driving (DzAD) methods is allocated a training set of a certain size, with a specific

distribution, as described in section 3.1.3. Then, two unique random sample sets are
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drawn from the subset, and used as training (90%) and validation (10%) data, illustrated

in figure 3.2.

To better emphasize the effects of Decentralized Artificial Intelligence (DzAI), noise

is removed from the experiments by using models with different enabled classes. An

enabled class is a class that a model has been trained to predict, by including the class’

label in the training set. Different experiments may have different enabled classes, which

will be indicated in the experiment setup description. For instance, one experiment is

performed on models with all 10 classes enabled, while others are performed on models

with only specific classes enabled, like car, truck and person.

Figure 3.2: Preparing a training data distribution containing images with more than
5 cars, less than 3 persons and at least 1 traffic light.

The reason for removing noise from the experiments is that the images in the dataset

contain high counts (18.4 on average) of different objects at varying distances and sizes.

Compared to the COCO dataset, often used as a object recognition benchmark, images

in the BDD dataset contain, on average, 3 times the number of objects per image [23].

Shown in figure 3.3 are the number of objects of each type. In addition, roughly 50%

of the objects in the dataset are occluded (overlapping) and 45% are truncated (cut

off by the image frame). There is also a large disparity between the counts of different

classes: there are over 1 million instances of car objects in the entire dataset, but only

179 instances of trains [36]. Combined these factors make the task at hand, to detect

and locate all objects in a given image, a challenging one.
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Figure 3.3: Distribution of classes over the dataset

3.1.5 Baseline for comparison

Serving as a baseline model for comparison in the experiments in chapters 5 and 6, is

a strong model trained on 20 000 images, for 15 epochs. The 20 000 images are drawn

randomly from the same distribution as the weak models, with the same enabled classes.

The purpose of the baseline model is to simulate the centralized approach, trained on

20 000 images at a central location.

3.2 Prediction evaluation

3.2.1 Prediction definition

The object detectors trained in the Decentralized Autonomous Driving (DzAD) net-

work will make object detections or predictions given an input image. These terms are

used interchangeably throughout the thesis, and refer to the output from the models.

Predictions have 3 components:

• The classes of the objects detected.

• Bounding boxes bounding the objects detected.
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• A confidence score for each object, indicating how certain the model is of the

detected object’s class and bounding box.

3.2.2 Intersection over Union

To evaluate the accuracy of the predicted objects, doing an exact match comparison

between the ground truth bounding boxes and the predicted bounding boxes is not

a good approach. Such a comparison would indicate a failed match if a single pixel

has been predicted incorrectly, which does not mean that the predicted bounding box

does not accurately bound the detected object. An exact match is unlikely. Figure 3.4

[38] illustrates the comparison of a ground truth bounding box on a stop sign, with a

hypothetical predicted bounding box. Even though the predicted bounding box does not

exactly match the ground truth bounding box, it does arguably correctly communicate

the location and dimension of the object, and should not be considered an incorrect

prediction.

Figure 3.4: Predicted bounding box versus ground truth bounding box

A popular (and simple) method used to evaluate predicted bounding boxes is to use a

technique called Intersection over Union (IoU), formally known as the Jaccard index. As

shown in figure 3.5 [39], the technique involves computing the ratio between the area of

overlap between the predicted bounding box and the ground truth bounding box, and
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the area of union i.e. the area encompassed by the predicted bounding box and the

ground truth bounding box combined.

The IoU score will be used as a metric to reward predicted bounding boxes heavily

overlapping with the ground truth. Figure 3.6 [40] shows good and bad examples of

bounding boxes with different IoU scores. It also demonstrates that a closer match

between prediction and ground truth yields a higher score, while an exact match is not

required for the prediction to be considered accurate.

Figure 3.5: IoU mathematical formula

Figure 3.6: Comparison of poor, good and excellent IoU scores
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3.2.3 Duplicate detection avoidance

In addition to using IoU to evaluate and score predicted bounding boxes, an IoU thresh-

old can be used to avoid multiple predictions of the same object. Figure 3.7 shows the

result of object detection run on an image from the BDD dataset. The model does a de-

cent job at detecting the traffic lights and the 3 closest cars in the image. An important

observation is the fact that the closest car straight ahead is predicted twice. One bound-

ing box encloses the car pretty well. Unfortunately the model predicts a second car in

the same area, shown by the second bounding box that is smaller and shifted slightly to

the left. This is undoubtedly the same car, and there should only be one bounding box.

This problem can in many cases be solved by performing Non-maxmimum suppression

(NMS) [41]. A greedy version of NMS solves the problem of multiple predictions of the

same object by:

1. Finding the confidence score, i.e. the probability of the box containing the object,

for each detection.

2. Identifying the bounding box with the highest confidence score.

3. Suppressing (removing) all the bounding boxes which have IoU scores greater than

a certain threshold with the bounding box with the highest confidence score.

Figure 3.7 shows a model run with an IoU threshold of 0.5, which is a high enough

threshold to allow the duplicate bounding boxes to avoid being suppressed by NMS.

Reducing the IoU threshold will increase the likelihood of a bounding box being removed

for referring to the same object as another box, and might help in a situation such as

this. Figure 3.8 shows the same image with the IoU threshold lowered to 0.3, where it is

evident that the duplicate detection of the car has been removed. It is thus important

to keep the IoU threshold in mind when working with object detectors, to avoid such

issues. Based on preliminary tests, a threshold of 0.5 is used throughout this thesis.
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Figure 3.7: IoU threshold of 0.5

Figure 3.8: IoU threshold of 0.3

3.3 Performance evaluation

3.3.1 Mean Average Precision

Once a model’s predictions have been determined on an image, they can be compared

with the ground truth predictions to determine the accuracy of the model. Performance
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is measured using mean Average Precision (mAP), a metric commonly used to measure

the accuracy of object detectors [42]. mAP refers to the mean of the maximum precision

values at different recall values. Precision measures how accurate predictions are, i.e.

the percentage of positive predictions that are correct. Recall measures how good the

model is at finding all the positive predictions. The mathematical definitions can be

seen in equation 3.1 and 3.2.

Precision =
True Positives

True Positives+ False Positives
(3.1)

Recall =
True Positives

True Positives+ False Negatives
(3.2)

The definition of a True Positive (TP) is a prediction’s bounding box with an Intersection

over Union (IoU) score with the ground truth prediction above a certain threshold. An

IoU score threshold of 0.5 is used in this thesis’ experiments. Precision can be plotted

against recall to get a plot similar to figure 3.9 [43]. The average precision (AP) can be

found by calculating the area under this plot, and the mean Average Precision (mAP)

is simply the average precision over all of the available classes.

The mAP metric is rewarded by TPs and punished by False Positive (FP)s, and will

prefer few correct predictions, over many both correct and incorrect predictions.

Figure 3.9: Precision-Recall example plot
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3.3.2 F1-score

The mAP score is useful to assert the overall performance of a model over a set of images.

However, to assess the performance of a model’s predictions on a single image, the F1-

score yields more useful information. Using the precision and recall metrics introduced

in equation 3.1 and 3.2, the F1-score can be defined as [44]:

F1 =
2 · precision · recall
precision+ recall

(3.3)

The F1-score represents the harmonic mean between the precision and recall of the

model’s predictions. Commonly used as a performance metric in ML [45], this metric

puts equal importance on the models’ precision and recall values. Doing so ensures

a balance between models making many, poor predictions, and models making few,

good predictions. The F1-score is used by the CSD, introduced in section 4.2.1, in its

underlying policy to select the best performing models in any given context.



Chapter 4

Decentralized Artificial

Intelligence for autonomous

driving

An autonomous vehicle in a Decentralized Artificial Intelligence (DzAI) network needs to

be able to utilize and take advantage of the collective wisdom of the network’s multiple

participants. In the Decentralized Autonomous Driving (DzAD) network proposed in

this paper, the participating models are trained on diverse small data distributions.

Some have been trained in more urban contexts and are naturally better at predicting

pedestrians and cars clustered together, while others might be trained in contexts where

there are more trucks, like highways. Even though these weak models are unlikely to

perform optimally on their own, their strengths can be combined. This thesis explores

two ways of creating a DzAD system. The first of which is to utilize ensemble learning

to combine the object detecting capability of each diverse model in the network into

a more accurate Ensemble Detector (ED). The second approach involves using online

learning to quickly switch between models with different biases using a Context-Sensitive

Detector (CSD).

28
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4.1 Ensemble Learning

The concept of combining the strengths of multiple weak learners into a collective wisdom

is called Ensemble learning [46]. Weak learners, a term commonly used for these types of

models, are common in areas where Big Data and Machine Learning (ML) are involved.

They are also referred to as experts, detectors or simply models. These terms are treated

as interchangeable, and models will be used consistently throughout the thesis.

There are several different methods within the space of Ensemble learning, two of which

were used as inspiration for the Ensemble Detector (ED) implemented in this thesis:

• Bootstrap aggregating (also called bagging), where each model in the ensemble

votes with an equal weight. In bagging, each model in the ensemble is trained on

a randomly drawn subset of the training set [47].

• Stacking with Weighted Majority Voting (WMV) [48], where each model votes

on the prediction, and the votes are weighted. The weights can all be equal, in

which case they have no effect and the algorithm is equal to bagging. Alternatively

unequal weights can be used, and tuned based on the models’ performances on a

training set. This is known as the Weighted Majority Algorithm (WMA) [49].

4.1.1 Weighted Majority Voting and the Weighted Majority Algo-

rithm

The Weighted Majority Algorithm (WMA) is a meta-learning algorithm used to lift the

performance of weak models trained on small datasets closer to that of a model trained

on a larger dataset [49]. The algorithm performs Weighted Majority Voting (WMV)

and is used to construct a compound model containing a pool of models, each with

their own positive weight. The compound model collects votes from all of the models

in the pool (line 3 in algorithm 1), and outputs a prediction by performing WMV (line

4 in algorithm 1). If the majority vote is incorrect compared to the ground truth, the

models in the pool that voted for the wrong prediction are punished by having their

weights reduced by a certain ratio ε, where 0 < ε < 1 (line 6 in algorithm 1). Algorithm

1 is designed for binary classification, but the method can be extended to work with

multi-class classification as well.



Chapter 4. Decentralized AI for autonomous driving 30

Algorithm 1: Weighted Majority Algorithm pseudocode

Input: N models predicting the outcomes, a parameter ε > 0
1 w1

i ←− 1 for all i = 1,...,N (weights initialized to 1 for all models) ;
2 for rounds t=1,2... do
3 f ti ∈ 0, 1 (obtain prediction of model i, i = 1,...,N ;

4 ŷt ←− round
(∑

i w
t
if

t
i∑

i w
t
i

)
(this is the WMV step) ;

5 Outcome yt is revealed ;

6 wt+1
i ←− wti(1− ε)1[f ti 6=yt] (this is the weight tuning step) ;

7 end

4.1.2 Ensemble Detector definition

The paper in [12] describes an implementation of an Ensemble Classifier using the

Weighted Majority Algorithm (WMA) with a few alterations to work with multiple

classes. The method used in the paper is reported to achieve good results when combin-

ing up to 100 classifiers trained on small partitions of the MNIST [50] and 20 newsgroups

[51] datasets. However, the accuracy of the WMV result was more or less the same be-

fore and after the weight tuning step (line 6 in algorithm 1), indicating little effect of

the weight tuning process. Regardless of weight tuning, the results in [12] are promising.

However the simple classification task in [12] is different from the multi-object detec-

tion task described in this thesis. First of all, this means that the Ensemble Classifier

implementation must be altered to perform object detection instead. Secondly, when

there are multiple objects to both classify and detect in each image, weight tuning in

the WMA becomes more complicated. Therefore the models are not assigned tunable

weights, instead a prediction’s confidence score is used as the weight in the WMV.

Summarized, the algorithm asks all the models in the ensemble for their predictions, and

performs WMV on every object predicted, using the confidence scores as the weights.

Thus a more certain model will vote with a larger weight than a less certain model.

Primarily this is to reduce the complexity of the task. Consider an ensemble of models

A and B. A makes a number of predictions, some are correct and some are not. Model

B makes no predictions, neither correct nor incorrect. Even in this simple case it is non-

trivial to determine how much these two models’ weights should be punished relative to

each other.
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4.1.3 Ensemble Detector implementation

The Ensemble Detector (ED) contains a collection of trained You Only Look Once

version 2 (YOLOv2) models, and produces predictions in the following way.

1. The ED is initialized with a certain number of models already trained on a small,

biased, dataset.

2. The models in the ensemble are all weighted equally.

3. Given the data at hand, each model is asked for its prediction, which will be com-

prised of class labels, confidence scores, and boxes bounding the detected objects.

4. For each image, every model’s prediction referring to the same object is determined.

This is referred to as an overlap or a conflicting prediction.

5. Weighted Majority Voting (WMV) is performed on each of the overlapping pre-

dictions to determine the class. The confidence scores are used as the weights in

the WMV. Choosing the object’s resulting bounding box can be done in multiple

ways, and choosing the box with the highest score is used in this implementation.

6. Any prediction that does not overlap with other predictions is kept unchanged and

carried through to the ensemble prediction. These predictions are called standalone

predictions and are important as they often represent objects that only 1 model

managed to detect, and that was not found by the others. Sometimes these are

False Positive (FP)s, but in most cases they are True Positive (TP)s and important

to include.

7. Finally all the predictions are combined.

The biggest difference between the Ensemble Classifier described in [12], and the En-

semble Detector described in this thesis is the way voting is performed, and how the

weights are used. In a classification task, a prediction can be deemed correct or false

by simply comparing the predicted classification with the ground truth classification.

In the case of the MNIST dataset, if the ground truth label of an image is ’9’, and

the prediction is also ’9’, the prediction is correct, and the model(s) that voted for this

prediction should not be punished. In the object detection task that this thesis is con-

cerned with, the comparison between prediction and ground truth label is not so simple.
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Figure 3.4 in section 3.2.2, showing two boxes bounding a detected sign, demonstrates

this fact. A model not only has to classify the predicted objects, it also needs to locate

and draw bounding boxes around them. The difference between the classified type of

object (sign, car, pedestrian etc.) and the ground truth label can be done by a simple

string comparison, but determining the degree of which a predicted bounding box is

correct or not requires more sophisticated methods. This challenge is complicated even

further when there are multiple objects of different classes in a single image. If a model

detects all the cars and draws bounding boxes around them, but misses a number of

pedestrians, it is difficult to say whether the model is good or bad.

4.1.4 Ensemble Detector predictions

The process of creating a single ensemble prediction based on multiple models’ pre-

dictions is described at a high level in section 4.1.3. Point 4 needs a more thorough

explanation, however. After all the models in the ensemble have been asked for their

predictions, the ensemble algorithm needs to determine which model’s prediction corre-

sponds to the same object as another model’s prediction, to be able to perform majority

voting. In other words, if model A and B both predict 10 objects, the algorithm needs

to know which, if any, are the same objects. It’s not safe to simply iterate from left to

right in the image, and assume that prediction X in model A corresponds to the same

object as prediction X in model B. This approach will easily be offset by a mistake in

one or more models.

Hence, corresponding predictions are determined by an Intersection over Union (IoU)

threshold, a concept described in section 3.2.2. If two or more predicted bounding boxes

from different models have an IoU value over a certain threshold, the predictions are

assumed to refer to the same object, and an overlap is identified.

After all of the overlapping predictions have been determined, Weighted Majority Voting

(WMV) can be performed to reduce the number of predictions to 1 per object. The

predicted object’s class is decided by a weighted majority vote, with the confidence

score of each prediction used as the weights. The resulting bounding box is the one with

the highest confidence score, with the same class as the voted class.
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4.2 Online Learning

Online learning is a Machine Learning (ML) technique where models are adjusted as

data becomes available, as opposed to offline learning where the best model is prepared

ahead of time. Techniques from online learning are commonly used in Reinforcement

Learning (RL) where actions are chosen based on prior rewards in order to maximize

the overall reward.

One of the major challenges in RL is the balance between exploration (search for new

knowledge) and exploitation (use of current knowledge). RL techniques utilized in ap-

proaches like DeepMind’s Alpha Go program [52] use two separate Neural Network (NN)s

to balance this exploration-exploitation trade-off, and avoid excessive search depths slow-

ing down the decision process. Object detection during driving is a challenging task that

needs to be performed in real-time. In order to provide a proof of concept and assess

the feasibility of this approach the experiments in chapter 6 explore a faster, stochastic

scheduling approach, known as the Multi-Armed Bandit (MAB).

The process of selecting models to do object detection whilst driving is reminiscent of a

single-state Markov Decision Process (MDP) [53], consisting of:

• S, a set of environments.

• A, a set of agent actions.

• Pa(s, s
′), the probability of transitioning from state s to state s’ from action a.

• Ra(s, s
′), the reward after transitioning from state s to state s’ from action a.

The goal is to find a policy π maximizing the cumulative reward over an infinite horizon.

In the context of driving the goal is to select the models that best perform object

detection in different contexts encountered while driving from A to B. The contexts are

modelled as:

SI = {I0, I1, ..., In} (4.1)

Where I is the set of images encountered in an area, like the city or the countryside. A

drive from location A, through location B, ending in location C can be modelled as:
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SA → SB → SC (4.2)

The decision process for object detection during driving is illustrated in fig. 4.1.

Figure 4.1: Markov Decision Process for object detection during driving

4.2.1 Context-Sensitive Detector

In order to utilize online learning to perform real-time predictions, the concept of using

a Context-Sensitive Detector (CSD) is presented in this thesis. The detector consists of

multiple weak models, trained on small datasets, similar to those introduced in section

4.1. Using a stochastic scheduling approach, explained in depth in section 4.2.2, the

CSD attempts to pick the current best performing model based on historical knowledge.

The idea is that the performance of each model is contextually dependent on the context

they were trained in. The goal of this thesis is to assess whether finding and exploiting

models trained on small, biased datasets can achieve similar performance to a model

trained on a larger dataset.

4.2.2 Multi-Armed Bandit

The multi-armed bandit problem is a classic Reinforcement Learning (RL) problem and

is often formalized as a single-state Markov Decision Process (MDP) [54]. Given n slot

machines (sometimes referred to as one-armed bandits) the goal is to maximize the over-

all profits without knowing the different reward distributions for each slot machine. In

order to maximize their profits, a gambler needs to find a balance between exploring (and
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increasing their confidence in the distribution for a given slot machine), and exploiting

the most rewarding machine.

The periodical change in object distributions observed while driving introduces another

challenge to the CSD. Where the classic MAB problem is an example of a stationary

time-series, with the goal of finding the global maximum reward, the object detection

example presents an ever-changing environment, and needs to be treated as a non-

stationary time-series. Following is a brief introduction to the standard stationary Upper

Confidence Bound (UCB) approach, and building on that, a non-stationary approach,

using a sliding window.

4.2.3 Upper Condfidence Bound

From the introductory example in section 4.2.2 each slot machine has their own distri-

bution, and as such there should be a single distribution that maximizes the potential

reward from a sequence of plays. With each play, the confidence in the distribution for

the played machine increases and given an infinite number of plays it would be possi-

ble to identify the optimal machine. The Upper Confidence Bound (UCB) policy tries

to balance the exploration-exploitation trade-off by only playing machines whose up-

per confidence is above the lower confidence of the currently best performing machine,

illustrated in figure 4.2.

The UCB policy tries to exploit the machine that maximizes the policy reward found in

equation 4.3 [55]. If no machines are outperforming the others, the machine is selected

randomly. Mathematically the UCB policy can be expressed as:

x̄j +

√
2 ∗ lnn

nj
(4.3)

where x̄j is the average reward obtained from machine j, nj is the number of times

machine j has been played, and n is the overall number of plays so far.
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Figure 4.2: Upper confidence for 4 machines. Machine 3 will not be selected as one
of the next machines

4.2.4 Sliding Window Upper Confidence Bound

While the standard UCB policy works great in a non-changing environment, it fails

when the underlying distributions start to change. As such the confidence of the algo-

rithm needs to be adjusted in real-time by looking at the distributions through a sliding

window. By using a sliding window the goal is to find a balance between exploiting his-

torical knowledge (memory), and punishing suddenly poorly performing models. This is

especially important if the car is moving from location A, through location B and back

to location A again:

SA → SB → SA (4.4)

In the above example the policy should observe a sudden performance drop when moving

into SB, and explore the other models until it finds one with better performance. When

moving back into SA again, the same thing happens, but it is important that it is able

to pick up the same model that it used during the first pass through SA. If that model is

being punished too harshly transitioning into SB, it could affect performance negatively

in the long run. In order to retain recently well-performing models, and punish suddenly

poorly performing ones, the policy is modeled as [56]:
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x̄τ +B

√
ε lnmin(t, τ)

nτ
(4.5)

The experiments in chapter 6 explore how the different hyper-parameters, the discount-

ing factor (ε) and the window size (τ), affect the performance of the SW-UCB policy.



Chapter 5

Ensemble Detector experiments

and results

5.1 Main purpose and metrics

The purpose of this experiment chapter is to answer the second Research Question (RQ),

described in section 1.2. To answer the RQ, multiple experiments with the Ensemble

Detector (ED) described in section 4.1.2 are run, varying the hyper-parameters:

• Training quality, i.e. the size of the training set and the number of epochs. In Deep

Learning (DL), increasing the size of the training set and the number of epochs

generally results in better predictive accuracy (disregarding overfitting).

• Number of models in the ensemble. For the ED to be able to utilize the strengths

of the weak models, it likely needs more than just a few models in its ensemble.

• Enabled classes. Excluding certain classes from the experiments helps to simplify

the task, and make the effect of the ensemble learning more apparent.

5.2 Experiment test set

The models in the experiments were all tested on the same dataset. Preliminary experi-

ments were conducted with a dataset created by drawing a set of images from all of the

38
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validation sets of the models in the ensemble. One benefit of this approach is that the

dataset is drawn from the same distribution the models are validated on. However, one

or more models are guaranteed to be tested on images from their own validation set,

violating the best practice requirement of independence between the test and validation

sets.

Another problem discovered using this approach was the varying difficulty of images in

the test set, as they contain objects of different sizes, at varying distances, and with

challenging lighting. Additionally, many images are captured in motion and the objects

are blurry, occluded, or truncated. This problem became evident after testing the same

Ensemble Detector (ED) multiple times on different samples from the test set, resulting

in wildly different performance scores.

To combat this, the experiments described below were performed with a predefined,

hand-picked test set consisting of 100 images. The test set was created using a combina-

tion of distribution analysis and visual inspection, to determine a set of images without

factors that make the objects unnecessarily difficult to detect. Half of the set consists

of images taken in daylight, and half are taken in the dark.

5.3 Experiment setup

The experiments have 3 components:

• A strong model trained on 20 000 images with the intention of serving as a base-

line for comparison, as described in section 3.1.5, representing the centralized AI

approach.

• A group of weak models trained on either 500 or 1000 training images, over a

certain number of epochs.

• An Ensemble Detector (ED) consisting of all of the weak models, representing the

decentralized approach.

All of the components described above are tested on the same set of images. Their

predictions are compared with the ground truth predictions and the mean Average

Precision (mAP) (sec. 3.3.1) is computed and plotted. For each of the the groups the
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average mAP and standard deviation is plotted. The purpose of this is to assess whether

the ED performs better than the average weak model.

5.4 Experiments

5.4.1 Experiment 1: 5-10 models, all classes

Enabled classes: Bus, traffic light, traffic sign, person, bike, truck, motor, car, train,

rider (all).

Setup Experiment 1 is set up as an initial experiment with all 10 classes enabled

to assess how each of the different model components perform compared to each other,

setting the course for the subsequent experiments. The ensemble consists of 5-10 models,

each trained on 1000 images for 15 epochs.

Hypothesis The baseline model is expected to perform the best, and the weak models

are expected to perform poorly based on the small training set. As the number of weak

models increases, the performance of the ED is expected to follow, but stay below the

strong baseline model trained on 20 000 images.

Results A plot of each component’s performance can be seen in figure 5.1. The x-axis

shows the number of models used, and the y-axis shows the mean Average Precision

(mAP) in percentage points. The red dotted line indicates the mAP of the baseline

model, which will be independent of the number of models used (x-axis). The orange

solid line plot represents the ED’s performance, ranging from an ensemble of 5 models

up to 10 models, with a 5 model step size. The blue dotted line shows the average mAP

of the models used in the ensemble, and the shaded area shows their standard deviation.

The observed standard deviation is quite large, ranging from ∼2% mAP up to 10.5%

with a mean of 7.2% for 5 models. This is likely caused by certain objects being more

difficult to predict than others: The models have previously demonstrated difficulty

detecting smaller objects, like traffic lights or traffic signs, or objects that are far away,

like cars in the distance. Reducing the number of classes might help reduce the impact
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of this issue. The 20k baseline model sits just below 11% mAP which is better than

any of the individual models are able to perform on their own, but a lot worse than the

base YOLOv2 model on the COCO [23] dataset (44%) [17]. The ED is able to perform

nearly as well as the baseline and indicates a slight increase in mAP as the number of

models increases. An example of the ED’s predictions can be seen in figure 5.3a. The

detector accurately predicts the cars, and two of the lights in the image, but most of the

other predictions are not precise enough, negatively affecting its mAP.

In comparison, figure 5.3b shows the predictions of a model trained on images with at

least 1 instance of traffic lights. This model also correctly predicts some lights, and a

couple of cars, but not much else. No sign predictions are made. Lastly, figure 5.3c

shows the predictions of the baseline model which also fails at predicting traffic lights

and signs, but is more accurate than the aforementioned models on almost all other

objects.

Figure 5.2 shows the same image with the ground truth predictions drawn onto it,

showcasing how difficult the task at hand really is. Cars far away look a lot like traffic

lights, and multiple objects are so close to each other that they get occluded. To try

and reduce the complexity of the task, the subsequent experiments are performed with

fewer classes enabled.
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Figure 5.1: Experiment 1 mAP plot

Figure 5.2: Experiment 1 ground truth.
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(a) Ensemble Detector.

(b) Model trained on images with at least 1 instance of traffic lights.

(c) 20k baseline.

Figure 5.3: Experiment 1 drawn predictions.
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5.4.2 Experiment 2: 5-10 models, low quality training

Enabled classes: Car, truck, person.

Setup Experiment 2 is set up to evaluate models trained on a small training set

of 500 images, for only 5 epochs. The number of enabled classes has been reduced

from experiment 1, to reduce the complexity of the task and to emphasize the effects of

the ED. The classes were selected based on preliminary experiments: Traffic lights and

traffic signs were removed because the models had trouble predicting them regardless

of the size of the training set. The train class was removed merely because of its rarity:

there are only 179 instances in the entire dataset of 100 000 images [36]. The bus class

was excluded for the same reason. Motor, rider and bike were also excluded for having a

sparse presence, in addition to appearing as small objects in most occurrences, causing

the same problem as traffic lights and traffic signs.

Of the remaining 3 classes, car was kept because of its prevalence in the training set:

the class is present in ∼70% of all the images [36]. Preliminary experiments showed that

excluding it caused the models to generalize too much from similar classes like truck, and

not properly distinguish the two. The truck class was kept for the same reason. Keeping

one but excluding the other resulted in cars being predicted as trucks and the other way

around, because of their similarities. Lastly, the person class was kept because it’s the

second most common class (excluding lights and signs) and its lack of similarity with

the other classes.

Hypothesis With 3 classes instead of all 10, the performances of the baseline, the

ensemble and the weak models are all expected to increase. Simultaneously the small

training set and low number of epochs will likely decrease the performance of the weak

models. The net result is expected to be a slightly improved performance from the weak

models from experiment 1. The ED is hypothesized to be able to take advantage of

the weak models’ strengths and perform better than them, but not quite as well as the

baseline.

Results Shown in figure 5.4, the performance of the baseline model increased by

nearly 60%. The weak models, however, dropped in performance, but so did the standard
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deviation, confirming the hypothesis that the high standard deviation in experiment 1

was caused by certain classes being more difficult to predict than others. Surprisingly

the ED performed worst of all, at a poor 2.2% mAP for 5 models, below the average

mAP of the weak models at 4.5%. When the number of models increased to 10, the

performance of the ED increased approximately to the same value as the weak models.

To determine whether the decentralized approach (represented by the ED) is a useful

alternative to the centralized approach (represented by the baseline), experiments with

a higher number of models need to be performed, to confirm or deny that the trend

demonstrated by the ED in figure 5.4 continues. The predictions made by the models

in experiment 2 can be seen in figure 5.6.

Figure 5.4: Experiment 2 mAP plot
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Figure 5.5: Experiment 2 ground truth.
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(a) Ensemble Detector (10 models).

(b) Model trained on images with more than 3 instances of trucks and more than 3 instances

of cars.

(c) 20k baseline.

Figure 5.6: Experiment 2 drawn predictions.
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5.4.3 Experiment 3: 5-20 models, high quality training

Enabled classes: Car, truck, person

Setup Experiment 3 is set up with the same classes as in experiment 2, with a range

of 5 to 20 models, with a 5 model step size. EDs are constructed of the models at each

step size. The quality of the training has also been improved: Each of the models is

trained on 1000 images for 15 epochs in order to improve the performance shown in the

previous experiment. The baseline remains unchanged.

Hypothesis This experiment’s purpose is to answer the following two questions,

raised by the previous experiment:

• How does the quality of the training affect the performance of the weak models

after reducing the number of enabled classes?

• Does the mAP of the ED increase as the number of models increases?

The answer to the first question is presumed to be affirmative: Even though the number

of classes were decreased from experiment 1 to experiment 2, the performance of the

weak models dropped, presumably because of the reduced training quality. Improving

the training conditions again is expected to raise the performance beyond the results

seen in experiment 1.

More important is question 2, integral in determining whether Decentralized Autonomous

Driving (DzAD) with ensemble learning can achieve results on par with the centralized

approach. The ED’s mAP is expected to increase together with the number of models,

and approach the performance of the baseline model.

Results Figure 5.7 confirms the hypothesized answer to question 1: The mAP values

of both the weak models and the ED are higher than in both experiment 1 and 2.

Shown in figure 5.7, the mAP of the ED is not strictly monotonically increasing, but

decreases from 5 to 10 models before rising again. The explanation of this lies in how

the mean Average Precision (mAP) metric works. As explained in section 3.3.1, the
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mAP metric rewards True Positive (TP)s, i.e. predictions of the correct class, with

bounding boxes that overlap with the ground truth predictions’ bounding boxes with

an Intersection over Union (IoU) over 0.5. Simultaneously it punishes False Positive

(FP)s, i.e. predictions whose bounding boxes do not overlap with any of the ground

truth bounding boxes with a sufficiently high IoU value. When combining an increasing

number of weak models in an ensemble, the chance of at least one of those models

contributing with FP predictions, increases. If the prediction in question is not contested,

i.e. it has no overlapping predictions from other models, it is kept as is and not involved

in the Weighted Majority Voting (WMV). A trivial solution would be to simply remove

these standalone predictions, as in many cases they represent obvious FPs. However,

more often than not, they are correct predictions that none of the other models were

able to predict, and are important to keep in the final prediction. After all, the whole

point of the Ensemble Detector (ED) is to utilize the strengths of weak models.

This is evident when looking at the drawn predictions, for instance when comparing

figure 5.9a, showing the predictions of an ensemble of 20 models, with figure 5.9b,

showing the predictions of an ensemble of 5 models. The 5-model ED in figure 5.9b is

unable to predict the leftmost person in the image, but the 20-model ED gets it right.

At the same time figure 5.9a clearly includes more FPs for the reasons mentioned above,

like the person erroneously being predicted on the street corner between the white car

and the person in the middle.

Nonetheless, observing the performance trend of the ED with a further increase of the

number of models is of interest and the topic of the next experiment.
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Figure 5.7: Experiment 3 mAP plot

Figure 5.8: Experiment 3 ground truth.
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(a) Ensemble Detector (ensemble of 20 models).

(b) Ensemble Detector (ensemble of 5 models).

(c) 20k baseline.

Figure 5.9: Experiment 3 drawn predictions.
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5.4.4 Experiment 4: 5-50 models, high quality training

Enabled classes: Car, truck, person

Setup Experiment 4 is identical to experiment 3, except that the model ensembles

range from 5 all the way up to 50 models, again with a step size of 5 models.

Hypothesis The purpose of this experiment is to observe the effect of increasing the

number of models even further, and assess whether a trend can be identified, warranting

further experiments. Based on the results in, and for the reasons described in experiment

3, increasing the number of models further is not expected to provide more than a slight

increase in mAP.

Results Figure 5.10 shows the development of the mAP as the number of models

increases from 5 to 50. Similar to experiment 3, the performance of the ED does not

monotonically increase, but fluctuates between ∼11% and ∼13.5%. It does not rise any

closer to the baseline model’s performance as the ensemble grows bigger, and shows no

clear correlation with the ensemble size.

However, the ED’s mAP values stay above the average mAP (the blue line in fig. 5.10)

of the individual models for every datapoint except for one. In addition, the ED’s per-

formance sticks close to the top line of the shaded blue field indicating the standard

deviation of the weak models. This is important when considering its use in Decen-

tralized Autonomous Driving (DzAD): rather than using an ED, one could simply pick

a random model and trust its predictions. However, since the ED stays closer to the

best case scenario (top line of the shaded blue area) than the worst case (bottom line),

statistically it will perform better.

Nevertheless, the experiments do not show promising results for the performance of the

ED compared to the baseline model. The final section of this chapter summarizes the

results.
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Figure 5.10: Experiment 4 mAP plot

Figure 5.11: Experiment 4 ground truth.
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(a) Ensemble Detector.

(b) Model trained on images with more than 3 instances of trucks and more than 3 instances

of cars.

(c) 20k baseline.

Figure 5.12: Experiment 4 drawn predictions.
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5.5 Wrap-up

Experiments 1 through 4 show that the number, and size, of enabled classes in the

predictions matter. Certain classes are harder to get right than others, an observation

supported by section 2.1.2. Using a lower number of enabled classes, and excluding

certain objects known to be challenging, like traffic lights and signs, helps improve the

performance. The experiments show that the quality of the training of the weak models

greatly affects their performance, as well as the performance of the ensemble. Doubling

the training set size from 500 to 1000 images, and increasing the number of epochs from

5 to 15, resulted in an average mAP value nearly 3 times as high, demonstrating the

importance of data in these models. Alas, increasing the number of weak models did not

improve the mAP considerably, nor was the trend monotonically increasing. Described

in detail in experiment 3, this is primarily caused by standalone predictions becoming

more abundant as the number of models in the ensemble increases. The standalone

predictions do not overlap with any other predictions, and are therefore not involved in

the WMV. They cannot be removed altogether, because many of them are True Positive

(TP) predictions. Unfortunately some are False Positive (FP)s, with a negative effect on

the mAP score of the ensemble. Sections 7.1.2 and 7.3 in chapter 7 suggest improvements

that can be made to alleviate some of these problems.



Chapter 6

Context-Sensitive Detector

experiments and results

6.1 Main purpose and metrics

Structured similarly to chapter 5, the purpose of this experiment chapter is to answer

the third Research Question (RQ), described in section 1.2. To answer the RQ the

Context-Sensitive Detector (CSD) is run, varying the hyper-parameters:

• Training quality, as explained in section 5.1.

• Class distribution. In order to simulate driving between different locations, multi-

ple distributions of different classes are chosen, described within each experiment.

• Window Size, τ. Shown in figure 4.5, the windows size provides a leading edge

in which the rewards are considered more important than in the trailing edge.

Increasing the window size will increase the memory of the Sliding-Window UCB

(SW-UCB) policy whilst decreasing the rate at which it switches to a new model.

• Discounting Factor, ε. Shown in figure 4.5, the discounting factor is used by the

SW-UCB as a mechanism for punishing poorly performing models. Increasing the

discounting factor should ensure faster switching between models, increasing the

rate of exploration, while decreasing the rate of exploitation.

56



Chapter 6. Context-Sensitive Detector experiments and results 57

6.2 Experiment setup

The experiments consist of 4 components:

• A group of models trained on images from different distributions, for a set number

of epochs. These weak models form the foundation for the CSD’s decision process.

For each experiment the values for each parameter is mentioned in the setup. In

the resulting plots the different models are named based on their bias and the size

of the training size. For example, the model 4truck1k is trained on 1000 images

with 4 (or more) trucks in them.

• A dataset S, containing N sequences of k images (Sk1, Sk2, ..., SkN ).

• A CSD policy metric (SW-UCB) with hyper-parameters, explained in section 4.2.1.

This is used to determine the currently best performing model, based on prior

performance.

• A baseline model trained on 20 000 images from the same distribution as the

models in the CSD.

6.3 Experiment plots

In order to make it easier to differentiate between the policy metrics and the performance

of the CSD, the plots in the following experiments are split in two: one plot for the policy

reward, and one for the F1-score, explained in section 4.2.1 and 3.3.2, respectively.

The x-axis shows the image number in the distribution sequence, and functions as a

time indicator. If a person drives from the city (location A), through the countryside

(location B), and back to the city again, the x-axis presents their progress throughout

that drive.

For each model, the F1-score is plotted, and the overall performance of the CSD can

be found by looking at the uppermost plot for any given x-value. Plotting the models

in this way yields a better understanding of what is going on behind the scenes, and

illustrates the selection process of the CSD.
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Along with the models, the baseline plot for the 20k model is plotted. This illustrates

how the CSD, consisting of multiple weak models, performs, compared to a strong model.

6.4 Experiments

6.4.1 Experiment 1: 2 models, easily discoverable context

Enabled classes: Car, truck, person.

Setup Experiment 1 is set up as a baseline comparison experiment, using the best

hyper-parameters found in preliminary experiments. This is done to provide an intuition

for how the CSD approach works, and how the other experiments differ.

The distributed dataset is defined as:

S500truck → S1000person → S500truck (6.1)

Furthermore, the 2 models used in this experiment are trained on 1000 images over 15

epochs with a bias of 4 or more trucks, and 8 or more pedestrians. A window size (τ)

of 20, and a discounting factor (ε) of 0.5 was used.

Hypothesis The baseline model was expected to be superior to the CSD, simply due

to the different training set sizes (20 000 images compared to 2×1000 images). However,

the CSD was expected to detect the switching between the different contexts and select

the best performing model accordingly. As such the hypothesis was that the 4truck1k

model would be used for predictions on the first 500 images, the 8person1k model would

be used for the following 1000 images, and the 4truck1k model would again be used for

the last 500 images.

Results A plot of the resulting performance can be seen in figure 6.1. It demon-

strates an ideal scenario where the detector is able to easily differentiate between the

performance of the truck biased model, and the person biased model. This is shown in
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the rapid detection (and subsequent switching of models) of the underlying context seen

around both the 500 and the 1500 mark.

A thing to note (which is also apparent in all the following experiments) is the cold start

problem observed in the CSD. Seen in the first 20-30 points along the x-axis, the CSD

struggles to determine the best performer in the beginning, due to the lack of historical

data. This causes a small drop in performance, compared to the baseline model.

Around the 250 mark there is a sudden dip in the performance of the 4truck1k model,

and after using the 8person1k model for a number of images it becomes evident that the

first classifier is still the best performer, and the CSD switches back to this. This can

be seen in both the policy reward and the following F1-score.

Also evident is the slight delay in the switching around both the 500 and the 1500

mark. The switching seems to occur about 20 units after the introduction of the new

distribution, which could stem from using a window size (τ) of 20. The effect of changing

the window size is explored more in experiment 4.

Perhaps the most surprising discovery is the difference between the CSD performance

and the 20k baseline. Table 6.1 shows the overall mAP score for experiment 1. Com-

paratively the score for the 20k baseline on the same dataset is 20.54%. The majority

of the performance difference stems from the switching between the models, shown in

figure 6.1.

mAP [%]
τ
20

ε 0.5 18.94

Table 6.1: mAP results for experiment 1

6.4.2 Experiment 2: 8 models, challenging class selection

Enabled classes: Bus, traffic light, traffic sign, person, bike, truck, motor, car, train,

rider (all).

Setup After seeing the performance of the CSD on two clearly distinguishable models,

this experiment attempts to introduce a more challenging scenario. Separate models are

trained on datasets biased towards each class. No models trained solely on cars were
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Figure 6.1: Experiment 1 Policy & Reward

included, to avoid any one model trying to overpower the others. This is due to the fact

that most images in the BDD dataset contain one or more cars [36].

The dataset, now containing all classes, consists of:

S500bike → S500bus → S500motorcycle → S500sign →

S500light → S100train → S500truck → S500person

(6.2)

Hypothesis With the introduction of more classes, some of them being inherently

difficult to detect by the models, as explained in section 2.1, it is reasonable to assume

that the CSD will have a harder time discovering the bias of each model. Using the

F1 score as the performance metric exposes the danger of models like the 12sign1k or

12light1k overpowering other models based on the number of objects they are able to

predict.

Compared to the 20k baseline, the CSD in this experiment is expected to perform rather

poorly due to the increased complexity in the distribution.
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Results With the introduction of smaller objects like traffic lights and traffic signs,

it is evident that both the 20k baseline model and the CSD show significant drops in

performance. The F1-scores, on average, range from 25 to 35, compared to 40 to 50 in

the previous experiment. As explained in section 2.1 this is partly caused by the YOLO

network’s poor performance when it comes to detecting small objects. As such, part

of the overall performance drop might stem from this. This becomes apparent when

comparing the CSD performance, shown in table 6.2, to the baseline performance of

∼ 7.5%.

mAP [%]
τ
20

ε 0.5 5.32

Table 6.2: mAP results for experiment 2

Looking at the first 500 images there are some interesting observations to be made. The

distribution here contains images with more than 2 bicycles. These objects are often

small and difficult to identify, and are usually accompanied by people, traffic lights, etc.

It is therefore not surprising that the CSD is having a hard time determining the best

performing model. However, the first two spikes seen in figure 6.2 stem from selecting

the 2bike1k model, and the third spike from the 1motorcycle1k model. The last spike

observed on the bicycle distribution comes from the 12person1k model, which again

stands to reason, as most bicycles are accompanied by a person, as seen in figure 6.3.

From the 500 to the 1500 mark, there are three spikes, stemming from the predictions

from 3 different models: 12light1k, 2bus1k, and 1motorcycle1k. The underlying distri-

butions are shown in equation 6.3. Interestingly, the CSD discovers the correct models

for the sequence of images, but in the wrong order. A plausible explanation for this is

that the content of the distributions and the images the 3 models have been trained on,

contain many similar objects. Figure 6.4 shows this to some extent, where the model is

able to predict the motorcycle and rider (two objects), and 4 lights (where two of them

are probable correct predictions).

S500bus → S500motorcycle → S500sign (6.3)
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A notable concern with this experiment is that the 12sign1k model seems to become

dominant in the latter half of the distribution, even though the underlying distributions

here, consist of:

S500sign → S500light → S100train → S500truck → S500person (6.4)

A likely cause of this is that most of the above distributions contain multiple objects, and

that the F1-score does not separate between classes, but simply uses the true and false

positives as its underlying metrics. From the distributions it is also true that images

containing signs, lights and people (in particular) often contain multiple instances of

that type (eg. 5 signs or 10 people).

However, the predictions throughout the experiment seem to follow the baseline dataset

decently, only lagging 4− 8% behind. This is surprising, based on the complexity of the

distribution. One important takeaway from this experiment is that the different objects

often appear in clusters (riders, motorcycles, lights, etc.), making it difficult for the CSD

to accurately discover the underlying object distribution.

Figure 6.2: Experiment 2 Policy & Reward
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Figure 6.3: 2bike1k observation, as selected by the CSD

Figure 6.4: 1motorcycle1k observation, as selected by the CSD

6.4.3 Experiment 3: 4 models, additional models available

Enabled classes: Car, truck, person.

Setup Following the results of experiment 2 this experiment reduces the number of

enabled classes, back to the same distribution found in experiment 1. This is done

in order to assess the CSD’s ability to achieve similar predictions to those found in

experiment 1, using a wider selection of models.

The dataset distribution is equal to that of experiment 1, found in equation 6.1. In

order to maintain the same number of available images for the underlying models, and
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assert the Upper Confidence Bound (UCB)’s accuracy when the individual models’ per-

formance decreases, the models are trained on 500 images. The available models are:

4truck500, 3truck500, 10person500, and 6person500.

Hypothesis By increasing the number of available models, the CSD should be able

to rapidly detect the best performing model, similar to what was seen in experiment 1.

However, by introducing more models as a fallback, the CSD should be able to avoid the

unfortunate switching that occurs if the model experiences a brief dip in performance.

The goal is to avoid the effects of these events, like the one appearing around the 250

mark in experiment 1.

Results From the results seen in figure 6.5 it is evident that increasing the number

of available models achieves a performance similar to that of experiment 1. When

comparing the mAP in table 6.3 to the mAP from experiment 1 (table 6.1) and the

mAP of the 20k model of 20.54%, it is apparent that the increase in the number of

available models introduces a bit of noise. Most notable is the noise in the beginning of

the predictions where the CSD has to establish a base performance for multiple models.

mAP [%]
τ
20

ε 0.5 14.95

Table 6.3: mAP results for experiment 3

The switching phases visible around both the 500 and the 1500 mark in figure 6.5, do

not seem to cause any notable performance hits. This showcases the CSD’s ability to

accurately select well performing models. However, as the 10person500 and 6person500

models both perform quite well on pedestrian predictions, the CSD incidentally selects

the 6person500 model and sticks with it. This is unfortunate as it is likely that the

performance of the 10person500 model would be superior due to its heavier bias.

Having two truck classifiers in the model pool of the CSD causes switching in both of

the truck distributions (the 500 images at the beginning and the 500 images at the end).

As both models perform rather well on truck images, the sudden drop in performance

from one causes the CSD to switch to the other truck classifier, and the noise at both

the 250 and the 1700 mark causes some performance loss in the overall mAP.
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Lastly, part of the performance drop stems from the reduced performance of the indi-

vidual models, simply due to the fact that they are trained on smaller datasets (500

images, compared to 1000 images in experiment 1). However, by halving the training

sets, the CSD sees a drop in performance of only 21%, emphasizing the CSDs ability to

utilize the strengths of individually weak models.

Figure 6.5: Experiment 3 Policy & Reward

6.4.4 Experiment 4: 2 models, changing the window size

Enabled classes: Car, truck, person.

Setup After testing different CSD configurations, the following 2 experiments look

at the effect of changing the hyper-parameters (τ and ε). Using the same models and

dataset distribution found in experiment 1, experiment 4 looks at both increasing and

decreasing the window size of the Sliding-Window UCB (SW-UCB) policy. By doing so

the goal is to establish how the change in window size affects the CSD’s performance.
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In order to assess how both widening and narrowing the window size affects performance,

the experiment is run with a window size of 200 (10x baseline) and 5 (1/4th of the

baseline).

Hypothesis By increasing the window size, the CSD is expected to retain perfor-

mance scores longer, leading to slower switching between different models, and perhaps

a more stable model selection.

Contrarily, the narrower window should cause faster switching and potentially more

noisy performance. The narrower window should also increase the frequency at which

the CSD explores new models and picks up previously under-performing models.

Results Table 6.4 shows the mAP for the two experiments. There is a rather steep

drop in performance, compared to both experiment 1 and experiment 3, which were run

on the same image distributions.

mAP [%]
τ

5 200

ε 0.5 4.84 8.44

Table 6.4: mAP results for experiment 4

Reducing the window size, the resulting plot seen in figure 6.6, causes the CSD’s memory

to vanish quicker, causing abrupt switching when consecutive performance drops occur.

This results in noisy performance on the first 500 images, but most importantly, it causes

a drop in the policy score of the 4truck1k model, preventing the model from being picked

up in the last 500 images. Evident around the 1500 mark, the 8person1k model sees a

drop in performance, but due to the narrow window the drop is not enough to cause the

CSD to explore other models.

On the other hand increasing the window size causes a significant performance boost,

with a 75% higher mAP score compared to the window size reduction, shown in table

6.4. However, compared to the results in experiment 1 this is again rather low. Evident

in the resulting plot, shown in figure 6.7, the wider window causes very noisy switching

conditions, seen around the 500 mark. This stems from the CSD attempting to exploit

the 4truck1k model. The poor performance can be observed in the F1 score of the

4truck1k model around the 650, 750 and the 1000 marks.
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Interestingly the switching around the 1500 mark causes little noise, largely due to the

8person1k model’s terrible performance detecting trucks.

Figure 6.6: Experiment 4 Policy & Reward - tau 5

Figure 6.7: Experiment 4 Policy & Reward - tau 200
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6.4.5 Experiment 5: 2 models, changing the discounting factor

Enabled classes: Car, truck, person.

Setup Similar to the test setup in experiment 4, this experiment explores how the

change in the discounting factor (ε) affects the decisions made by the CSD. The dataset

distribution and models remain the same as in experiment 1, 3, and 4.

In order to test both positive and negative changes in discounting factors, the experiment

is tested on ε values of 5 (10x baseline) and 0.05 (1/10th of the baseline).

Hypothesis By changing the discounting factor the rate at which the CSD punishes

suddenly poor performing models, should change. Decreasing the discounting factor (to

0.05) should lead to the CSD picking up a new model after less of a decline in the policy

reward, and increasing the discounting factor (to 5) should lead to a more stable model

selection.

Extending on that, using a discounting factor that is too low encourages more exploration

and could cause a performance loss as it discards models too quickly after observing only

a few poor predictions. Subsequently, using a too high discounting factor encourages

more exploitation and could similarly cause performance loss by allowing previously

good performers to continue to make their best effort predictions.

Results Shown in figure 6.8, the increased discounting factor causes a drop in the

policy reward from the 500 mark, to around 1100. The slightly lower policy reward makes

it evident that the CSD allows the 4truck1k to perform poorly due to its previously good

performance. It is not until another performance dip that the 8person1k model is picked

up again. Apparent from the policy reward is the 8person1k model’s ability to perform

truck predictions, as the switch around the 1500 mark happens almost immediately.

This is due to the fact that the 4truck1k model is decent at predicting pedestrians, but

the 8person1k is struggling when it comes to predicting trucks. This is not surprising as

there are more images containing pedestrians than trucks in the BDD dataset, making

it easier to train a model on images with pedestrians and without trucks, but difficult

to train a model on trucks without any pedestrians.
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The resulting mAP scores can be seen in table 6.5, reaching a similar performance to

the one seen in experiment 3. Comparing this to the results from experiment 4, shown

in table 6.4, emphasizes the importance of selecting the appropriate window size, in

accordance with the underlying dataset.

mAP [%]
τ
20

ε
0.05 14.25

5 13.08

Table 6.5: mAP results for experiment 5

Figure 6.9 demonstrates a lower discounting factor, and the overall performance of the

CSD. An interesting point to be made here is the drawn out switching happening around

the 500 mark. This could be due to the combination of the low discounting factor, and

the narrow window, making it difficult for the CSD to decisively pick up the 8person1k

model.

There is also a second performance anomaly around the 800 mark stemming from a

couple of bad predictions made by the 8person1k model. However, the performance of

the 4truck1k model is not as good as previously observed, and the CSD switches back

after about 100 iterations.

6.5 Wrap-up

Experiments 1 through 5 show how the training quality, class distributions, window

size, and discounting factor affect the Context-Sensitive Detector (CSD). Similar to the

results from the Ensemble Detector (ED) experiments, and supported by section 2.3, it

is evident that excluding certain classes has a positive effect on the performance of the

CSD.

The presented methodology displays robustness to the changing quality of the under-

lying models, with only a small performance drop observed between experiment 1 and

3. Experiments 4 and 5 showcase the importance of proper hyper-parameter tuning,

and how the balancing of exploration and exploitation remains an integral problem in

Reinforcement Learning (RL).
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Figure 6.8: Experiment 5 Policy & Reward - epsilon 0.05

Figure 6.9: Experiment 5 Policy & Reward - epsilon 5
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However, observations from experiment 1 present promising results regarding the ap-

plicability of context-sensitive decision-making in Deep Learning (DL). The findings in

this chapter also laid the foundation for an article written by the authors of the thesis,

further discussed in section 7.4, and presented in full in appendix C.

Challenges and ideas for improvement related to the CSD-approach are further explored

in section 7.3.



Chapter 7

Discussion and future work

Chapter 7 provides answers to the Research Question (RQ)s posed in section 1.2, and

presents afterthoughts on what could have been done differently, before suggesting ideas

for future work.

7.1 Answers to the research questions

7.1.1 RQ1 - Decentralized Artificial Intelligence

Question: What advantages and disadvantages does Decentralized Artificial Intelli-

gence (DzAI) bring to autonomous driving?

Described in chapter 4, there are multiple approaches to Decentralized Artificial Intelli-

gence (DzAI). The applicability and viability of these approaches are discussed in depth

in their respective sections (sec. 7.1.2 and 7.1.3).

The ongoing race towards fully autonomous vehicles is driven by large technology com-

panies like Tesla, and Waymo. At the core of their dominance is their access to large

amounts of image and sensor data, having driven millions of miles. In the Deep Learn-

ing (DL) field, the more data companies are able to gather, the more likely they are

to prevail. The methods proposed in this thesis present alternative approaches to the

acquisition and treatment of image data related to autonomous driving, through the use

of a Decentralized Autonomous Driving (DzAD) network. The presented DzAD network

makes more models, and by extension data, available. Not only does the amount of data
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available increase, a decentralized network also makes it possible for drivers all over the

world to participate, resulting in more diverse data. Finally, the increased availabil-

ity of data can help smaller companies, researchers and other participants with limited

resources join the race.

Privacy is one of the other major benefits achieved through the DzAD network. When

training is performed locally (on the edge), without the data leaving the source, and

only the models are transmitted over the network, little to no residual information can

be traced back to the source. By not being asked to directly share private information

related to their driving habits, the willingness of the public to participate increases,

supported by the results of the survey presented in section 2.4.

However, a drawback of training models on small, distributed datasets is the loss of

accuracy. Due to the potential implications of an AI making bad decisions while con-

trolling a vehicle, this is of the utmost importance. The benefits of increased privacy are

easily negated by the potential loss of lives, injuries and harm to infrastructure. Section

7.3 proposes solutions to some of these problems, and how to make DzAI viable in real

world applications.

7.1.2 RQ2 - Ensemble Detector

Question: Can a collection of weak Deep Learning (DL) object detectors be combined

to perform as well as, or better than, a strong DL object detector?

Weak models can be combined in many ways to increase their collective performance.

Chapter 4.1.2 describes an Ensemble Detector (ED) as one possible technique for com-

bining a collection of models. The ED fuses the strengths of multiple models by per-

forming Weighted Majority Voting (WMV) on a per-object basis. Chapter 5 describes 4

experiments that explore the performance of such a technique in different scenarios, and

whether parameters can be tuned to achieve performance similar to that of a centralized

approach.

The results show that the centralized approach still outperforms the decentralized ap-

proach in terms of mean Average Precision (mAP). The ED fails to achieve the same

level of accuracy as the baseline model. Additionally it was evident that the quality of

the training of the weak models had a great effect on their, and by extension the ED’s,
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performance. Decentralized Autonomous Driving (DzAD) revolves around using small

amounts of data from many different sources, which limits the training of the models.

Based on the results from the survey described in section 2.4, the average person is

hesitant to spend a lot of time to annotate and label images captured while driving.

Experiment 3 in section 5.4.3 indicates that a model needs to be trained on at least

1000 images to be able to perform decently. Based on the payment expected by the

participants (sec. 2.4), it is unlikely that enough participants will be willing to annotate

enough training images for a feasible price. The price is important because there are

several existing, centralized solutions for collecting annotated data for Computer Vision

(CV), like Mighty AI [57] or Amazon Mechanical Turk [58]. Both of these services use

real people to annotate images for use in CV.

The experiments show that the ED is unable to compete with the baseline model on

performance, and the price people are willing to accept for annotating images is rather

high, based on the survey. Thus the conclusion is that a DzAD solution using the ED is

not suitable to compete with centralized solutions currently available, at least without

additional experimentation and tuning.

However, a decentralized approach brings other advantages, and could be utilized in a

hybrid approach with the current centralized solutions. While the datasets that par-

ticipants in the DzAD network are expected to provide are too small to be able to

train accurate models, they can be used in order to create more diverse models. The

vast amount of training data gathered for self-driving cars today is gathered in the

United States (US) [36]. Traffic in a country like Norway is very different, in terms of

landscape, road design, lane structure, sign layouts etc. A hybrid approach could be

developed where diverse data is gathered from cars all over the world, annotated and

labeled by services like Mighty AI and Amazon Mechanical Turk, and used to train

centralized models.

7.1.3 RQ3 - Context-Sensitive Detector

Question: Can detection and exploitation of bias in weak Deep Learning (DL) object

detectors, in a context-dependent environment, outperform strong context-agnostic DL

object detectors?
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The results from the experiments in chapter 6 show the usefulness of being able to select

the best performing Machine Learning (ML) models, based on context. However, as

demonstrated by the experiments, the degree of usefulness in terms of performance, is

highly dependent on the underlying context and hyper-parameter tuning.

The results from experiment 1, which shows the CSD functioning optimally, show how

weaker models can be combined in order to reach performance on-par with, and some-

times even better than, the 20k baseline model. However, the overall performance loss

experienced in the switching phases makes the overall performance slightly worse than

that of the baseline model. This is even more evident when the underlying context is

hard to distinguish, as seen in experiment 2.

Context is very important in human decision-making. Subconscious decisions are con-

stantly made, based on the context the decision is made in. The CSD-approach mixes

computers’ and humans’ decision making processes. The method displays potential in

making context dependent decisions using local experts, rather than striving for a global

expert.

The CSD-approach shows potential, and ideas for improvements are introduced and

discussed in section 7.3. Even with little effort in optimizing for performance, the CSD-

approach achieves speed comparable to that of the You Only Look Once (YOLO) net-

work, running at about 15 FPS on a Pascal GTX 1080 GPU. However, there are some

caveats, such as the importance of selecting sufficiently distinguishable features in order

to make the different distributions discoverable.

7.2 Challenges

A repeated topic throughout the thesis is the YOLO network’s struggle to detect smaller

objects. Many of the images in the Berkeley DeepDrive (BDD) dataset contain complex

collections of objects, as depicted in figure 7.1. Some of the objects are inherently

small and difficult to detect, like signs and traffic lights. Other objects are far away,

appearing small, making abstractions very hard for the model. For instance, the car in

the far distance in the middle of the image in figure 7.1 is rather similar to a traffic light.
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Figure 7.1: Ground truth for an image from the BDD dataset

The true ramifications of this fact were first discovered at the experimentation stage, at

which point adjustments were made, as explained in the experiment chapters. Ideally

this would have been caught earlier, allowing for the selection of a different, simpler

dataset, or a more appropriate CNN architecture. This would likely yield better overall

mAP scores throughout the experiments.

A different approach to this could be to rate or filter the objects based on a distance met-

ric. By removing, or reducing the importance of, objects more than a set distance away

(perhaps based on the current speed of the car), the mAP of the models is hypothesized

to improve significantly.

At the same time, the challenges accurately depict the complexity of the task. Real-time

object detection remains the focal point for a lot of large tech companies, signifying its

intricacies.

7.3 Future work

Following the answers to the research questions and the subsequent challenges, it is evi-

dent that the methodologies show promise, however there is room for improvement. The

following sections examine different ideas for the continued exploration of the approaches

proposed in this thesis.
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7.3.1 Complete network training

The Convolutional Neural Network (CNN)s used in this thesis use pre-trained weights

and transfer learning to only tune the weights of the last 2 layers of the network. This

reduces the training time significantly, enabling training of a large number of models

with different parameters and configurations, facilitating rapid prototyping. The models

served their purpose perfectly by allowing many experiments to be performed, revealing

trends and guiding future experiments. Training the entire network from scratch could

have increased the performance of the models, but requires more time and resources

allocated to the training process.

7.3.2 Reinforcement Learning

Building on the promising results from the CSD experiments, a more dynamic approach

to hyper-parameter tuning could be a promising step forward. Building a Deep Rein-

forcement Learning (DRL) network [59] can provide additional flexibility to the CSD.

Using a modern approach to Q-learning, Deep Double Q-learning [60] can enable a more

dynamic rate of adaptation, by allowing the network to learn a new model selection

policy, rather than using a hyper-parameter tuned, pre-defined policy.

7.3.3 Distribution selection

The experiments run in chapter 6 make it clear that there is a significant performance

difference between the easily distinguishable objects (experiment 1), and the not so

easily distinguishable ones (experiment 2). Not only does the mAP score overall take a

solid hit, but the model selection performed by the CSD becomes poorer. As such the

use of sufficiently distinguishable contextual identifiers cannot be understated.

Because of this, the exploration of different labels as the distinguishable factor is pro-

posed as future research. Rather than using the classes directly as the deciding contex-

tual metric, a proposed solution would be the use of meta-information, also present in

the BDD dataset: weather, scene, and time of day. This could prove to be a better fac-

tor for determining the contextual performance of the underlying models. They would

then be trained with this in mind, with models specialized for snowy, windy, and foggy

conditions, to name a few.
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All the dataset’s available attributes can be seen in appendix B.

7.3.4 A combined approach

The experiments in chapter 5 show the potential in combining multiple models in order

to improve their collective performance. Chapter 6 on the other hand, shows the poten-

tial in using multiple, specialized models in order to improve performance by allowing

context-aware overfitting, and selecting models accordingly.

By combining the two approaches, creating one model that is able to generalize well

over most driving scenarios, and using a CSD-approach to perform context-based model

selection, the performance loss experienced while switching between models could be

reduced. An approach like this could allow even more specialized models, potentially

increasing performance.

7.3.5 Alternative ensemble learning methods

The Ensemble Detector (ED) used in the thesis uses Weighted Majority Voting (WMV)

to combine the predictions of the models in the ensemble. Described in more detail in

section 4.1.3, the detector performs WMV on each predicted object in the image, using

the confidence scores as the weights. To alleviate some of the issues discovered in the

experiments, alternative approaches can be explored. In their paper on R-FCN Object

Detection Ensemble based on Object Resolution and Image Quality, Rasmussen, Nasrol-

lahi and Moeslund describe a way to perform weighted averaging where the weights are

distributed evenly across 5 different types of factors [61]. Examples of factors used in

Rasmussen’s paper include object color, texture, shape and size. For the task at hand

in this thesis, factors could include object shape and size to potentially mitigate some

of the problems involved with detecting distant and/or small objects.

Another technique to try is the regular Weighted Majority Algorithm (WMA), where

each model is given an initial weight (or 1 per class), and the ensemble is trained on

a training set where the models’ weights are decreased when they contribute to an

incorrect ensemble prediction. A challenge with this approach is that it is not trivial to

design a metric for deciding how much one model’s weight should be reduced compared
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to another’s, when the task is object detection rather than classification. Additionally,

experiments in [12] show little benefit of this approach.

Finally, performing complete network training as described in section 7.3.1 is another

option that is likely to boost the performance of any ensemble approach.

7.4 Article

Based on the promising results from the experiments in chapter 6, an article was writ-

ten. It presents the usage of a Context-Sensitive Detector (CSD)-approach to perform

contextual model selection in Computer Vision (CV), and can be found in its entirety

in appendix C.

The article was submitted to the ICoIAS 2019 conference [62] on January 5th, and was

accepted for publication.



Appendix A

Survey

A.1 Survey questions

1. Are you familiar with the concept of self-driving cars?

2. For the right compensation, would you be open to mounting a (free) camera on

your car, that takes pictures at regular intervals and anonymously shares them

with self-driving car companies?

3. For which price, per hour of driving, would you be willing to perform this service?

4. These pictures are more valuable if they are labeled. For which price, per picture,

would you be willing to label the pictures taken by the camera on your car? Assume

that labeling one picture takes between 1 and 2 minutes.

5. In light of your answers to the questions above, how much time a week would

you be willing to spend labeling the pictures? Assume that you have access to an

easy-to-use labeling tool.

6. Even though we claim that the data will be anonymous, would you be worried

that it can be linked to you personally?

7. Would you be worried that by sharing your data, you could risk getting punished

for driving too fast, driving illegal routes etc.?

8. How old are you?
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A.2 Survey results

Figure A.1: Question 1.

Figure A.2: Question 2.
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Figure A.3: Question 3.

Figure A.4: Question 4.
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Figure A.5: Question 5.

Figure A.6: Question 6.
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Figure A.7: Question 7.

Figure A.8: Question 8.



Appendix B

Berkeley DeepDrive

B.1 Label format

- name: string

- url: string

- videoName: string (optional)

- attributes:

- weather: "rainy|snowy|clear|overcast|undefined|partly cloudy|foggy"

- scene: "tunnel|residential|parking lot|undefined|city street|gas stations

|highway|"

- timeofday: "daytime|night|dawn/dusk|undefined"

- intrinsics

- focal: [x, y]

- center: [x, y]

- nearClip:

- extrinsics

- location

- rotation

- timestamp: int64 (epoch time ms)

- index: int (optional, frame index in this video)

- labels [ ]:

- id: int32

- category: string (classification)
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- manualShape: boolean (whether the shape of the label is

created or modified manually)

- manualAttributes: boolean (whether the attribute of the label is

created or modified manually)

- attributes:

- occluded: boolean

- truncated: boolean

- trafficLightColor: "red|green|yellow|none"

- areaType: "direct | alternative" (for driving area)

- laneDirection: "parallel|vertical" (for lanes)

- laneStyle: "solid | dashed" (for lanes)

- laneTypes: (for lanes)

- box2d:

- x1: float

- y1: float

- x2: float

- y2: float

- box3d:

- alpha: (observation angle if there is a 2D view)

- orientation: (3D orientation of the bounding box, used for 3D point

cloud annotation)

- location: (3D point, x, y, z, center of the box)

- dimension: (3D point, height, width, length)

- poly2d: an array of objects, with the structure

- vertices: [][]float (list of 2-tuples [x, y])

- types: string (each character corresponds to the type of the

vertex with the same index in vertices. ‘L’ for vertex and ‘C’

for control point of a bezier curve.

- closed: boolean (closed for polygon and otherwise for path)



Appendix C

Article

The following article was submitted to the ICoIAS 2019 conference [62] on January 5th,

and was accepted for publication.
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Abstract— Autonomous vehicles are improving at a rapid
pace, caused by numerous technology companies joining the
race. However, current approaches rely on centrally trained
models, which has some limitations. Gathering diverse data
from different areas like urban cities or rural towns, ideally
from different countries, is expensive and difficult, even for
large tech companies like Google and Tesla. This results in
large amounts of training data for self-driving cars being
recorded primarily in sunny climates on the United States’ west
coast, on wide, multi-lane roads, with a specific sign scheme.
However, with advances in the field of Internet of Things, an
increasing rate of diverse, distributed data is available. Paired
with the implementation of the European Union’s General Data
Protection Regulation granting people ownership of their own
data, and the right to share it as they like, a decentralized
approach can make more diverse training data available to
train models for autonomous vehicles. This paper proposes a
new paradigm for how data is gathered for object detectors,
and how they are distributed and applied in self-driving cars.
We describe a decentralized network where the edges of the
network are used to gather data from individual participants,
and also to train the models locally. The models will be biased
based on the context they were trained with, like urban areas
with many pedestrians, or rural areas with many truck. An
autonomous vehicle on the network can choose the best detector
for the current context it find itself in, using a context-aware
reinforcement learning approach named a Context-Sensitive
Detector. The method allows for rapid switching between
models, in a constantly changing environment, and has been
tested on images from the Berkeley DeepDrive dataset, showing
promising results.

Keywords; decentralized artificial intelligence, autonomous
driving, convolutional neural networks.

I. INTRODUCTION

Conventional Artificial Intelligence (AI) follows a central-
ized distribution pattern where one organization is in charge
of all the steps of the Machine Learning (ML) process.
Contrasting that is Decentralized AI (DzAI), where learning
is a collaborative solution solved by a distributed group of

participants. It is important to distinguish DzAI to distributed
AI (DAI). In DAI agents work together to accomplish a
global task, whereas in DzAI they collaborate in order to
achieve their own task.

The notion of DzAI is nothing new [1], but has regained
traction in the last couple of years. Centralized AI, especially
in the context of autonomous driving, suffers from multiple
problems in its current state:

• Most large companies working on autonomous driving
technology gather their data close to their own head-
quarters, usually on the west coast of the U.S. This
does not result in diverse data.

• Lack of trust as seen in the recent uproar concerning the
political influence of tech giants like Facebook, Google,
and Amazon. This is largely related to the lack of
transparency regarding the nature, quantity and security
of data that these companies gather.

• Also suffering is the price/availability ratio of AI. With
great potential benefits for businesses, the demand for
good datasets, and engineers to work with them, is
in high demand. Unfortunately this demand outstrips
the supply [2], and as such state-of-the-art AI is only
available to larger, resourceful companies with rich
datasets.

The implementation of the European Union (EU)’s General
Data Protection Regulation (GDPR) [3] granted people ac-
cess to their own data. However, there are currently no viable
options for utilizing these small individual datasets without
sacrificing privacy, and as such the power of information
still lies with the big companies, rather than the consumers.
Combined with advances in the field of Internet of Things
(IoT) the amount of distributed data is growing at an in-
creasing rate, but lacking of any mechanisms to protect the
interests of the owners of this information. In order to assess



people’s willingness to participate in a decentralized network
sharing such data we ran a survey. The survey was published
on the campus of the Norwegian University of Science and
Technology (NTNU) and online on forums related to ML
and data gathering. It received a total of 791 responses, the
majority of which were from people between the ages of 18
and 30 years old. Just under 90% of the participants said that
they would be willing to gather and share images from their
driving to improve self-driving cars, for the right price. Of
these 90%, about 60% indicated that would be worried about
their privacy when sharing such data, even though they were
still willing to share it.

This paper proposes a new paradigm for the data gathering
for AI models, and how they can be used by autonomous
vehicles in a decentralized network. Not only is data gathered
at the edge of the network, the models are trained there
as well. The agents in the network proposed in this paper
are Deep Learning (DL) models trained to perform object
detection in images, for use in autonomous driving. The
images might include multiple objects of different classes,
like car, person or traffic light.

The object detectors in the network are trained by in-
dividual users, and will be biased based on the context
they are trained in. In other words, an agent who gathers
data in an urban environment will train a model that is
better at detecting persons than trucks. Autonomous vehi-
cles in the network can choose the best detector available
for its current environment, e.g. a city centre, or a rural
highway. To make this choice we propose an approach
based on context-awareness, using reinforcement learning.
The approach is called a Context-Sensitive Detector (CSD),
and allows rapid switching between models, in a constantly
changing environment. By understanding the performance of
the models comprising the CSD, the model with the current
best performance can be selected and exploited. Section
V shows experiments run with the CSD on the Berkeley
DeepDrive (BDD) dataset [4], with promising results.

II. DECENTRALIZED AUTONOMOUS DRIVING

A. Advantages and disadvantages

Like any other AI method, DzAI in autonomous vehicles
has both advantages and disadvantages. It is important to
assemble a list of these pros and cons, and map how they
might influence the practical viability of such a system. The
possible advantages and disadvantages are too numerous to
feasibly explore in a single paper. Based on importance, a
select few have thus been chosen, described below.

Possible advantages of DzAI in autonomous vehicles:
• Improved preservation of privacy. With the intro-

duction of GDPR, people will have stronger rights to
their data, and can be encouraged or incentivized to
share it. Transmitting encrypted and anonymous trained
models instead of raw data will reduce the risk of
theft and unauthorized eavesdropping. Not transmitting
raw data greatly reduces the risk of exposing sensitive
information, which in turn will increase the likelihood
of data owners being willing to share their data.

• Greater data diversity. With improved preservation
of privacy leading to more sharing of data, this data
will likely come from more diverse locations and envi-
ronments as well, increasing both the quantity and the
quality. This is important for any AI problem, but even
more so for self-driving car models. As can be seen in
section IV, the context that models are trained with has
a great say in how they perform in different scenarios.
Gathering data, and by extension models, from diverse
areas will allow a DzAI network to perform well in a
range of different scenarios.

Possible disadvantages of DzAI in autonomous vehicles:
• Worse accuracy. Depending on the model of assembly,

the accuracy of the combined model might be worse
than that of a single model trained on all of the
training data at once. Section IV shows the results from
experiments on how to choose the most optimal model
in a given situation.

• Labeling. Object detectors are usually used in super-
vised learning. If the data for the locally trained models
is to be sourced from individual users, someone needs
to do the labeling. If this responsibility is to be put on
the users, the process of labeling must be really simple,
efficient and user friendly, and the individual models
must require rather small amounts of data.

B. Architecture

The DzAI network proposed in this paper is envisioned to
connect participants directly, with no need for a middleman,
as indicated by figure 1. The network relies on individual
users contributing by:

• Gathering driving data by mounting a camera or similar
to their car.

• Training models locally using the gathered data. This
step is explained more thoroughly in section II-C.

• Distributing these trained models to the rest of the
network.

Once models are available on the network, autonomous
vehicles also connected to the network can use our proposed
approach for combining the models and choose the best
performing one in each scenario. This process is described
briefly in section II-D and more thoroughly in section IV-C.

C. Training

Every participant in the network trains their object de-
tectors locally, with no data leaving their devices. Since
object detection is a type of supervised learning, the data
needs to be labelled after it has been gathered. This involves
annotating the different objects in the images: drawing
bounding boxes around the objects, and indicating their class.
Since the raw data is only to be kept locally, the user needs
to able to perform this task on their own. A simple tool
like www.scalabel.ai [5], developed by the creators of the
Berkeley DeepDrive dataset, is suitable for such a task. The
survey described in section I found that many people were



willing to gather and share raw images from their driving
for a low fee (from $3 / hour to below $1 / hour of driving).
However, the survey respondents demanded much higher
compensation for the task of annotating the images gathered,
but that participants were willing to spend up to an hour or
more per week on the task. The conclusion is that the size of
the model training sets needs to be kept as small as possible,
to avoid being too time consuming (and therefore expensive)
to annotate.

D. Utilization

Finally, when the DzAI network contains multiple models
trained on diverse, biased data, they are available to be uti-
lized by autonomous vehicles on the network. We present an
approach for combining trained models in order to increase
their collective accuracy, using Context-Sensitive Detectors
(CSD). The CSD-approach is a reinforcement learning (RL)
technique, known as the Multi-Armed Bandit (MAB)[6]. Its
goal is to discover the best performing model and exploit that
model while it’s performing well. This way a self-driving
car is able to rapidly switch between models in the network,
based on the environment it is driving in. When switching
environments, e.g. driving out of the city into a rural area, the
CSD will discover a change in the environment, and switch
to a more suitable detetor. A more detailed explanation of
the CSD can be found in section IV-C.

III. RELATED WORK

Existing approaches to DzAI tackle different aspects of
the decentralization process. Projects like Ocean [7] and
Datum [8] are trying to create a marketplace for sharing
data in a decentralized fashion. OpenMined [9] wants wants
to decentralize AI by bringing the models to each participant
in a network, allowing them to train the models locally while
keeping the data on the device. Homomorphic encryption
[10] of the models allows users of OpenMined’s network to
share their models with no risk of theft. SingularityNET [11]
is a decentralized AI network currently under development
that aims to let anyone create, share and monetize AI
services.

This paper presents a different paradigm, where privacy is
an inherent attribute of the collaboration process. Similar to
OpenMined, this paper describes an approach where training

Fig. 1. Decentralized AI; models are traded on the network

is performed locally at the edges of the network, without
the training data ever leaving the source. But instead of
further training a previously created model, our proposed
solution creates individual models at the data sources, that are
then combined into Context-Sensitive Detectors, explained in
more detail in section IV-C.

Google’s subsidiary company Waymo, representing the
centralized approach, has been exceptional at gathering huge
amounts of sensor data with its self-driving cars, having
driven more than 9 million miles since the fleet started
operating in 2009 [12]. However, large portions of the data
gathered by Waymo and other large technology companies
have been recorded in sunny climates, on spacious highways
with multiple lanes, often unidirectional, i.e. not the most
challenging driving conditions. More data is still required for
further training and improvement of autonomous vehicles,
especially diverse data from cities in different countries, of
different sizes, with different sign schemes etc.

The most relevant related work is likely Google’s AI
division’s learning method federated learning, which is able
to perform collaborative ML without centralized training
data [13]. Google uses federated learning to enable smart
phones to keep all their training data on the device, and
simultaneously share the prediction models to collaboratively
learn and improve the model. After downloading the most
current model, the devices on the network learn using their
own local data and improve the model, before sharing the
summarized changes with the rest of the network. [14]. The
CSD proposed in this paper, however, gathers models trained
on the edges, and uses context to switch between them in
a rapidly changing environment. Google’s approach is more
suitable for a more constant environment.

IV. EXPERIMENT SETUP

In the following section we discuss the setup for the
experiments as they relate to our proposed approach. First
we’ll provide more details on the dataset utilized. Second
we present the underlying neural network architecture, and
lastly we look at the details on the proposed methodology
for combining networks.

A. Dataset

The dataset used in the experiments in this paper is
the BDD100k dataset provided by the Berkeley DeepDrive
project. Facilitated by the researchers’ own annotation tool-
ing, the dataset is comprised of over 100 000 videos with
diverse kinds of annotations including image level tagging,
object bounding boxes, driveable areas and lane markings.
The creators claim the dataset to be ”the largest available
dataset of annotated driving scenes”. Compared to existing
datasets used for driving image recognition benchmarks, it
allegedly covers more realistic driving scenarios and captures
more variation in appearance and pose configuration of
categories of interest. The dataset is thus considered more
challenging than existing sets.

The foundation of the dataset is a collection of 100
000 video clips (1.8 Terabyte (TB)) captured by the front



Fig. 2. One of the 100k images in the BDD dataset

facing camera of a car driving around the U.S. in diverse
conditions. From the video clips, 100 000 labeled key frame
images have been extracted from the videos at the 10th
second. From these key frame images, many attributes are
available, like segmentation maps of driveable areas, and
Global Positioning System (GPS) information. An example
image can be seen in figure 2. The experiments in this article
use the 100 000 labeled key frame images extracted from the
videos and their annotation fields, which describe the classes
of the objects detected in the image and their bounding
boxes, respectively. There are 10 different classes: Bus, traffic
light, traffic sign, person, bike, truck, motor, car, train, rider.

B. Computer Vision and Object Detection

Object detection is an important part of many autonomous
systems, like facial recognition, camera surveillance, and
self-driving cars. Recent years have seen an increase in the
utilization of deep neural networks for computer vision tasks,
mostly through the use of convolutional neural networks
(CNNs).

All of the models used in the experiments presented
in this paper were constructed based on the YOLOv9000
architecture [15]. With that in mind the methodology pre-
sented maintains the real-time object detection offered by
said architecture, which is essential for time sensitive tasks
like driving.

As this paper conveys a proof-of-concept, the YOLO
models were initialized with a pre-trained set of weights, and
only the last two layers were trained on the BDD dataset,
using transfer learning. As such the accuracy presented in
this paper is not comparable with state-of-the-art approaches,
but only used for comparison against a baseline model
trained on 20.000 images over 15 epochs.

C. Combining neural networks

Next we present an approach for combining trained models
in order to increase accuracy.

Context-Sensitive Detector (CSD): The CSD-approach
is a reinforcement learning (RL) technique, known as the
Multi-Armed Bandit (MAB). Its goal is to discover the
best performing model and exploit that model while it’s
performing well. To model the environment we use the
notation SA to indicate the types of objects observed in

location A. As such a drive from location A (eg. the city),
through location B (eg. the countryside), and back to A again,
can be modelled as:

Scity → Scountryside → Scity (1)

The goal of the CSD is to balance exploration and ex-
ploitation. To do so the best performing model is chosen
using a policy. For the changing environment in eq. 1
the Sliding-Window Upper Confidence Bound (SW-UCB)
algorithm was used (eq. 2)[16]. This approach works for
an infinite horizon time series as it only retains the reward
metric for a set number of predictions using a sliding
window.

x̄τ +B

√
ε ln (t ∧ τ)

nτ
(2)

Here x̄τ is the average score over the last τ observations.
B is the expected maximum score. The discounting factor
ε is used for punishing suddenly poorly performing models,
and τ is the window size. The term t ∧ τ is the minimum
of the two. Lastly nτ is the number of times the model was
used during the last τ observations.

The CSD experiments in the experiments section (sec.
V) explores how the two hyper parameters; the discounting
factor (ε) and the window size (τ ) affects the performance
of the policy.

As the purpose of the experiments is to compare the SW-
UCB performance to the baseline model, we use an F1-score
(eq. 3) as the scoring measure. There exists scoring mech-
anisms that only rely on the models’ own perceived score
which would be more suitable for a production scenario.
However, this falls outside the scope of the experiments and
would require additional tuning.

F1 = 2 · precision · recall
precision+ recall

(3)

V. EXPERIMENT RESULTS

The CSD experiments present the mAP performance for
different approaches, but more importantly present the under-
lying decision process, which is important for the conclusion
and future work section.

To assess the viability of doing context-dependent selec-
tion of deep learning models in real time, the experiments
in the following section were run with varying parameters,
as described below:

• Training quality, number of available models and num-
ber of object types needing to be predicted (eg. cars,
trucks, and pedestrians).

• Discounting factor (ε). The rate of which the CSD
discards suddenly poorly performing models. Higher
values should increase the rate of exploitation, and
lower values should increase the rate of exploration.

• Window size(τ ). The window of historical knowledge
the CSD retains about the previous performance of the
models. Increasing the window size should allow the



mAP [%] τ
5 20 200

ε
0.05 0.98 14.25 5.08
0.5 8.44 18.94 4.84
5 8.38 13.08 4.62

Fig. 3. mAP results for varying hyper parameters

CSD to use a larger portion of previous performance in
order to make decisions. However, using a too large
window will prevent the CSD from discovering the
changing context.

A. Distinguishable Context

In order to test the CSD’s ability to accurately select the
appropriate models based on context, the majority of the
experiments were tested on a distribution of images where
the context is clearly distinguishable. Almost every image
in the BDD-dataset contains cars and all the models trained
on images from this dataset all perform adequately when it
comes to car detections. By using images with pedestrians
and trucks we discovered there was a smaller overlap in
the selected images, and such these two labels were used
to simulate an easily distinguishable context

The experiments were run on a distribution of images
simulating a drive by varying the type of objects appearing
at different time steps. In order to test the detector’s ability
to both detect new contexts, and re-discover previously de-
tected contexts, the experiments are run on the environment
described in eq. 4.

S4truck500 → S8pedestrian1k → S4truck500 (4)

Here the numbers (500 and 1000 respectively) refer to the
number of images, and the types (4truck and 8pedestrian)
refers to the bias of the images. In other words the environ-
ment consist of 500 images with four or more trucks, 1000
images with 8 or more pedestrians, and lastly 500 images
(different from the first 500) with four or more trucks.

The underlying models are trained on similarly biased
images. The first model is trained on a dataset consisting
on 1000 images containing 3 or more trucks, trained for 15
epochs. The second model is trained on a different dataset
containing 1000 images containing 10 or more pedestrians,
again trained for 15 epochs.

In table 3 the result of varying the hyper parameters
ε and τ , can be seen. Comparatively the 20k baseline
model (trained on 20k images containing cars, trucks and
pedestrians for 15 epochs) achieves an mAP of about 21%
on the same dataset.

Figure 6 shows the score and policy reward plotted against
the distribution of images. Along with the F1-score the
performance of the 20k baseline model is plotted as the
dotted line. There are a couple of performance drops in the
CSD around both the 500 and the 1500 marks. These drops
stem from the switching between the two distributions and
the CSD quickly picks up the other model. Also interesting
is the drop around the 250-mark. This is likely due to a

Fig. 4. Predictions for the 4truck1k model

couple consecutive images with challenging objects, making
the CSD uncertain about the performance of the truck-model.
After a couple of predictions using the pedestrian-model the
CSD quickly corrects the reward (seen in the topmost plot)
and switches back to the truck-model.

The predictions for an image done by the CSD can be seen
in figure 4. It accurately uses the 4truck1k model to perform
the prediction, as there are 3 trucks in the image (two of
which are correctly classified). The image also showcase the
complexity of performing good predictions on a given image,
given the number of trucks, cars, and pedestrians.

B. Indistinguishable Context

In order to test the CSD’s performance when the context
is not easily distinguishable, the detector were also run
on a distribution containing 500 images of each label in
succession.

Table 5 showcases the mAP performance of the CSD
where all classes in the BDD dataset are used. Comparatively
the 20k baseline model on said dataset achieves a score
of roughly 8%, also implying that the detection of some
of the objects are harder than others. It is apparent from
the results that the CSD struggles when the underlying
context is insufficiently distinguishable. This is also one of
the shortcomings of using the F1 score as the underlying
performance metric, as the number of predicted objects plays
an important role in the calculation. The score is oblivious
to whether the model predicts 5/5 cars and 0/10 traffic lights
even in an environment where traffic lights are the contextual
differing factor.

C. Performance

Essential to the YOLO-architecture approach is its real-
time performance. The methodology presented manages to
maintain about 15 Frames-Per-Second on a Pascal GTX 1080
Graphics Processing Unit (GPU). With its pre-tuning the
overhead of the CSD-policy itself is minuscule, and most

mAP [%] τ
20

ε 0.05 4.85

Fig. 5. mAP results for an insufficiently distinguishable scan area



of the added time comes from the F1-score calculations. It
is therefore to be expected that a different scoring metric
could see a significant drop in processing time.

VI. CONCLUSION AND FUTURE WORK

The CSD approach shows promise when the underlying
contexts are easily distinguishable from one another. How-
ever, the experiment presented in table 5 showcases one of
the shortcomings of the CSD-approach, as it takes a big
performance hit when the contexts are harder to detect and
exploit.

When using the approach proposed in this paper it is
evident, even from the relatively few number of experiments,
that the hyper parameters need to be tuned in accordance
to the underlying context. With basis in this, we propose
a different approach to the policy determination, proposed
below. Nonetheless, with adequate tuning of the parameters,
the CSD containing two models trained on 1.000 images
each, almost reaches the same mAP as the model trained on
20.000 images.

In order to improve the adaptability of the CSD, a Deep
Reinforcement Learning Network[17] could prove to be a
viable approach. Rather than using a pre-defined policy, a
policy could be learned using Q-learning. This could allow
for more flexibility and rate of adaptation compared to the
hyper parameter tuning explored in this paper.

However to fully take advantage of the presented method-
ology we propose an approach more similar to federated
learning. By combining a static model with the dynamic
models from the CSD, we expect to see less of a performance
drop in the switching phases, and allow the dynamic models
to do regional overfitting on the static model. By doing
contextual overfitting we expect to see a performance boost
even in challenging environments, where the most common
approach in Deep Learning is to throw more and more data
at the problem, in order to teach the model about special
edge cases.
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