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Summary

Today, typical maintenance strategies on air compressor systems depend on doing scheduled mainte-

nance actions based on experience, and repairs after failure. The overall goal of this thesis is to explore

prognostics and health management (PHM) for air compressors based on deep learning techniques. It

is researched in order to see the potential of replacing traditional maintenance strategies with modern

predictive maintenance that can capture the actual condition of an air compressor. Three important

features in such a system are investigated. First, anomaly detection is investigated to give a descriptive

measure of how much the system is deviating from normal operating condition. Second, diagnostics is

explored towards identifying faults and their severity. Finally, the topic of prognostics is investigated

to predict time until an air compressor fails to operate. Prognostics is also explored towards benefiting

from transfer learning and providing uncertainty bounds related to the predictions.

The case study on anomaly detection achieved promising results. Variational autoencoder (VAE) and

long short-term memory (LSTM) with encoder-decoder architecture were able to give insight into

how much the compressor deviated from expected behaviour. Both models were able to accurately

separate between normal and faulty conditions. A method was proposed to increase the transparency

of the anomaly detection approach. The results showed that each fault type followed a unique pattern

of sensor contribution. The method was able to capture this information and give an indication of

why the air compressor behaves unexpectedly. Diagnostics showed that feed-forward neural network

(FNN), LSTM, and convolutional neural network (CNN) were accurately able to identify both faults

and their severity. Predicting severity has the benefit of giving an earlier indication of potential faults.

It can, on the other hand, be challenging to obtain severity labels. This makes the traditional fault

identification approach more applicable. Results from prognostics proved that LSTM was the most

accurate in predicting when a compressor will fail. Although most of the predictions were accurate,

some predictions got too large errors. The concept of transfer learning in prognostics proved useful

and were able to improve the predictions. It also has the potential to reduce the number of needed

run-to-failure examples. A single-valued prediction can give an illusion of certainty. A data-driven

approach was proposed for including uncertainty bounds to the predictions. It contributed to more

realistic predictions.

The methods related to anomaly detection, diagnostics and prognostics that was investigated in this

thesis are useful features in a PHM system. Together these features can improve the current main-

tenance strategy on air compressors by allowing online monitoring of the condition of a system. The

suggested approaches have the potential to predict when a compressor will fail and why.
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Chapter 1

Introduction

In this chapter, the background and motivation for this thesis are introduced. Further, the scope and

objectives are stated and described. The chapter continues with information about a confidentiality

requirement from the collaborating company. Finally, the structure of the thesis and the remaining

chapters are described.

1.1 Background & motivation

Autonomous ships have in recent years received much attention in the maritime industry. The concept

of these ships is more than just autonomous navigation. It will also be important that systems and

equipment on board are operational and reliable [1]. In other words, if unmanned autonomous ships

will be a reality, they will be dependent on monitoring the condition of systems and predict when vital

equipment will fail [2]. This is necessary to plan maintenance to the best possible time, for instance,

when a ship is in port. Such requirements create a demand for suppliers of ship equipment such as

generators, propellers, and compressed air systems to improve their maintenance strategy.

Today, many industries, including the maritime sector follows traditional maintenance strategies such

as corrective maintenance (CM) and preventive maintenance (PM) [3]. These strategies are based on

doing maintenance after a system fails (CM) or doing periodic inspections and repairs to attempt to

keep the system in satisfactory operational condition (PM). Waiting until a system breaks down and

then do the repairs, is leading to unreliable systems with unexpected standstills. PM is a strategy

used to reduce the risk of unexpected failures and increase the life of systems based on experience and

expected life statistics [4]. Drawbacks with this approach are that in most cases, the condition of the

system is not taken into account. This can lead to using a lot of resources on changing parts that are

still in good condition or experience unexpected failures [5].

In maritime systems, failures often happen in a seemingly irregular pattern [6], which makes strategies

based only on PM unsuitable. An unexpected breakdown on a ship can be critical, especially with no

personnel on board. This means that CM is not applicable for equipment on unmanned autonomous

ships. A predictive maintenance (PdM) strategy is more appropriate, as it can be used to monitor the
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condition of equipment and predict when it will fail [1]. Prognostics and health management (PHM)

has proved itself to be a promising engineering discipline for obtaining a PdM strategy. It has shown

successful implementation in industries such as aerospace [7] and automotive [8]. In general, PHM

solutions are based on detecting faults, predicting failures, and providing decision support. It has the

ultimate goal of zero-downtime performance [9]. Such systems can contribute to economic benefits,

since maintenance is done when necessary, instead of before or after. Besides, it can increase reliability

and safety by reducing unexpected failures and standstills.

The idea of PdM and PHM is not new, research on these topics has been conducted for many years.

The focus has been on model-based and traditional data-driven approaches [10, 11], while in mod-

ern research, some of the focus has shifted towards machine learning (ML) and deep learning (DL)

techniques [12]. These approaches have shown promising results for detecting abnormal behaviour

(anomaly detection) [13], recognizing faults (diagnostics) [14] and predicting failures (prognostics)

[15].

Sperre Industri AS is a supplier of air compressor systems and they state that every fifth ship sails

with their products [16]. Today, they are following a PM strategy, which forces them to keep a large

inventory with necessary parts for up to 30 years old compressors. Their service concept promises

customers a replacement part within 48 hours, everywhere in the world. They are currently in the

process of developing a PHM system for their products. Having such a system can improve their

current maintenance strategy and contribute to better products, service, and customer support. The

thesis is carried out in collaboration with Sperre Industri AS and all experiments are conducted on

their air compressors.

The motivation for this thesis is based on two main aspects. The thesis will contribute towards

improving the currently used maintenance strategies on air compressors in general. This is relevant

to the future vision of unmanned autonomous ships since it aims to increase the reliability of vital

ship equipment. The second aspect is based on defining research towards DL for PHM. Traditional

methods are often application-dependent, due to manual work such as feature engineering [17]. DL

techniques are promising to overcome the limitations and lack of flexibility in the traditional methods

by being able to work with unlabelled and complex noisy real-world data [18].

1.2 Scope

The scope of the project is to explore DL techniques for PHM on air compressor systems. The

techniques are used to recognize patterns in data and contribute to determining the condition of the

system. Experiments are conducted on an air compressor from Sperre Industri AS, but the thesis

aims to provide suggestions on flexible methods to use in a PHM concept. The scope lay within the

boundaries of predictive maintenance (PdM), deep learning (DL) and air compressors as indicated in

figure 1.1.
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Figure 1.1: Venn diagram of the thesis scope

1.3 Objectives

According to Goebel [19], the field of PHM is concerned around doing a systematic assessment of a

system’s state of health. The overall goal and research questions of this thesis are therefore related to

exploring the three questions a PHM system should answer [19]. These questions are:

• Is everything going fine? (Anomaly detection)

• If not, what is wrong? (Diagnostics)

• If something is wrong, when are things going to break? (Prognostics)

The overall goal of this thesis:

Explore approaches on how DL can be used in a PHM solution to detect anomalous behaviour, identify

faults and predict future failures on air compressors.

The stated goal includes exploring if a PHM solution based on DL techniques can improve the current

maintenance strategy on air compressors. The central part revolves around exploring how DL can be

used for anomaly detection, diagnostics and prognostics. In this context, prognostics are predictions

of remaining useful life (RUL), while diagnostics are in terms of identifying potential faults. Anomaly

detection is to detect if the system is behaving anomalously or outside of normal operating condition.

The techniques should be implemented as a proof of concept to show that this is feasible on an air

compressor from Sperre Industri AS. In this thesis, the research questions (RQs) stated below are

investigated and answered.
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RQ1: How can DL be used to detect abnormal behavior in air compressor systems?

Detecting abnormal behaviour is strongly related to anomaly detection and determining if a system

is behaving as expected. In this thesis, it is investigated towards giving an anomaly score that can

describe how much the system is deviating from the normal condition. Usually, anomaly detection

algorithms are considered black boxes, only indicating that something is an anomaly, or not. The

thesis explores if the model can be made more transparent and assist in determining why the system

deviates from normal condition.

RQ2: How can DL be used to identify faults in air compressor systems?

Identifying faults is considered as a part of diagnostics in a PHM system. In this thesis, different DL

techniques are explored towards identifying faults on air compressors, and predicting their severity.

RQ3: How can DL be used to predict the remaining time until failure, and how to emphasize the

typical problem of few run-to-failure examples?

Predicting the remaining useful life (RUL) is considered an important part of PHM. Several DL

techniques and labelling approaches are compared. The typical problem of few run-to-failure examples

is also explored by using transfer learning. A single-valued RUL prediction can give an illusion of

certainty. A method for obtaining uncertainty bounds are explored for giving more realistic predictions.

RQ4: What are the advantages and disadvantages of using DL in a PHM system, and how does it

improve the current maintenance strategy on air compressors?

While the three first research questions are related to both research and practical experiments, the

fourth is related to the impacts of using DL for PHM. That means discussions about the advantages

and disadvantages, and how such a system can improve the current maintenance strategy on air com-

pressors. Several air compressor suppliers are investigated to get an overview of typical maintenance

strategies of such products.

1.4 Confidentiality requirements

This project is executed in collaboration with NTNU and Sperre Industri AS. For the collaboration to

take place, a non-disclosure agreement is signed to protect valuable information and domain-knowledge

within the company. Therefore the data used in this thesis cannot be fully disclosed. Section 4.2 will

explain some details about the data and how it is collected, but due to the non-disclosure agreement,

sensitive information is withheld from this thesis. In addition, the code developed during the thesis

cannot be disclosed.

The main impact of the confidentiality requirements is that the fault types and the time units of the

collected data could not be revealed. This is considered sensitive information from the company and
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of their best interest to keep undisclosed. The fault types have been referred to with only letters

to be able to separate them. It might have made it harder to relate to the thesis, but the analytic

foundation and results are not impacted. Ideally, disclosing the time units could make the thesis more

descriptive, but since the faults in the data are forced in an unnatural speed, it is irrelevant to include

the information. The time units can be considered as seconds, minutes, hours, or cycles.

1.5 Thesis structure

The layout of the thesis is as follows:

Chapter 2 - Theory: Describes relevant theory for this thesis. This includes theory about air

compressors, maintenance concepts, PHM and DL. The chapter explains the DL approaches that will

be used, in detail.

Chapter 3 - Related work: Explores research relevant to this thesis. The chapter gives a summary

of PHM with traditional methods, but also modern approaches for anomaly detection, diagnostics and

prognostics. An introduction to how maintenance is done on air compressors today is also presented.

Chapter 4 - Methodology: Presents the methodology used in this thesis. This includes data

collection, implementation details, and an overview of the three cases studied in this thesis. These

cases are anomaly detection, diagnostics and prognostics.

Chapter 5 - Case A: Anomaly detection: Describes and presents results from the anomaly detec-

tion experiments. It contains two sub-parts, one for online anomaly detection and one for unsupervised

fault detection in historical data.

Chapter 6 - Case B: Diagnostics: Presents the results related to identifying faults in air compres-

sors and predicting their severity.

Chapter 7 - Case C: Prognostics: Presents the results from the prognostics experiments. This

includes comparing different DL techniques for RUL predictions, exploring two labelling approaches,

trying to improve predictions with transfer learning, and providing more realistic predictions with

uncertainty bounds.

Chapter 8 - Discussion: Discusses the results, data foundation and PHM for air compressors in

general.

Chapter 9 - Conclusion: Contains the conclusion by answering research questions, stating the

contributions from this thesis, and presenting ideas for future work.
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Chapter 2

Theory

2.1 Air compressors

Air compressors are a type of equipment that aims to increase the pressure of air by reducing the

volume. Air with increased pressure or compressed air can be obtained in different ways. Reciprocat-

ing, rotary screw and rotary centrifugal are the three basic types of air compressors [20]. These types

can have different specifications, such as which compression stages, cooling method, drive method, or

lubrication. Air compressors are often connected to a tank which stores the pressurized air.

In this thesis, a two-stage reciprocating air compressor is used as a test subject and source of data.

A reciprocating air compressor generates compressed air by using a piston as a displacement element

inside a cylinder [21]. Typically, an electric motor is used as the source to make the piston move. A

compressor like this can have several compression stages, which means more cylinders and pistons.

This can be necessary if the compressor is to be working in higher pressure ranges.

Compressors like these can typically be a part of compressed air systems on ships. The main task of

such a system is to deliver compressed air that is used to start main- and auxiliary engines. Since

this is vital equipment, class regulations require redundancy by having two separate compressed air

systems. Compressed air systems on board ships are often used for running machines, valves, doors

and other miscellaneous equipment. It is often separated into systems for starting air and working air.

2.2 Maintenance

This thesis is primarily about PdM and PHM, but understanding the broad terms of maintenance is

important. This section aims to give an overview of maintenance concepts and expressions. According

to the maintenance terminology standards [22], maintenance is a combination of all necessary actions

to keep a system or item in a state where it can perform its required function during its life cycle.

Typically, maintenance is the steps and processes done in order to keep a system in a specified con-

dition. The European Standard has defined several important terms within maintenance [22]. Figure

2.1 provide an overview of the main groups of maintenance categories. Maintenance is a broad topic
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which usually is divided into three main categories; corrective, preventive, and predictive [5]. PdM

is normally mentioned in combination with condition based maintenance (CBM) and is defined as a

sub-category to PM. The next sections clarify these terms.

Figure 2.1: Overview of maintenance concepts [22]

2.2.1 Corrective maintenance

Corrective maintenance (CM) is the unplanned style of doing maintenance with the philosophy to fix

something when it breaks [4]. Run-to-failure (RTF), breakdown maintenance, hysterical maintenance,

or reactive maintenance are other terms also used for this category [4, 5]. CM refers to waiting until

a machine or system breaks, to fix it. In other words, it is a strategy where no money is spent on

maintenance until a system fails to operate. In general, it is the most expensive maintenance approach,

and the main costs associated with this type of maintenance are related to inventory of spare parts,

overtime labor, downtime and loss in production efficiency [4]. According to Mobley [5], a repair

performed due to CM, costs on average about three times more than the same repair made within a

PM concept.

2.2.2 Preventive maintenance

Preventive maintenance (PM) is actions that are done to keep a system in the preferred condition,

by doing tasks based on elapsed time or hours in operation [4]. Doing basic preventive tasks such as

lubrication, adjustments, and visual checks are normal efforts to improve reliability in systems. Instead

of repairing a system after it fails, actions are executed on scheduled time to retain a system in working

order [5]. Preventive maintenance is defined as follows in BSI EN-13306:2010 [22]: ”maintenance

carried out at predetermined intervals or according to prescribed criteria and intended to reduce the

probability of failure or the degradation of the functioning of an item”. This is related to the philosophy

of fixing something before it fails. Scheduled, predetermined, and cycle based maintenance are other

terms used for this type of maintenance [5].
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2.2 Maintenance

The idea is that these actions lower the probability of failures and extends the lifetime of the equipment.

The maintenance activities are typically planned based on individual lifetime distribution of compo-

nents or requirement from the manufacturer to full-fill warranty [5]. Mean-time-to-failure (MTTF)

statistics are often used to determine these lifetime distributions and help to plan machine repairs or

rebuilds. Figure 2.2 shows an example of a MTTF curve. The figure illustrates that a system usually

has a higher probability of failure early due to start-up problems. Next, it goes into the normal life

period, where the probability of failure is low. When the system is starting to tear, the probability of

failure increases again.

Figure 2.2: Example of MTTF-curve [5]

One of the problems with basing maintenance on MTTF statistics is that equal components can be

used quite differently depending on what it is used for. Combinations of other equipment, settings

and conditions can make a system last either longer or shorter than what is expected [5]. Therefore,

either unnecessary repairs or catastrophic failure can be a result. The first case means that repairs are

done to a system which actually shows no sign of degradation, which leads to wasted labor, parts, and

downtime. The other case is even more costly and triggers unplanned standstill and repairs, which

usually is much more expensive than planned repairs [5].

2.2.3 Predictive maintenance

Predictive maintenance (PdM) tries to avoid the previously explained case by predicting when main-

tenance should be executed [5]. The European standards [22] defines PdM as follows: ”condition based

maintenance carried out following a forecast derived from repeated analysis or known characteristics

and evaluation of the significant parameters of the degradation of the item”. In general, this means to

monitor the condition and efficiency of a system with sensors (temperature, vibration, images, etc.)

to try to optimize the maintenance of a system [5]. PdM is not to make these measurements, but to

use the condition that can be inferred from them, to optimize performance. This includes maximizing

the time between repairs while minimizing unscheduled standstill and the cost of them.
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PdM is therefore referred to as a condition-based, preventive maintenance method. CBM is often used

in the same terms as PdM and means to do maintenance when the need arises [22]. While traditional

PM uses average lifetime statistics for scheduling maintenance, PdM uses the actual condition of the

system. PHM is a term closely related to PdM which often is used either as a term for an engineering

discipline or as an implementation of the PdM strategy. PHM is covered in the next section.

2.2.4 Prognostics and health management

While PdM and CBM refers to the maintenance strategy, PHM is as mentioned a term used both for

the engineering discipline and implementation of systems which follow the PdM / CBM strategy. In

general, it aims to increase system reliability, availability, safety, and reduce maintenance costs [23]

with the ultimate goal of zero-downtime performance [12]. Research in the field of PHM has tried to

capture the health state of systems to provide decision support [23]. An important part of this is to

predict the RUL of a component or system. This is a prediction of the future performance of a system

based on potential degradation.

PHM consists of a set of steps adopted from CBM [12]. These steps revolve around data acquisition,

data processing, diagnostics, prognostics, and decision support. Data acquisition refers to measuring

and storing sensor data related to the condition of a system. Another type of data that can be collected

is event-data, which can be information about when, where, and which failure occurred [24]. The data

processing step involves cleaning and analysis of data. Cleaning is processes such as reducing noise and

data compression, while analysis can be to extract potential condition indicators with, for instance,

wavelet transform or frequency analysis [12].

As stated in section 1.3, Goebel [19] considers a successful PHM system to contain anomaly detection,

diagnostics, and prognostics. The diagnostics and prognostics steps are important since an effective

PHM system needs these in order to provide decision support. Diagnostics are about identifying

faults and determining how serious a fault is [25]. Anomaly detection can also be an important part

of diagnostics, as it aims to recognize when the system is outside of normal operation [26]. Anomaly

detection can help to detect faults where there is not enough historical data to recognize them.

Prognostics refers to predicting the progression of a fault, which can help to prevent a failure from

occurring. This means to predict the remaining time before a component is unable to operate as

expected [12]. In research related to PHM, the estimated time until a failure is often mentioned as

the remaining useful life (RUL) [27]. Ideally, RUL should include confidence intervals to increase

reliability, which will make it easier to determine when to do maintenance [28].

Decision support and human-machine interface is the final part of a PHM solution and the part

that makes anomaly detection, diagnostics and prognostics available for service personnel. Ideally, a

system could also automatically take decisions regarding maintenance [29]. The RUL obtained from

prognostics help to determine when to do maintenance, while diagnostics provide information on which

parts of a system that needs maintenance. Anomaly detection can detect that there is something wrong

with the system, which can be useful when diagnostics and prognostics fail. Approaches in PHM are

typically divided into three different groups [12]. These are:
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• Data-driven approach: Based on using pattern recognition and machine learning on historical

data to estimate condition and predict RUL [30]. Modern approaches include the use of ML

methods such as varieties of neural networks. Data-driven approaches usually need several

examples of the system running until failure in order to learn the patterns. Such data can be

hard to acquire, especially in a new system.

• Model-based approach: These approaches are based on creating accurate physical models of

a system and use this to estimate RUL [31]. This can be mathematical models that represent

the system or the actual degradation of the system.

• Hybrid approach: As the name suggests, this is a hybrid approach which tries to benefit from

the strengths of both data-driven and model-based approaches.

Chapter 3 presents research done on PHM with traditional methods and more thoroughly on work

related to this thesis, which is PHM with DL. First, DL and the algorithms used in this thesis are

described.

2.3 Deep learning

In order to understand DL, it is first necessary to explain ML, which is about turning data into

information [32]. It is considered a set of adaptive models that can enable computers to learn to

find patterns in data based on examples [33]. Their learning capabilities makes them able to improve

performance over time. ML algorithms can be considered a function, that automatically can learn the

relationship between descriptive features and some target value. This allows the algorithms to make

predictions or decisions by transforming a set of inputs X into output(s) Y [34].

DL is a category within the wider term of ML. The difference between traditional ML methods and DL

is that DL emphasizes on learning successive layers of increasingly meaningful representation [35]. It

is a set of models that have deeper representations, typically consisting of several layers of non-linear

processing that can recognize more complex patterns in data [12]. The idea of DL is not new, but due

to increased processing power in CPU, and especially GPU, DL has gained a lot of momentum [36].

DL has been successfully applied to many problems, such as face recognition [37], language translation

[38], playing games [39] and stock price forecasting [40]. It has also been used within the field of PHM

to recognize complex patterns such as degradation of health [27, 41, 42]. Most of the models in DL

are based on artificial neural networks (ANN). It is an umbrella term for several types of algorithms

that are vaguely inspired by the processing and communication of information in the biological neural

networks. A standard ANN method called feed-forward neural network (FNN) is explained in detail in

section 2.4.1. This contains several important terms and concepts that are common for ANN methods.

ML algorithms are normally categorized into three categories based on how they learn [43]:

• Supervised learning: In these cases, a dataset with training examples containing both features

and the targets/labels are available. Based on the training data, the model can learn to generalize

and make correct predictions.
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• Unsupervised learning: In the case of unsupervised learning, training data is available, but

without the associated targets. This means that several of these algorithms aim to either find

similarities in data (clustering) or infer features. Unsupervised learning is important in the topic

of PHM since a typical problem in the industry is the lack of labelled data.

• Reinforcement learning: This is cases where the algorithm uses a system of reward and

punishment to learn. After making a prediction or decision, the algorithm is given a score which

is used to adjust and learn. This field will not be explored in this thesis.

The term semi-supervised learning is often mentioned, as well. This refers to using both labelled

and unlabelled data to perform a supervised- or unsupervised-learning problem [44]. The reason for

this combination is that in real-world problems, labelled data can be difficult to obtain. Therefore,

combining large amounts of unlabelled data with labelled data can be an advantage.

ML and DL can solve several types of problems. Supervised learning is typically divided into two

categories [43]:

• Regression: Try to model the relationship between inputs and output, where the output is a

number. In prognostics, predicting RUL is an example of a regression problem.

• Classification: This is problems where the model attempts to recognize certain categories based

on inputs. In diagnostics, this can be to identify faults.

In addition, anomaly detection is in some cases considered as supervised learning, but can also be

semi-supervised or unsupervised. Anomaly detection is often used in many different terms, but in

general, it can be considered to detect when something is out of the ordinary or an irregularity from

the norm. In this study, it is to detect abnormal behaviour of a system or a component.

The DL models explored in this thesis is explained in more detail in section 2.4. The detailed descrip-

tion contains concepts such as neurons, layers, activation functions, learning rate, and much more.

These concepts are often referred to as hyper-parameters and are parameters that need to be set before

training or optimized as a part of the training process.

2.4 Deep learning algorithms

This section explains the theory and brief mathematics behind the DL algorithms that are used in

this thesis. The following algorithms are explained and were explored towards PHM in this thesis:

• Feed-Forward Neural Network (FNN): Supervised learning algorithm that is used for re-

gression and classification. Much of the theory on FNN is general for all ANN methods and

layers of FNN is often combined with convolutional neural network (CNN) or long short-term

memory (LSTM).

• Long Short-Term Memory (LSTM): Supervised learning algorithm that is specialized in

working in sequential data. It is a type of recurrent neural network (RNN).
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• Convolutional Neural Network (CNN): Supervised learning algorithm known for its per-

formance on 2D- and 3D-data, but it can also be applied to 1D-data.

• Autoencoder (AE): Unsupervised learning algorithm used for feature extraction and anomaly

detection. Often combined with a supervised decision layer. Sparse autencoder (SAE) and

variational autoencoder (VAE) is also described.

• Deep Belief Network (DBN): Unsupervised learning algorithm used for feature extraction.

Often combined with a supervised decision layer.

2.4.1 Feed-forward neural network

Feed-forward neural network (FNN) are a type of cyclic ANN. It is considered to be the first and

simplest type of ANN. A FNN consist of multiple, simple, processing units called neurons, organized

into layers [33]. A neuron can have multiple inputs, but only one output, which again can be distributed

to other neurons. Neurons are connected together with weighted connections that are used to transfer

signals. Neurons in the input layer get activated from input data, while neurons in other layers are

activated through weighted connections [33]. The output of a neuron is either an input to another

neuron or an output of the model. Figure 2.3 shows an example of the architecture of an artificial

neuron. The output of a neuron is determined from the sum of the weighted inputs passed through

an activation function.

Figure 2.3: Overview of architecture and components of an artificial neuron

A neuron, ni has the inputs x1, x2, ... , xn and the output y. First, the sum of the weighted inputs,

oi are calculated with equation 2.1. In this equation i is the number of the neuron and j is the index

of the total number of N inputs and weights, b is the bias and w is the weights [33].

oi =
N∑
j=1

wi,jxj − bi (2.1)

The output, yi is found by passing the sum of the weighted inputs, oi through an activation function,
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f . The output from a neuron is therefore given by equation 2.2 [33].

yi = f(oi) = f(

N∑
j=1

wi,jxj − bi) (2.2)

Assuming the inputs, Xj , and the weights, Wj , are structured as 1D-vectors, the formula can be

expressed with with vector multiplication as shown in equation 2.3.

yi = f(oi) = f(wTx− b) (2.3)

The activation function, f , can be one of many variants that can define the output of a neuron,

given the inputs. Figure 2.4a, 2.4b and 2.4c shows three popular activation functions called sigmoid,

Rectified Linear Unit (ReLU) and hyperbolic tangent (tanh), respectively [45].

(a) Sigmoid (b) ReLU (c) Tanh

Figure 2.4: Three common activation functions

The sigmoid function (equation 2.4) gives a bounded output between 0 and 1, which can be interpreted

as a probability in classifications [45]. The ReLU function (equation 2.5) is the most popular activation

function for deep learning models. It returns either 0 or a positive number. It has benefits due to its

simple calculations and is known to speed up convergence and accelerate training [45]. Other relevant

activation functions are tanh and identity. The identity activation function is often referred to as

the linear activation function and is simply a sum of the weighted inputs with no confinement on the

range. The tanh activation function provides a confinement between -1 and 1 with a similar shape as

the sigmoid function. The output is determined with equation 2.6.

fsigmoid(z) =
1

1 + e−z
(2.4)

frelu(z) = max(0, z) (2.5)

ftanh(z) =
ez − e−z

ez + e−z
(2.6)

Neurons are as mentioned organized into layers and figure 2.5 shows an example of a simple FNN. A

network typically has an input layer, output layer and one or more hidden layers. The output from

each neuron can be calculated layer-wise, which results in a final output of the network [33]. The
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process of calculating the activation from the neurons is referred to as the forward pass.

Figure 2.5: FNN architecture with an indication of forward and backward pass [33]

The final output of the network is determined by the inputs, weights, bias, and activation functions.

The weights are typically initialized randomly, which means that initial predictions or outputs are

also random [33]. Therefore, the next step is to update the weights through training. The training

process is often referred to as the backward pass and is the process of trying to improve the output of

the network by updating the weights [33]. This is done by minimizing the error between the output

and the desired output. This is captured in a loss function, which in general are a measure of how

incorrect the output of a network is. It is important to choose a loss function which correlates with

success, as the network will take any shortcut it can. A typical loss function for a regression problem

is the mean squared error (MSE) [34]. MSE is shown in equation 2.7, where E(w) is the loss, N is the

number of outputs, ti is the desired output and yi is the actual output.

E(w) =
1

N

N∑
i=1

||ti − yi||2 (2.7)

The goal of the backward pass is to minimize the given loss function by adjusting the weights. For

each time the weights are trained, they are adjusted with a small ∆w. The weights are updated using

gradient decent ∇E(w) [33]. This means that the weights are updated in a structured way, in order

to reach the minimum error. As the gradient of ∆E(w) approaches 0, the error rate also approaches

zero or are converging. In the backward pass, a technique called backpropagation is normally used.

Backpropagation is a technique for propagating the error backward from the output and through the

network, towards the input layer [46]. This allows the gradient of the error to be calculated in each

layer and thus adjust the weight and bias subsequently. Several different implementations of gradient

descent can be used to optimize training. The list below mentions some common approaches:
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• Stochastic gradient descent (SGD) calculates the error and updates the parameters for each

training example. In this thesis, a variant called mini-batch SGD is used. This approach takes

a batch of samples before updating the parameters [47].

• Adagrad is a variant of SGD which has individual learning rates for each parameter. This can

increase the learning rate for sparse features while decreasing it for the opposite. A more detailed

description can be found in [48].

• RMSProp is also a variant of SGD with individual learning rate. The method normalizes the

gradient by using a moving average of squared gradients. The purpose of this is to control the

step sizes. More details can be found in [49, 50].

• Adam Optimizer is considered a newer variation of the RMSProp. It differs by using not only

the average of the moment of the gradients, but also for the second moments. The complete

description can be found in [51].

The gradient descent can guarantee a global minimum for a convex function. Most real-world problems

are not convex and might have several local optimums the gradient descent can converge to. The

learning rate γ is introduced to reduce the chance of this. It determines how fast learning is applied,

or in other words, how far each step down the gradient is [52]. This is done by multiplying the learning

rate with the gradient of the loss function, as shown in equation 2.8. A large learning rate means the

gradient takes large steps, while a small learning rate means small steps.

∆wt+1 = µ∇E(wt) (2.8)

where ∆wt+1 refers to the change in weight at step t+ 1.

Another concept called momentum α is also used when updating the weights. The concept of mo-

mentum is that a weight adjustment at step t is dependent on the adjustment at step t− 1 [46]. The

momentum is a value between 0 and 1, where 0 means that the weight change is only dependent on

the gradient, while 1 means the update is only dependent on the previous weight adjustment. Equa-

tion 2.9 describes the relationship between the learning rate γ, momentum α, gradient and weight

adjustment.

∆wt+1 = (1− α)µ∇E(wt) + α∆wt−1 (2.9)

A problem with ML in general, is over-fitting. This can be translated to memorizing. An over-

fitted model has an overly complex model for representing the pattern. In most ANNs, a normal

regularization method to avoid over-fitting is called dropout [53]. The idea of dropout is to force the

network to learn different representations of the data by ”turning off” a share of the neurons in each

training stage. The remaining neurons in each training stage will be updated. Normally, the dropout

is given as a number between 0 and 1, where 0 means no dropout and 1 means none of the neurons

are trained. A typical way of detecting over-fitting is if the model performance on the test data starts

to increase. Therefore, another common regularization approach is called early-stopping. It aims to

stop training before the model starts to over-fit. Both of these regularization techniques are used in

this thesis.
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2.4.2 Recurrent neural network

Recurrent neural networks (RNNs) are a group of NNs designed to recognize patterns in sequential

data, such as text or time series. It has proved to be successful in for instance natural language

processing (NLP) [54] and time-series forecasting [40]. RNN differ from FNN by introducing memory,

which can connect past information to current. This is considered useful since some patterns and

information are in the sequence itself [54]. This means that RNN can access data from both the

present and recent past, while FNN only cares about the present.

Traditional RNN share weights across sequences or time-steps. This led the technique to suffer from

a problem called vanishing or exploding gradient [55]. This can occur when the gradient is calculated

through backpropagation. The weights w will be multiplied by itself several times, which leads to

a resulting weight wt which goes towards zero or infinity. In a network, this means that the error

will go towards zero in the first layers of a network, which means that it will take much longer time

to train those layers, than the later ones. In other words, traditional RNN struggle with long-term

dependencies. Several variants of RNN has been proposed to deal with the vanishing gradient problem

[55]. Two of the most popular variants are called LSTM and gated recurrent unit (GRU).

Long short-term memory

LSTM is a variant of RNN designed to learn long-term dependencies [55]. The LSTM introduces the

idea of a memory cell, which contains gates that tries to regulate the information through the cell.

The result is a network that achieves contextual weights that can deal with long-term dependencies

in a flexible manner. Several variants of the LSTM has been introduced, such as the Vanilla LSTM

[56] and GRU-LSTM [57]. The Vanilla LSTM has proved itself popular for PHM, therefore, it is the

preferred variant of LSTM in this project. Many variants of the Vanilla LSTM exist [58]. In this

thesis, the Vanilla LSTM without peephole connections were used. The Vanilla LSTM (referred to as

just LSTM from now on), has four interacting NN layers. The architecture of a LSTM and its memory

cell is illustrated in figure 2.6.

Figure 2.6: Basic components of the LSTM architecture and its memory cell [59]
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The symbols in the figure represents:

• Yellow squares: a neural network layer

• Red circle: a point-wise operation

• Arrow: vector transfer

• Merging arrows: concatenation

• Splitting arrows: copy of vector

The upcoming description of the steps and layers of a LSTM is inspired by an extensive blog explaining

LSTM in detail [59]. The cell state Ct is an important part of the LSTM. It is represented by the

top vertical line in figure 2.6. It is regulated from three of the NN layers, which often is referred to

as gates. In the upcoming explanations and formulas, the w, b, x and h refers to the weights, biases,

inputs, and outputs, respectively. The sub-scripted letter on w and b refers to which of the layers it

is located to. For instance, wf means the weights in the forget gate. The sub-scripted notations are

also marked in the related figures.

The line between Ct−1 and Ct in figure 2.6 illustrates how the cell state can be effected through the

LSTM. The ⊕ and ⊗ can remove or add information in the current cell state. A gate consists of a

point-wise multiplication (⊗) and a sigmoid layer. The sigmoid layer returns values between 0 and 1,

which decides how much information to pass through.

(a) Forget gate layer of LSTM (b) Candidate generation step of LSTM

Figure 2.7: Forget gate layer and candidate generation in LSTM [59]

The Forget Gate Layer is highlighted in figure 2.7a. It decides what information to pass on from the

previous cell state. It uses ht−1 (the output from the previous cell) and xt (the input to the current

cell) to determine how much of each number in the cell state to keep. The resulting vector ft from

the layer consist of numbers between 0 and 1, which is to be multiplied with the previous cell state.

The formula for ft is described in equation 2.10.

ft = σ(wf ∗ [ht−1, xt] + bf ) (2.10)
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Figure 2.7b highlights the next steps, which consists of two NN layers. These layers decide what new

information to include in the cell state. The tanh-layer generates a candidate cell state C̃t, while the

Input Gate Layer (the sigmoid layer) determines how much of the candidate solution to add to the

cell state. The output it from the input gate layer and the cell state C̃t is calculated from equation

2.11 and 2.12.

it = σ(wi ∗ [ht−1, xt] + bi) (2.11)

C̃t = tanh (wc ∗ [ht−1, xt] + bc) (2.12)

The new cell state Ct is calculated with the point-wise operations from the forget gate and input gate,

which lead to equation 2.13.

Ct = ft ∗ Ct−1 + it ∗ C̃t (2.13)

Figure 2.8: Determining the output of a LSTM cell [59]

The final step in a LSTM is to calculate the output, going to the next LSTM layer and/or as an

output of the network. The process is highlighted in figure 2.8. In order to determine the output, the

values in the current cell state is forced between -1 and 1 by using a tanh-function. Next, is to decide

how much of the cell state to output by using the Sigmoid layer. The resulting vector ot is found by

equation 2.14.

ot = σ(wo ∗ [ht−1, xt] + bo) (2.14)

The final output ht from the LSTM cell is calculated with equation 2.15.

ht = ot ∗ tanh (Ct) (2.15)

2.4.3 Convolutional neural network

CNNs are a type of DL techniques known for their performance on images. They have been used to

classify images, cluster images, identify faces, and much more [17]. Although they are often mentioned

for images, they can also be used for 1D-data such as time-series or 3D-data such as videos. A CNN is
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an ANN model that uses convolution operations in at least one layer. CNN has become popular due

to its ability to automatically extract important features from input data. One of the motivations of

using CNN is that it reduces computation requirements due to weight sharing [60].

A typical CNN consist of four types of layers: convolutional, pooling, flattening and fully con-

nected [61]. Pooling is often referred to as subsampling. The basic intuition is that the convolution

layers work as feature detectors. The pooling tries to preserve the features and often reduce the num-

ber of parameters. The flattening maps the potential 2D features into a 1D representation that can

be passed to a normal FNN. Often a network can consist of several alternating layers of convolution

and pooling. Figure 2.9 shows an example of a CNN architecture containing two convolutional and

pooling layers, flattening, and finally a fully-connected network. Each of these layer types is described

in the next sub-sections.

Figure 2.9: Example of CNN architecture with two convolutional and pooling layers [62]

Convolutional

In mathematics, a convolution operation is an integral that measures how much two functions overlap,

as one is passed over the other. It is a way of mixing two functions by multiplying them. In a

convolution layer, the input data is convoluted with something referred to as a feature detector or

filter, which results in a feature map [61]. During the training phase, the feature detectors learn which

features to look for. When the feature detector is convoluted with the input data, it is multiplied

with different sections of the images. Figure 2.10 illustrates the convolutional operation between the

feature detector K and input data I. The mathematical formula for a 2D convolution operation is

given in equation 2.16.

s(i, j) = (I ∗K)(i, j) =
∑
i

∑
j

I(m,n)K(i−m, j − n) (2.16)

where i and j are indexes, m and n are the number of array elements in each dimension, s is the output,

I is the input and K is the feature detector. The convolution layer in a CNN is using convolution in

a related matter as the equation. The result after a convolution layer is as mentioned referred to as a

feature map. The feature map is typically of smaller size than the input data. The height and width

of the feature map can be determined with equation 2.17 and 2.18, where W is the input width, H is
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Figure 2.10: Example of the convolution layer operation in a CNN [63]

the input height, Fw is the filter width, Fh is the filter height, P is padding and S is the stride [64].

sh =
H − Fh + 2P

S
+ 1 (2.17)

sw =
W − Fw + 2P

S
+ 1 (2.18)

The stride is how many pixels in each direction the feature detector is moved for each step. Padding

is a strategy that can add borders of, for instance, zeros around the input volume, to avoid or reduce

dimensionality reduction. The convolution layer is typically used in combination with ReLU activation

functions in order to increase non-linearity in the network. This means the network can detect more

complex and non-linear features in the input data. A convolution layer is normally combined with a

pooling layer.

Pooling

The pooling layer is used to reduce the spatial dimensions in a CNN, which leads to a reduced size of

the data and fewer parameters [61]. This reduces the chance of over-fitting. The idea of the pooling

layer is that it provides spatial invariance, which means that features can be detected even though

they are noisy, rotated, squeezed, or somewhat different than normal. Typically, these layers use

either max pooling or average pooling. The pooling operation goes through sections of a defined size

(pool size) in the input data to calculate the max or average value among the values in the section

[65]. Stride can be used to define how far the section is moved for each step. Figure 2.11 gives an

example of max pooling with a pool size of (2x2) and a stride of [2,2] is. The stride is given as a

vector to indicate both horizontal and vertical stride. The output from pooling is either going into a

new convolution layer or flattened before passed to a fully-connected layer.
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Figure 2.11: Example of max pooling with a 2x2 filter and a stride of [2,2], adopted from [64]

Flattening

Flattening is the simple process of taking, for instance, a 2D data matrix and flattening it into a vector

[65]. This stage is done in order to get data in an accepted format for a fully-connected layer. If the

input to this layer is a 5x5 matrix, the output will be a flat vector of 25 samples.

Fully connected

A CNN is typically combined with fully-connected layer(s) to make a classification or regression

decision [65]. In general, the convolutional and pooling layers can be combined with any type of

neural network (NN) layer as long as the data format is correct. One of the most used approaches is

to use flattening and then pass the vector into one or several FNN-layers.

2.4.4 Autoencoder

An autoencoder (AE) is an unsupervised approach based on ANN [61]. In general, an AE is a FNN

with an input layer, output layer, and one or more hidden layers. It is trained to attempt to copy its

inputs to its outputs, through the hidden layer(s). Hidden layers are considered as a bottleneck that

forces the network to do dimensionality reduction of the inputs and thus find which characteristics

that are important in the data [66]. Compared to traditional methods such as PCA, AE can learn

non-linear transformation.

AEs have been applied to solve several types of problems, often around feature extraction, noise

reduction, dimensionality reduction, and anomaly detection. Speech enhancement (removing noise)

[67], natural language processing [68] and images [69] are examples of problems where AE has been

applied. It has also been applied in PHM for feature extraction [70] or in combination with a supervised

layer to do fault diagnostics [66]. AEs are often considered to consist of two stages; encoder and

decoder. Figure 2.12 shows an example of AE architecture with several hidden layers. The figure shows

that the hidden layers are smaller than the input and output layers, which are a typical requirement

of an AE. These types of networks are also called under-complete AE. The first half of the network

is referred to as the encoder. It aims to compress the inputs x into a representation h of reduced

dimensions [61]. The center part of the architecture is often referred to as the code or the bottleneck
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Figure 2.12: Example of AE architecture with hidden layers

and is the representation of the compressed inputs. The second half of the network is typically referred

to as the decoder and aims to reconstruct the inputs based on the compressed representation. The AE

is designed to not perfectly copy the inputs to the output. Therefore the model is forced to prioritize

important characteristics in the data. This means the encoder creates the compressed representation

h as shown in equation 2.19, while the decoder tries to reconstruct it as shown in equation 2.20 [66].

h = f(x) (2.19)

y = g(h) (2.20)

AEs are considered a special case of FNN and can be trained with similar techniques, such as back-

propagation with gradient decent. The learning process is based on minimizing a loss function L such

as the one shown in equations 2.21 [12]. The L can for instance be the squared error which penalizes

the loss when the output of the network g(f(x)) is not equal x.

L(x, g(f(x))) (2.21)

A normal AE have weights w and biases b related to the encoder e and decoder d layer. As with FNN,

the training process aims to find the values of the weights and biases. Equation 2.22 and 2.23 shows

how the activation from the encoder and decoder layer is found [12]. The activation functions σe and

σd refers to the encoder and decoder activation function, respectively.

fj(x) = σe

(
bj +

∑
i

wj,i ∗ xi

)
(2.22)

gi(h) = σd

bi +
∑
j

wi,j ∗ hj

 (2.23)
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Several modern variants of the AE exist. The next sections will briefly explain the ones relevant to

this thesis.

Sparse autoencoder

SAE is a variant of the standard AE which uses an alternative approach which does not require a

reduced number of neurons in the hidden layer(s) to provide the bottleneck. Instead, it uses a loss

function that penalizes activation’s in the hidden layer(s) [71]. The idea is that the network learns

encoding and decoding, which relies on a small set of the total neurons, which limits the capacity of

memorizing. The penalization in the hidden layer Ω(h) is added to the loss function. It is typically

calculated in one out of two ways [71]. The first is called L1-regularization and penalizes the absolute

value of the activation’s a in layer h, and scales it with a factor λ. The loss function with the added

L1-regularization is given in equation 2.24.

L(x, g(f(x))) + λ ∗
∑
i

|ai| (2.24)

The second penalization uses something called KL-divergence, which is a way of measuring the differ-

ence between two probability distributions. The penalization formula is shown in equation 2.25.∑
j

KL(ρ||ρ̂j) (2.25)

Figure 2.13 shows an example of a potential SAE architecture where it is indicated that only some of

the nodes are fired.

Figure 2.13: SAE-architecture and illustration of none-firing neurons
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Variational autoencoder

The basis of the VAE is that the encoder outputs a probability distribution for each extracted charac-

teristic of the input data, instead of giving each of the characteristics a value [71]. The distribution is

assumed to be normally distributed, which means a probability distribution can be represented only

by the mean and standard deviation. After the encoding, the input data is represented only as a set

of means and standard deviations. A random sample from each of these probability distributions is

passed to the decoder model. The decoder model will then try to reconstruct the original input based

on these samples. The concept is illustrated in figure 2.14 by having the probability distributions

represented by the mean µ and the standard deviation σ.

Figure 2.14: VAE-architecture

2.4.5 Deep belief network

Deep belief network (DBN) is an unsupervised DL algorithm proposed by Hinton et al. [72] as an

alternative to back-propagation. It is considered a generative graphical model composed of multiple

layers of hidden units. The layers are connected, but not the units within each of the layers. The

architecture of a DBN looks similar to a multi-layer perceptron (MLP), but the building blocks and

training process are different. A DBN is a set of stacked restricted Boltzmann machine (RBM). It can

be combined with a final layer to do classification or regression, or similar to AE be used for feature

extraction. A DBN can be trained to reconstruct its inputs in a probabilistic matter. Its applications

can, for instance, be as features detector, later combined with a regression or classification layer [73,

74]. Before further explaining DBN, a quick introduction to RBM is given.
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Restricted Boltzmann Machine

RBMs are often referred to as stochastic neural networks. It is probabilistic graphical models that

consist of an input layer referred to as visible nodes, a hidden layer referred to as hidden nodes and

a bias unit [72]. The weights related to the nodes are stored in a weight matrix. This makes an

undirected graph where the visible nodes represent observable data, while the hidden nodes try to

capture dependencies between the observed nodes. The architecture of a general RBM is visualized

in figure 2.15. As the figure illustrates, there are connections between all nodes in the two layers, but

no connections between nodes in the same layer.

Figure 2.15: RBM with m visible and n hidden nodes (undirected graph)

Deep belief network

A DBN is as mentioned stacked RBMs. In the network, each hidden layer can be seen as a visible

layer for the next hidden layer. In other words, the hidden layer of the first RBM can be seen as the

input (visible layer) to the second RBM [72]. It is considered a complex network where typically two

types of training are mentioned. The first is the greedy layer-wise training algorithm, which trains

the RBMs one by one (it is undirected in this training process). The idea is that the network can

learn advanced input-output mappings directly from the data. The learning algorithm pre-trains one

layer at the time, while the other layers are kept constant. Each RBM is trained to reconstruct its

input through the hidden layer. A layer that is being trained uses the outputs from the previous layer

and tries to reconstruct its values. It performs unsupervised learning at every layer to keep important

information from the input. The specifics and mathematics of the training process are not important

for this thesis, but a thorough description can be found in [75]. The other type of training is referred

to as the wake-sleep algorithm, but will not be used in this thesis.

It is important to separate between DBN and deep Boltzmann machines. The main difference between

these is that the later has no restrictions on the directionality, while in a DBN all except the top two

layers are directed downwards. Figure 2.16 shows an example of the architecture of a DBN consisting

of three RBMs.
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Figure 2.16: DBN architecture consisting of three RBMs.

2.5 Particle swarm optimization

Particle swarm optimization (PSO) is a robust stochastic optimization technique based on swarm

behaviour [76]. It was originally introduced to optimize continuous, non-linear functions, but other

versions of the algorithm can also solve binary and permutation problems. In the topic of ML, PSO has

among other things been used as a training algorithm for the weights in a NN [77] and for optimization

of ML hyper-parameters [78, 79]. In this thesis, PSO will be used for tuning hyper-parameters.

The basic idea of the PSO is based on a group of individuals (particles) collaborating to improve

both the collective and individual performance. The PSO is based on a swarm of particles that aims

to find x that minimizes an objective function f(x) [80]. First, the swarm of particles with size N

is initialized where each particle is a assigned a random position, X, in the search space with the

velocity V . Internal parameter settings such as the maximum number of iterations and weights are

also assigned. At every iteration, the position of each particle is evaluated based on the objective

function. Each particle keeps track of their personal best solution throughout a search. The algorithm

keeps track of the global best solution among all particles as well. The next step of the PSO is to

update the velocity and position of each particle. The velocity is determined based on three factors:

inertia, personal influence, and influence by the society. Inertia is considered a way to keep the

momentum and is found with equation 2.26, where w is the inertia weight and vi(t) is the previous

velocity.

Inertia = w ∗ vi(t) (2.26)

The personal influence lets a particle i to move towards its personal best solution so far. It is deter-

mined by equation 2.27, where c1 is an acceleration coefficient, r1 is a random number between 0 and
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1, pi is the personal best solution and x(t) is the current position.

Personal Influence = c1 ∗ r1(pi − xi(t)) (2.27)

The influence by the society lets a particle move in the direction of the global best solution. It is

found from equation 2.28, where c2 is an acceleration coefficient, r2 is a random number between 0

and 1, pg is the global best solution and x(t) is the current position.

Global Influence = c2 ∗ r2(pg − xi(t)) (2.28)

These three factors updates the velocity of a particle with equation 2.29, where w, c1 and c2 are pa-

rameters used to adjust the behaviour of the algorithm. A large w (inertia weight) gives the algorithm

better exploring abilities, while smaller values mean better exploiting capabilities. Exploitation can

also be achieved by having larger c1 than c2. The opposite gives better exploration ability.

vi(t+ 1) = w ∗ vi(t) + c1 ∗ r1(pi − xi(t)) + c2 ∗ r2(pg − xi(t)) (2.29)

Finally, the position x of each particle is updated with equation 2.30.

xi(t+ 1) = xi(t) + vi(t+ 1) (2.30)

After updating the position of all particles, the search loop either continues or stops if the search

criterion’s is met. Such search criteria can be maximum number of iterations or no improvements for

k iterations [80]. The flowchart of the algorithm is showed in figure 2.17.

Established advantages of the PSO is its tendency to converge quicker than for instance genetic

algorithm (GA). It also has few parameters to tune and is computationally inexpensive [80]. On the

other hand, it can quickly get stuck in a local optimum. It was chosen for hyper-parameter optimization

in this thesis due to its tendency for faster convergence. The next chapter explores related work for

this thesis.
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Figure 2.17: Flowchart of the PSO algorithm
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Chapter 3

Related work

In this chapter, research related to PHM are presented. The chapter starts with an introduction to

PHM with traditional methods and continues with research related to modern approaches for anomaly

detection, diagnostics and prognostics. The chapter ends with giving insight into how maintenance

on air compressors is done today.

PHM, CBM and PdM are related terms and popular research topics. Research has been done on

several problems, such as milling machines [81], bearings [82], batteries [83] and gas turbines [84].

IEEE International Conference on Prognostics and Health Management is a relevant conference for

the popular topic of PHM. Yearly they arrange an open, accessible competition within the field of

prognostics and health management [85]. These competitions lead to a lot of development in the

field. This thesis focuses on modern approaches with DL, but much research has also been done with

traditional methods such as model-based approaches and shallow ML techniques.

3.1 PHM with traditional methods

In 2010, Peng et al. [86] did a review on research related to prognostics and CBM. The review describes

the use of both model-based and data-driven approaches. Model-based approaches have been used for

both prognostics and diagnostics. Billington et al. [87] proposed an approach based on mechanical

modelling of defect propagation to estimate RUL on bearings. Oppenheimer et al. [88] proposed

another model-based approach that focused on prognostics and diagnostics of cracked rotor shafts

using observers and life models. Byington and Stoelting [89] used a model-based approach to predict

RUL and distinguish between failures on flight control actuators. Peng et al. [86] state that some of

the limitations of model-based methods are the difficulty of making them and their lack of flexibility.

It can be resourceful to develop accurate mathematical models.

Another type of approaches used is knowledge-based systems [86]. These can be considered a type

of model-based system, but relates to rules and not mathematical modelling. Butler [90] proposed

a framework for PdM based on expert systems. The method detected incipient failures. Another

approach with expert systems did prognostics and diagnostics on energy conversion processes [91].
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Fuzzy systems is another type of knowledge-based approaches used for PHM [92, 93]. The knowledge-

based methods have shown to be exhaustive to maintain, and one of the main problems is the difficulty

with converting domain knowledge into rules [86].

Peng et al. [86] also discusses several data-driven approaches to PHM before 2010. The discussed

approaches are divided into statistical and artificial intelligence (AI) methods. The statistical methods

include multivariate statistical methods, state space models, hidden Markov models, Bayesian Net-

works, and much more. In 1996, Ray and Tangirala [94] used a statistical approach with non-linear

stochastic models to evaluate fatigue crack dynamics in mechanical structures. Another example is

predicting the RUL and machine running condition using logistics regression and an auto-regression

moving average time series model [95]. The methods Peng et al. [86] refer to as AI methods include

variants of ANN’s such as dynamic wavelet neural network, self-organizing map (SOM) and MLP. As

early as 1997, Zhang and Ganesan [96] estimated fault development and RUL of a bearings by using

a NN approach based on SOM. Yam et al. [97] used a traditional RNN approach for predicting fault

trends on a gearbox. In 2004, Byington et al. [98] did a comprehensive study on both prognostics and

diagnostics for aircraft actuator components based on traditional ANN approaches.

So far, a variety of problems and traditional approaches to PHM has been presented. A problem

with the more traditional methods is that they are often highly application-dependent. Model-based

approaches are often exhaustive to develop. Traditional ML methods can struggle to find complex

patterns in large datasets, and often require manual labor such as feature engineering [17, 12]. This

thesis focuses on PHM based on DL techniques. In recent years, research on PHM with these techniques

has received much attention. The next section gives an overview of related work with such approaches.

3.2 PHM with deep learning

In recent years, much of the work on PHM is related to ML and DL. Ellefsen et al. [12] have done a

comprehensive study on the use of DL for PHM in the maritime industry. They discuss how DL gives

flexible solution that can work with noisy real-world data, create less application-dependent solutions

and how they can work with fewer run-to-failure examples. They also review the use of four well-

established DL methods for PHM [12]. These are LSTM, CNN, AE, and DBN. Other DL methods

used for PHM are deep generative models [99], deep Boltzmann machine [100] and other variations

of deep NN, such as the classic FNN [100]. In this thesis, research related to anomaly detection,

diagnostics and prognostics are explored. The next sections goes through these topics one by one.

Some research is relevant for several categories, but are in such cases added into one of them.

3.2.1 Anomaly detection

Anomaly detection is related to diagnostics but in this thesis, it is treated as two different approaches.

Often anomaly detection differs from traditional fault identification based on if labels are available

or not. Several different DL techniques have been explored towards anomaly detection. Park et

al. [101] used a LSTM-based VAE for detecting anomalies in a robot-assisted feeding system. The

approach received higher accuracy than other methods such as one-class support vector machine
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(OSVM) and AE. In 2015, Malhotra et al. [102] proposed a method for detecting anomalies in time-

series based on stacked LSTM networks. The network is trained on normal data (without anomalies),

and predictions error are evaluated based on Gaussian distribution to find the probability of abnormal

behaviour. Malhotra et al. [103] used a reconstruction-based anomaly detection approach with LSTM

to detect anomalies in multi-sensor data. The model was trained only with normal data, and the

results indicated that it was successfully able to detect anomalies in several datasets.

Several AE-based algorithms have been applied successfully for anomaly detection. Yan and Yu [104]

proposed a method based on stacked denoising autoenconder (DAE) combined with a supervised

classifier to detect anomalies in gas turbine combustor. Another approach used VAE to do anomaly

detection based on reconstructed probabilities [105]. They used these probabilities to classify if samples

were anomalies or not. Their results showed that the VAE approach performed better than AE-

based and principle component analysis (PCA)-based methods. Anomaly detection with AEs or other

encoder-decoder (ED)-architectures is typically done by training on normal data, which leads to good

reconstructions of normal data, but large reconstruction errors on abnormal data. In 2019, Ellefsen

et al. [106] proposed an unsupervised reconstruction-based algorithm for detecting faults in maritime

components. Their approach is based on ML algorithms with ED-architecture. The results proved

that the maximum acceleration in the reconstruction error can be used to detect faults without having

labels. Their method will be further explored in this thesis (section 4.4.1).

DBN has also been used for anomaly detection. Wulsin et al. [107] proposed the use of DBN to measure

anomaly score on clinical electroencephalography (EEG) images from humans. Their approach showed

that DBN can be used effectively to measure anomalies. Zenati et al. [108] proved that generative

adversarial network (GAN) also can be used effectively to detect anomalies in high-dimensional data.

They tested the model on a dataset with handwritten digits and one with network intrusions. Li et

al. [13] also used GAN for anomaly detection, but on multivariate time series data. In order to capture

potential anomalies across time-steps, the proposed method used LSTM as a GAN. Lim et al. [109]

highlighted the problem of having few examples of anomalies in a dataset and proposed a method

based the GAN called adversarial autoencoder (AAE) for data augmentation. The idea is that the

model will create a low-dimensional latent distribution, from where samples can be drawn. Instead

of drawing samples based on the probability, which will create a lot of normal data, the samples are

systematically drawn from the tail of the probability distribution; hence, generating anomalies.

So far, much work related to detecting anomalies in systems and data is presented. The literature

indicates that reconstruction-based approaches are promising in detecting abnormal behaviour. This

thesis uses LSTM, CNN, DBN and variants of AEs to detect anomalous behaviour in air compressors.

Next, research related to diagnostics is investigated.

3.2.2 Diagnostics

While anomaly detection mainly concerns about detecting faults without labels, diagnostics in this

thesis is related to fault identification. A lot of different approaches to detect and identify faults in

a system have been proposed. Balouji et al. [110] found promising results in classifying voltage dips

using a method based on LSTM and FNN. The approach improved the traditional way of detecting
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voltage dips, which is based on human expert knowledge and manual labour. In 2018, Xiao et al. [111]

researched fault diagnostics on asynchronous motors using LSTM. The results showed that LSTM

achieved higher fault diagnosis accuracy than more traditional methods such as support vector machine

(SVM), MLP and traditional RNN.

The use of CNN has proven successful for diagnostics and fault detection research. In 2018, Liu et

al. [112] proved that it is an effective method for fault detection of hot components on gas turbines.

They took advantage of CNN’s ability to extract important features and then the predictive power

of fully-connected layers. Liu et al. [113] used a multivariate CNN to classify faults on an industrial

plant. Their idea revolves around transforming time series signals into an input tensor suitable for

CNN. They used a sliding time window and concatenated the individual signals into a 3-dimensional

volume. The results indicate that the method outperforms other methods on the same dataset.

Other algorithms such as AEs and DBN has also been used in diagnostics research, but mainly for

feature extraction. In 2015, Lu et al. [41] used stacked AE with two hidden layers to do feature

extraction for fault diagnostics on rolling bearings. Ma et al. [70] also used AE for finding useful

features. Their approach starts with a RBM that combines images and other structure data into one

representation. This representation is passed to a stacked AE layer which extracts features before a

supervised linear classifier is used for fault diagnostics on power transformers and circuit breakers.

Another diagnostics approach based on AE was proposed by Jia et al. [66]. Their goal was to reduce

the human labor and feature engineering process involved in diagnostics system to make a more flexible

solution. The network consisted of several hidden AE layers with a classification layer at the end. The

method got promising results on classifying health condition on machinery.

Zhao et al. [114] proposed a method for doing fault diagnostics on centrifugal pumps. In order

to reduce manual labor in the feature extraction phase of vibration signals, they used a stacked

DAE to adaptively extract features from the data. The technique resulted in improved fault pattern

classification. A similar approach was used by Verma et al. [115], but by using SAE instead. They

compared classification accuracy based on different methods and found the approach with SAE for

feature extraction to perform the best. In 2018, Liu et al. [116] proposed a method combining stacked

AEs to extract features from frequency-domain signals and deep FNN for fine-tuning the weights and

making diagnostics on gearboxes. The method showed improved performance on diagnostics compared

to traditional methods.

An approach with DBN was proposed by Shao et al. [117] for diagnostics on rolling bearings from

vibration signals. They used PSO to optimize the structure and parameters of the network. Ma et

al. [118] also presented a DBN approach for diagnostics on bearing degradation. In their research,

they used a Weibull distribution to find a health state and several degradation states, while a DBN

was used to classify the state of the bearing. Tamilselvan and Wang [74] used DBN for diagnostics

purposes as well. They used it for classification and health diagnostics on multi-sensor data. The

results showed that the DBN approach generally got better diagnosis performance than SVM, SOM

and FNN. Tran et al. [119] proposed a combination of DBN and signal processing techniques to do

fault diagnostics on valves on air compressors.

Related work has shown that LSTM, CNN and FNN has been used successfully in different diagnostics

problems. These three methods are also tested in this thesis. Other methods such as DBN and AEs
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has mainly been used for feature engineering in high dimensional data, which is not relevant for this

particular problem. Next, research related to prognostics is explored.

3.2.3 Prognostics

Sequential data such as sensor measurements are a typical format of data in prognostics problems [120].

As explained in section 2.4.2, RNN’s are designed to work with these kinds of data formats and is

therefore considered as suitable for prognostics. Among RNNs; LSTM and GRU are the most used.

In general, the vanilla LSTM is indicated to give the best results.

One of the most popular datasets used for research related to RUL predictions is called C-MAPSS [121].

It is a collection of four datasets obtained from simulated degradation on turbofan engines. They

consist of nominal and fault of turbofan engines and their degradation over several flights. In 2008, a

competition with the goal of predicting the most accurate RUL on a related turbofan engine dataset

was arranged by the IEEE Prognostics and Health Management conference. These datasets are often

used in prognostics research.

Heimes et al. [122] proposed a method for predicting RUL using traditional RNN trained with back-

propagation and extended Kalman Filter training. Their results were accurately able to predict the

RUL and therefore received second place in the 2008 PHM competition. Instead of using a pure linear

RUL label, they used a piece-wise linear RUL label, which has become accepted as the best labelling

approach so far. In this approach, the label is constant until a certain level of degradation is reached,

from there it is linearly decreasing. The degradation point is selected to be the same for all sequences.

An example of this is shown in section 4.4.3. In 2019, Ellefsen et al. [123] proposed an alternative

labelling approach which resulted in one of the best performances on the C-MAPSS dataset so far.

The approach is an adaptive version of the piece-wise linear RUL labels. In this approach the starting

point of the linear RUL decrements are selected individually for each sequence, based on faults in the

system.

Others have also used the C-MAPSS dataset for their research. Wu et al. [42] used LSTM to estimate

RUL. In addition, they compared the performance with traditional RNN and GRU. They found that

the LSTM performed much better. In 2016, Yuan et al. [124] also used LSTM on turbofan engines,

but for both diagnostics and prognostics. They aimed to predict a piece-wise linear RUL label and

probability of fault occurrences. The dataset did not contain fault labels, so they used a SVM approach

to detect anomalies and use them for labelling faults. Similar to other research, they compared their

RUL predictions with other variants of RNN, but found the standard LSTM to perform better. Ellefsen

et al. [125] proposed a deep semi-supervised architecture for predicting RUL on turbofan engines (C-

MAPSS). The approach used a layer of RBM for weight initialization and feature extraction, together

with LSTM and finally a FNN layer for the final prediction. The proposed architecture achieved good

results compared to pure supervised approaches. In 2017, Zheng et al. [126] combined sequences of

LSTM-layers and normal FNN-layers to estimate RUL on both turbofan engines and milling machines.

They state that their approach performs better than traditional methods. Their approach used a piece-

wise linear RUL label. According to them, this labelling approach is not general enough and should

be explored further.
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Malhotra et al. [81] highlighted the problems with assumptions on degradation following a linear or

exponential curve. They proposed a method that combined LSTM and encoder-decoder architecture

for obtaining an unsupervised health index. The health index is then used to train a regression model

that predicts RUL. The approach proves to be promising and achieves better results than several others

that make normal degradation assumptions on the same datasets. Hinchi and Tkiouat [127] proposed

an approach that combined LSTM and CNN. A convolution layer was used to extract features directly

on vibration data from rolling bearings. The features were passed to a LSTM-layer that predicted

the RUL on the bearings. The results are promising, but the authors state that further work needs

to be done to include uncertainty in the predictions. In 2018, Zhang et al. [128] proposed a method

based on LSTM to predict a capacity-oriented RUL on lithium-ion batteries. In order to introduce

uncertainties to the predictions, they used a Monte Carlo simulation method.

Having few samples of failure progression is a typical problem in prognostics research that Zhang

et al. [129] highlights. They used a Bi-directional LSTM for RUL prediction, but experimented

with transfer learning by pre-training the network with a different, but related dataset. Finally, the

model is fine-tuned with the exact dataset. The results show that the transfer learning approach in

general improved the prediction accuracy on datasets with few samples. The use of transfer learning

in prognostics is investigated further in this thesis.

Yoon et al. [99] proposed an approach based on combining VAE and RNN to predict RUL on turbo

engines. Their approach used the encoder part of a VAE to reduce the dimensions of the data. Tang et

al. [130] used a combination of SAE (for feature extraction) and LSTM to predict bearing degradation

performance. The results show better performance than with more traditional methods such as PCA-

LSTM, SVM, and FNN. Senanayaka et al. [131] used a similar approach. They used a combination

of AE for unsupervised feature extraction and LSTM for prognostics on bearings.

CNN has also been used for predicting RUL. Babu at al. [132] used a deep CNN for estimating RUL

on turbofan engines. The network consisted of two stages of convolution and pooling for automatic

feature learning, before a fully-connected FNN was used to do the final RUL prediction. The input

data consisted of sensor values structured into a 2D-format where each column represented a time-

step, while each row was a specific type of sensor measurement. In 2018, Li et al. [27] used a similar

approach based on a sliding window to structure the data in a 2D-format. They optimized their

solution in terms of the number of convolutional layers and the size of the time window to achieve

accurate results.

Deutsch and He [133] proposed a method based on DBN in combination with a FNN for predicting

RUL on rotating components. The method tries to utilize the strengths of DBN for feature extraction

and FNN for its predicting power. The approach was compared with a model where feature extraction

was done with a particle filter-based approach instead of DBN. They achieved quite similar results.

Simpler DL techniques such as a FNN with several hidden layers have also been used towards PHM.

Tian [134] used age and sensor measurement from present and previous inspections as input to a FNN

with two hidden layers. The method was applied to predict RUL in the form of percentage of health

state on bearings.

Among the attempted approaches on prognostics, LSTM and CNN seems the most promising. Both

of these methods, and FNN is used for prognostics in this thesis. Both the piece-wise linear RUL
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labelling approach, and the newly proposed adaptive approach are used for labelling. Next section

presents how maintenance on air compressors is done today.

3.3 Maintenance on air compressors

PHM has been applied to many industries and problems. This thesis focuses on exploring maintenance

towards air compressors, thus, this section investigates state-of-the-art maintenance strategies and

solutions for such systems. Not much work is published on PHM for air compressors and therefore

several suppliers of compressors are also investigated. Most of the published work is concerned around

diagnostics.

In 2005, Carnero [135] investigated instrumentation and diagnostics towards a PdM program for screw

compressors. The results showed that traditional methods such as lubricant and vibration analysis

could facilitate the planer of a PdM program and thus improve a decision support system towards

such compressors. Tran et al. [119] proposed a solution based on DBN for fault diagnostics on valves

on two-stage reciprocating air compressors. The proposed method collected signals such as vibration,

pressure, and current of an induction motor. These signals were processed with different filtering and

computational methods before passed to the DBN, which identifies faults in the valves. The method

used stochastic gradient descent for fine-tuning of the weights. In 2018, Maurya et al. [136] proposed a

method for fusing features with AE to classify between 5 different states of an air compressor: normal

condition, damaged inlet valve, leakage, faulty bearing, and piston fault. A stacked AE was used to

extract features from two different sources: human manufactured features based on signal processing

and automatically inferred features from a stacked AE. The final classification decision was made with

SVM. The results showed promising accuracy compared with other feature fusion methods. Ma et

al. [137] also proposed a method based on AE on compressors. They used a VAE for early warning

of faults on a four-cylinder reciprocating compressor. The VAE was used to compress the feature

parameters and then find a model of the statistical distribution.

PHM for air compressors has been explored mainly towards identifying faults. Several air compres-

sor suppliers were investigated to get a better understanding of the current maintenance strategies

on such products. Sperre Industri AS [138], Portland Compressor [139], Arizona Pneumatic [140],

A&W Compressor & Mechanical Services [141] and Zabatt Power Systems [142] are referring to PM

procedures on their compressors. They give instruction on which time intervals different maintenance

actions should be done. These actions include checking the oil level, visual inspection, change oil,

and eventually change wear parts or service from the supplier. Most of them seem to have a policy

where they provide service when something breaks down. This means that most compressor suppliers

use a simple PM and CM strategy. Mazanec [143] discussed the importance of maintenance on air

compressors, and which preventive actions should be taken quarterly and annually on different types

of compressors and related equipment. Quincy Compressor [144] discusses common mistakes related

to air compressors which can be costly and shorten their lifetime. Not considering air energy costs,

limited inspections, ignoring air leaks and pressure loss, and fail to remove pipe contamination are

mentioned as common mistakes.

IAC [145] is tracking and analyzing vibrations in order to try to reduce costly and unexpected repairs.
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Atlas Copco [146] refers to detecting faults early before damage is significant by using diagnostics

examination with advanced electronics. Industrial Compressor Solutions [147] also offers some basic

monitoring and decision support systems for their compressors. Bacidore [148] discusses the impor-

tance of PdM on compressed air systems in plants and refers to manual measurements of both signals

and thermal images to take early decisions on about-to-fail equipment.

38



Chapter 4

Methodology

The main objective of this thesis is to explore how DL can be used to improve maintenance on air

compressors. So far, the objectives, theory, and related work have been presented. The related

works gave insight into state-of-the-art research within PHM and current maintenance strategies on

air compressors. The theory described maintenance concepts and relevant DL algorithms. In this

chapter, the methodology of the project, the data, and implementation details are described. The

chapter ends with an introduction to the experiments in this thesis. The experiments are divided

into three different cases that can be useful features in a PHM system. These are anomaly detection,

diagnostics, and prognostics. A short description is provided below, while a more thorough description

is given in section 4.4. The complete setup and results from the cases are presented in chapter 5, 6

and 7, respectively.

Anomaly Detection: Explore different techniques to detect when the air compressor is deviating

from normal behaviour and indicate why. The case also contains fault detection in historical

data, which can be used for labelling.

Diagnostics: Explore different techniques to recognize system faults and predict their severity.

Within the field of diagnostics, this is often referred to as fault identification.

Prognostics: Explore different techniques for predicting RUL. The main goal of these experiments

is to make a system more reliable by being able to predict failures and standstills. The case

compares DL techniques and labelling approaches. Transfer learning and uncertainty related to

prognostics are also investigated.

4.1 Air compressor setup

The experiments in this thesis were performed on data from an air compressor produced by Sperre

Industri AS. The test compressor is a two-stage reciprocating compressor. The basic functionality of

such an air compressor was described in section 2.1. It is an air-cooled compressor that runs with

constant speed. It is connected to an air receiver.
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The air compressor is used for experimental purposes. It is equipped with sensors that measure

temperatures, pressures, and other useful parameters from both the compressor and the surroundings.

The air compressor has been modified to make it easier to force different types of faults. These

faults are generated in a much shorter time interval than in realistic cases with deployed compressors.

In addition, the compressors are never run until a complete failure (where something breaks), but

is stopped within some safety thresholds, referred to as the end-of-life criteria. This is due to the

economic and environmental consequences of destroying the compressors. The experiments with this

data are therefore considered as a proof of concept. In the future, more realistic data should be

collected, but that is outside of the scope of this thesis. Due to the confidentiality requirements

(section 1.4) the exact measured values, types of faults, and time horizon cannot be disclosed. The

data and faults are discussed more thoroughly in the next section.

4.2 Data

The project has used two different data sources. The primary data source was the data collected from

an experimental setup (section 4.1) at Sperre Industri AS. A dataset called the PHM08 Challenge

dataset was used to research transfer learning in prognostics.

4.2.1 Air compressor data

In this project, 25 datasets collected from the air compressors setup described in section 4.1 are

available. Five types of sequences are logged: fault type A, B, C, D, and normal data without any

faults. The datasets with fault A, B, and C starts with different operational loads and settings with

the air compressor being in a normal condition. At a random point in time in each set, the system

starts to degrade. The system degrades until the system is out of operating condition and fails. For

these three types of faults, the time of which the fault is approximately 33%, 67%, and 100% severity

is logged. The system does not fail when a fault has 100% severity, but the effects from the fault will,

with time degrade the system until failure. Fault D is not related to any complete system failure, but

a fault related to communication problems. It was only used to test the proposed anomaly detection

approach. The datasets without faults are sequences where the compressor is running in normal

operating conditions. Each dataset consist of 14 sensor measurements and the length of the sequences

differs. More details about the sensors and faults cannot be disclosed due to the confidentiality

requirements (section 1.4). An overview of the types of sequences is presented in the list below.

• Normal: Data with no faults that are collected during varying, but normal running conditions.

• Fault A: Data where the compressor starts in normal condition, but a fault is eventually forced.

The approximate time of 33%, 67%, and 100% fault progression is logged. After the 100% fault

is introduced, the compressor is running until reaching the criteria for end-of-life.

• Fault B: Similar procedure as for fault A, but with another type of fault.

• Fault C: Similar procedure as for fault A and fault B, but with another fault condition.
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• Fault D: Does not start in a normal condition, the fault is present in the entire sequence and is

as mentioned related to problems with communication. The fault does not force the compressor

towards failure.

Table 4.1 describes the available data; how many sets of each type, the length of the sequences and

for which cases it is used. Due to the confidentiality requirement the length of the sequences are only

given in number of samples. Each case explains the data usage in more detail.

Table 4.1: Description of available data and its usage

Type # Datasets Length of sequence Case A Case B Case C

Normal 8 77 - 1250 Yes Yes Yes
Fault A 7 909 - 3643 Yes Yes Yes
Fault B 7 666 - 2554 Yes Yes Yes
Fault C 1 1064 - 1064 Yes No No
Fault D 2 1228 - 1660 Yes No No

For fault A, B and C the end of sequence determines the end-of-life of the compressor, which is the

time that prognostics experiments tries to predict the time until. Even though fault A, B and C

are started in so-called normal conditions, the initial part of the sequence often shows signs of the

previous fault. This is due to collecting several sequences with a short time interval between. Hence,

the compressor has not been able to regain its normal condition before running for a little while. Fault

type C and D are only collected in order to evaluate the anomaly detection.

4.2.2 PHM08 challenge data

The 2008 PHM conference competition used a dataset that has several run-to-failure examples for

turbofan engines [149]. The goal of the competition was to explore techniques for prognostics and

get the most accurate RUL predictions. The dataset is based on an aero-propulsion system simulator

called C-MAPSS. The simulator is used to simulate degradation in turbofan engines and collect many

sequences where the condition goes from normal condition until failure. Each sequence has different

running conditions, initial wear, and noise levels. The data contains 21 sensor measurements and 3

signals referred to as operational settings. The PHM08 challenge dataset is a part of a larger and more

complex dataset which is just referred to as the C-MAPSS dataset in the literature. These datasets

are the most used within the field of PHM and especially when it comes to RUL predictions. In this

thesis, the dataset was used for experimentation of transfer learning in the field of prognostics. The

details are explained more thoroughly in chapter 7.

4.3 Implementation details

4.3.1 Hardware

All experiments are developed on a laptop without a dedicated GPU. Next, the models were trained
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and optimized using a better computer. The computer is a Dell Alien-ware desktop computer with

2x NVIDIA RTX 2080 GPU’s, 64 GB memory and 16 two-threaded Intel Core i9-9960X CPU cores

at 3.1 GHz. The GPU’s have 8 GB memory each. The computer is water cooled, and therefore both

CPU and GPU are overclocked.

4.3.2 Programming language & libraries

All development was done with the programming language Python 3. Python is known to be the most

popular programming language towards data science [150]. Many libraries for data analysis and DL

are available. Even though Python is considered slow itself, it has great interoperability with low-level

C code, which gives great speed-up in well-developed libraries. The experiments and implementations

of DL algorithms are mainly implemented with available libraries. This is beneficial since they are

optimized for speed. The main libraries that were used:

• Pandas: It is a library for working with tabular data. It has several useful functions for data

exploration, analysis, and time-series operations [151].

• Scikit-Learn: It is often referred to as ”sklearn”. It is a library with tools for data mining

and data analysis [152]. Even though it has many ML model implementation, this package was

mainly used for its strengths in data pre-processing and model selection.

• Keras: A high-level API library for implementing ML algorithms. Keras runs on top of tensor-

flow or theano. In this project, keras was used on top of tensorflow.

• Tensorflow: Building blocks and API for several different implementations of algorithms and

enables combinations of different types of layers. An advantage of using these packages is that

they support execution on both CPU and GPU [153].

• Pytorch: A open source, deep learning library [154]. It was used as a complement to keras and

tensorflow.

• Pyswarms: A library for implementation of PSO [155] in Python. It was used for hyper-

parameter optimization of DL algorithms.

The next sub-sections describe common implementation details about data formatting, normalization,

data splitting, DL models, and hyper-parameter tuning.

4.3.3 Data formatting

The available data is stored in csv -files. Loading the data directly from these files gives a format

where each row contains 14 columns with different sensor measurements, each row represents a new

time-step. This format is a two-dimensional matrix with the following shape (#Samples,#Features).

This format is possible to use directly in all models used in this thesis, except LSTM and CNN. These

models require extra formatting of the data. LSTM models require not only the current sample, but
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all the samples in the specified historical time window. This needs to be in a specific format having a

list of lists, with samples. In this format, the first list contains all signals for time-step t, the next list

holds all signals for t− 1 and so on. The format can be described as a three-dimensional matrix with

the following shape: (#Samples,#Time-steps,#Features). This is specific for the libraries used in this

thesis. For CNN the time window approach will be used. This was briefly mentioned in section 3.2.3.

It means having each sample structured into a 2D data format where each column is a signal and each

row is a time-step. The format has the following shape: (#Samples,#Time-steps,#Features, 1).

4.3.4 Normalization

It is easier for ML models to work with data in similar scales. This makes normalization important.

Two different normalization methods have been used. The individual experiments describe which

methods were used. One alternative is the min-max normalization given in equation 4.1.

z =
X −min(x)

max(x)−min(x)
(4.1)

The min-max normalization is not always a suitable choice. Therefore another alternative is to use

zero mean unit variance normalization, often referred to as z-score normalization. This normalization

is achieved with equation 4.2, where µ is the feature mean value and σ is the corresponding standard

deviation of the feature values.

z =
x− µ
σ

(4.2)

4.3.5 Train, validation and test split

Splitting the data into unique datasets that are specified for training, testing, and validation are

important to avoid information leakage. The principle of always testing on unseen data is respected

throughout the thesis. The idea is to split the available data into three sets. The training set is used

to train the DL model, the validation set is used for tuning hyper-parameters, and the test set is used

for the final evaluation. In some cases, a validation set is not necessary; then data is only split into

training and testing.

4.3.6 K-fold cross-validation

K-fold cross-validation is frequently used to get a fair and less biased evaluation of a model when little

data is available. The available data are first split into k splits. Next is an iterative process where one

of these splits are used as a test set for evaluating the model. The remaining k − 1 splits are used for

training. As figure 4.1 illustrates, each of the splits is used once for testing. The final performance of

a model evaluated with k-fold cross validation is the average of the performance obtained for each of

the k folds.
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Figure 4.1: K-fold cross validation process with 5 folds

K-fold cross-validation was used for evaluating both diagnostics and prognostics experiments in this

thesis. In these experiments, 7 sequences with fault type A, and 7 sequences with fault type B were

used. K-fold cross-validation was used with 7 folds, where for each iteration, one sequence with each

fault was used for testing.

4.3.7 Deep learning implementation

This section briefly mentions which libraries and some details about the implementation of the different

DL models.

• FNN: Implemented using Dense layers in keras.

• AE: Differs from FNN by its unique architecture, but uses Dense layers from the keras library.

• SAE: Implementation differs from AE by its use of l1-regularization and architecture, but it

also uses Dense layers in keras.

• VAE: The VAE is more complex than the traditional AE, and cannot be built with the standard

layers in keras. A tensorflow -based VAE implementation is adopted from [156].

• DBN: Implemented with a pytorch-based library available on GitHub [157].

• LSTM: Implemented with standard layers available in keras. The layer called LSTM imple-

ments a LSTM layer of the vanilla LSTM without peephole connections. The LSTM implemen-

tations are in some cases combined with Dense-layers for decision making.

• CNN: Implemented with standard layers in keras. Conv2D-layers are convolutional layers,

MaxPooling2D is a max pooling layer and Flatten is used to flatten the input to go into a

Dense-layer.
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4.3.8 Hyper-parameter optimization

The hyper-parameters are as explained in section 2.3 a set of parameters that can be tuned in each

DL model to try to optimize the performance. Grid search is a common approach for tuning hyper-

parameters. This process is often tedious as it requires a DL model to be trained for each of the desired

combinations of parameters. A popular approach for tuning the parameters is to use optimization

methods such as GA or PSO to avoid searching through the full search-space.

PSO (section 2.5) was used to tune the hyper-parameters for the DL models for both diagnostics and

prognostics experiments. The PSO was implemented using the library called Pyswarms (section 4.3.2).

The library makes it easy to decide on PSO specific parameters, decide how many parameters to tune

and the boundaries of each of them. The objective function was based on training the specified DL

model with the parameters proposed by the PSO, then returning the achieved score on the validation

set.

4.4 Cases

This section gives an introduction to what each of the cases investigated and how it was executed.

The cases are anomaly detection, diagnostics and prognostics.

4.4.1 Case A: Anomaly detection

Anomaly detection is as explained in section 2.3 to detect anomalies in data. In air compressors, it

is often collective and contextual anomalies, instead of point anomalies. The main goal of this case

is to explore how DL can be used in order to detect anomalous behaviour and give an indication

of the current health of the system. Anomaly detection is typically a non-descriptive detection only

telling if data is anomalous or not. In this thesis, it is explored towards giving a descriptive range

of the anomalies, telling something about how much the system is deviating from normal operation

condition. A method for making the results more transparent and descriptive is also proposed. The

case also explores offline fault detection. Figure 4.2 shows an overview of the topics in this case.

Figure 4.2: Methodology for case study on anomaly detection (case A)

In the literature review (section 3.2) several methods for detecting anomalies were presented, but none

of them has been tested on air compressors. The idea of this case was to investigate different types

of DL models based on ED-architecture and see their ability to detect anomalous behaviour in air

compressors. The following models were investigated:
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• Autoencoder (AE), sparse autoencoder (SAE) and variational autoencoder (VAE). See section

2.4.4 for theory.

• Deep belief network (DBN). See section 2.4.5 for theory.

• Long short-term memory (LSTM) with ED-architecture. It is based on the same principle as

with an AE, but with LSTM-layers. It tries to reconstruct several time-steps. See section 2.4.2

for LSTM theory.

• Convolutional neural network (CNN) with ED-architecture. Similarly as described for LSTM

with ED-architecture, but with CNN-layers. See section 2.4.3 for CNN theory.

Models that use ED-architecture for anomaly detection follow a similar principle. Data in its original

dimension is passed through a bottleneck, forcing the data into a lower dimensional representation. The

original input is attempted reconstruction based on the compressed representation. The bottleneck

forces the model to choose important features that best represents the data. When such models are

used for anomaly detection, they are only trained with normal data, resulting in the model providing

good reconstructions on normal data, but worse reconstructions on anomalous data. The results refer

to a reconstruction error, which basically can be any measure of the error. In this thesis, the absolute

value of the difference between the input, x, and the reconstructed input, x̂, was used (equation 4.3).

Reconstruction error =
1

N

N∑
i=1

|xi − x̂i| (4.3)

Each of the stated models was trained using the available data with normal operating condition. This

case investigates two features based on the reconstruction error that can be obtained from the trained

models. The first is to obtain online insight into the condition of the system and how much it deviates

from normal operating condition. The second is offline detection of faults. In this case, online means

that it can be used with real-time data and be used live in a real system. Offline means that it is not

able to give real-time results. In this case, because it is dependent on ”future” data.

Online: Anomaly score

Four datasets with fault A and three datasets with fault B are used to investigate and define a method

for converting the non-descriptive reconstruction error into an informative scale between 0 and 100.

The closer to 0, the more normal. It was investigated if a threshold can be obtained that can decide if

data is normal, anomalous or in between. The expected output is an anomaly score that can be used

to determine the condition of the system. The proposed method for converting the reconstruction

error into a descriptive range is simple and consist of three steps:

1. Scale the reconstruction error into a range suitable for a sigmoid transformation. In the sigmoid

function, a -8 gives approximately 0, and 8 gives approximately 1. This first step is a simple

scaling from one range to another. The step requires to decide the minimum and maximum

values of both the old and new range.
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2. This step is a sigmoid transformation with equation 2.4. In this step, the exponent of the e

is multiplied with a number between 0 and 1. This value needs to be adjusted to achieve the

desired behaviour. It decides the steepness of the transformation.

3. The final step is to transform the values into a scale between 0 and 100. There are no parameters

to tune in this stage. The sigmoid transformation gives values in the range between 0 and 1.

The performance of the anomaly detection models is evaluated both visually and based on classification

performance. The visual evaluation is important to analyze the behaviour of the models and the

approach itself. The desired behaviour is for the anomaly score to keep stable in a normal zone

when the air compressor is in normal condition. More importantly, the anomaly score should reach

100 before an air compressor fails. It is therefore expected that the anomaly score for the available

sequences starts with a low score, but gradually increases towards 100.

A partly, random selected and labelled dataset are used for testing the classification performance.

The evaluation dataset contains 150 normal samples and 200 anomalous samples. The model gets an

accepted prediction if it can correctly identify the input. The final performance measures the accuracy

on the evaluation set. The evaluation data is selected from unseen data, not used for training or

configuring the conversion and thresholds. The 150 normal samples are selected from three sets with

fault A (50 samples), four sets of fault B (50 samples) and one set with fault C (50 samples). The

anomalies are selected from three sets with fault A (50 samples), four sets of fault B (50 samples), one

set of fault C (50 samples) and two sets of fault D (50 samples). The normal samples are randomly

selected from parts of the fault sequences before any fault is introduced, while the anomaly samples are

taken from parts where the fault has reached 100% severity. A random seed is introduced in order to

make the evaluation dataset equal for all the models. Table 4.2 gives an overview of how the available

data is used for this case study. Chapter 5 presents the details of the case study and its results.

Table 4.2: Data usage for anomaly detection experiments

Case A - Anomaly Score: Data usage

Type # Datasets Training Configuration Testing

Normal 8 8 0 0
Fault A 7 0 4 3
Fault B 7 0 3 4
Fault C 1 0 0 1
Fault D 2 0 0 2

Offline: Fault detection

In many cases, logged data is without labels, which can make it difficult to work with. This experiment

investigated if the fault time-step can be detected unsupervised based on the approach proposed by

Ellefsen et al. [106]. In this case, the fault time-step is where fault A, B, and C reaches 100% severity.

The principle is to detect where the acceleration of the reconstruction error is highest and assume it

as the point where the fault occurred. The idea is that such an approach can be used for labelling

data towards diagnostics or prognostics experiments. It can also be of aid when exploring reasons for
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failure in historical data. This is often referred to as root-cause analysis and is based on looking into

why something fails.

The approach are briefly explained here, while the full description of the unsupervised reconstruction-

based fault detection algorithm is available in [106]. The basis of the method is the obtained recon-

struction error. They used mean squared error (MSE) for the reconstruction error, while this thesis

uses mean absolute error (MAE). The method uses three sliding time windows that have an adaptive

size based on the length of the sequence. The window size is decided with w = Sequence length/35,

which is 2.86% of a sequence. The value of 35 was found by [106] based on trial and error. They state

it should be tuned for other applications. The algorithm slides the windows through each time-step

in a sequence, with a length of w between each window. Figure 4.3 taken from [106], illustrates the

three time-windows and how they are moved through a sequence. Since the reconstruction error often

contains noise, the average of the reconstruction error is calculated in each window. Next, the veloc-

ity v between window 1-2 and 2-3 are calculated. The velocity is determined by taking the average

reconstruction error from window 1 minus the average reconstruction error from window 2. The same

procedure is done for window 2 and 3. The next step is to find the acceleration by taking the difference

between the two obtained velocities. Finally, the fault time-step can be disclosed by finding where the

acceleration is the highest. The time-step might indicate a fault or simply the point where something

severe is happening with the degradation.

Figure 4.3: The sliding window operation in the reconstruction-based fault detection algorithm [106]

The performance of the algorithm was measured with an accuracy-based scoring function [106]. It is

defined in equation 4.4, where f̂t is the predicted time-step, ft is the label, and Tfdd is the length of

the sequence.

Accuracy (%) = (1−

∣∣∣f̂t − ft∣∣∣
Tfdd

) ∗ 100 (4.4)

In this thesis, the reconstruction error from the six DL models were used. Ellefsen et al. [106] compared

AE, VAE and LSTM with a time window of 1. This thesis explores DBN, SAE and CNN in addition.

The LSTM is also tested, but with a larger time window. This makes it possible to see which models

perform the best for this purpose. The models are retrained by using the normal sequences in addition
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to the first 25% of faulty sequences. In order to configure the w parameter, trial and error are done

on 7 sequences (4 sequences with fault A and 3 sequences with fault B). When the best w is found,

the approach is tested on 8 unseen sequences (3 fault A, 4 fault B and 1 fault C). The scoring method

in equation 4.4 was used to evaluate the results.

The results from this case study are presented in chapter 5. The next case study is about diagnostics,

and aims to identify faults and their severity.

4.4.2 Case B: Diagnostics

Diagnostics is as explained in section 2.2.4, about identifying faults and their severity. While the

previous case study looked at detecting anomalous behaviour, this case study focuses on predicting

what the exact fault of the air compressor is. This can allow identification of which maintenance

actions should be taken. Diagnostics were explored as both a classification (fault identification) and

regression problem (predict severity), which is indicated in figure 4.4.

Figure 4.4: Methodology for case study on diagnostics (case B)

This thesis aims to explore diagnostics on air compressors with the following DL models:

• FNN: Explore if a standard deep FNN (section 2.4.1) can accurately predict faults in air com-

pressors.

• LSTM: Including time into the prediction by using LSTM (section 2.4.2).

• CNN: Exploring CNN (section 2.4.3) with the time-window approach.

The diagnostics experiments were done with the data explained in section 4.2.1. Normal data and

data that contains fault type A and B were used. Fault C and D was not included since there were too

few examples. A set of hyper-parameters of every model was tuned using PSO. The tuning process

was done by using 5/7 datasets with fault for training, 1/7 for validation and finally 1/7 for testing.

Table 4.3 shows the distribution of datasets used for tuning. After finding the optimized parameters

the model performance was evaluated using k-fold cross-validation as described in section 4.3.6 and

indicated in table 4.4. Since sequences with fault A and B includes both normal data and faulty data

it is sufficient for testing the models.
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Table 4.3: Data usage for tuning the models in the diagnostics experiments

Case B - Diagnostics: Data usage for tuning

Type # Datasets Training Validation Testing

Normal 8 8 0 0
Fault A 7 5 1 1
Fault B 7 5 1 1

Table 4.4: Data usage for evaluating the models in the diagnostics experiments

Case B - Diagnostics: Data usage for evaluation

Type # Datasets Training Testing

Normal 8 8 0
Fault A 7 6* 1*
Fault B 7 6* 1*

* Iterative process with k-fold cross validation

Labelling

The two diagnostics approaches require individual labelling strategies. The first alternative is to label

the data only with 0 and 1, where 0 means normal condition, while a 1 means fault (100% severity).

There need to be two columns for the label, one for each fault type. The second alternative is to label

the data with the severity labels, meaning the problem is seen as a regression problem for predicting

how severe the fault is. These labels are in four levels (0, 0.33, 0.67 and 1.0), representing 0%, 33%,

67% and 100% severity, respectively. This labelling also needs two columns, one for each fault. The

severity labelling has the potential to give an earlier indication of a progressing fault. Figure 4.5a

shows an example of the first labelling approach, where fault B is not present, while fault A shifts

from 0 to 1. Figure 4.5b shows an example where fault B is constantly zero, but the fault A label

increases from 0 to 0.33, then 0.67 and finally 1.0.

(a) Binary labels for fault identification (b) Multi-level labels for severity prediction

Figure 4.5: Two different labelling approaches for diagnostics
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Scoring

As mentioned, the performance of the models were evaluated through k-fold cross-validation. During

training, fault identification was optimized using binary cross-entropy as the loss-function. The loss-

function for severity prediction was MSE. These losses are not particularly descriptive. Therefore,

other scoring methods were used for evaluating the performance. Accuracy was used to evaluate the

fault identification, while MAE was used for severity prediction. Chapter 6 presents the case study

and its results. The next sub-section explains the prognostics experiments.

4.4.3 Case C: Prognostics

Prognostics is as explained in section 2.2.4 about predicting the RUL of a system. In this thesis,

it is explored towards predicting the RUL of air compressors with DL techniques. The goal of these

experiments is to find a technique able to accurately predict the RUL and therefore be useful to prevent

unexpected standstills, and better plan when to do maintenance. Predicting RUL is not something

new, but according to the researched literature, it has not been done on air compressors.

This research on prognostics includes several sub-parts. An overview of these topics are listed below

and illustrated in figure 4.6.

• Explore three different DL techniques for predicting RUL and test the newly proposed labelling

approach referred to as the adaptive piece-wise linear RUL.

• Explore if transfer learning is promising in prognostics. Investigate if a different prognostics

dataset can improve the predictions.

• The thesis explores and proposes a new data-driven approach for obtaining uncertainty in RUL

predictions.

Figure 4.6: Methodology for case study on prognostics (case C)

It is important that predictions are early enough that maintenance activities can be started before

it is too late. Predictions should not over-estimate the RUL. Under-estimating is not as bad, but it

means that maintenance actions might be taken before it is necessary. The predictions are explored

with three different types of DL models:

• FNN: Deep FNN is tested as the only model not taking sequences into account.

• LSTM: The related work indicated the LSTM as one of the best choices for predicting RUL.

• CNN: The CNN is used with the time-window approach described in the related works (section

3.2.3). It has also shown promising towards prognostics.
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Data

In this case, the datasets with fault A and B were used. The normal datasets were not included in this

case study. Beyond that, the data usage is equal to what is shown in table 4.3 for hyper-parameter

optimization and table 4.4 for evaluation of the best model parameters. These experiments were also

evaluated with k-fold cross-validation.

A common problem when working with ML is having few examples for training. Data augmentation

is a term used for increasing the data foundation by augmenting existing examples. For images, this

can typically be to rotate, skew, flip, and add noise. In this thesis, the data is multivariate time

series data, consisting of few run-to-failure examples. Data augmentation was used to create more

run-to-failure examples from the initial sequences. If the data is sampled 10 times each second, one

run-to-failure example can be split into 10 new run-to-failure examples. This can be done by using the

10 first samples as the first sample in 10 new sequences. Next, every 10th sample is used in each of the

new sequences. The first run-to-failure example will then contain sample number 1, 11, 21, 31, and

so on. This approach gives more samples for every value of the RUL label, but there is an important

restriction to note. The new sequences that originate from the same sequence will, in theory, have

values drawn from the same statistical distribution. Therefore, all sequences originating from the same

original sequence are used for the same purpose (e.g. training) to avoid information leakage. In the

experiments, data augmentation is used to generate 5 new sequences, from each original sequence.

Labelling

RUL is the number of time units (seconds, hours, cycles, etc.) until a system fails or breaks. As

explained in section 4.2.1, the last sample in a sequence is considered as end-of-life. The goal is to

predict the time until end-of-life. The available literature has indicated that the piece-wise linear RUL

labelling approach is accepted as the best. It emphasizes the fact that systems do not show signs of

degradation until a certain level is reached or a fault has occurred. The RUL is decreasing linearly

from that point on. Therefore the RUL is kept constant until the last X samples. The constant level

must be chosen based on how long in advance predictions should or could be taken.

In addition, the adaptive piece-wise RUL labelling approach proposed by Ellefsen et al. [123] is

explored. The approach was able to outperform the traditional labelling approach on the C-MAPPS

dataset. Therefore, both of these labelling approaches were explored in this thesis. The adaptive

approach were used in combination with the fault labels obtained from the offline reconstruction-

based fault detection method. The fault labels was used as the point where the linear label starts. It

was only tested on the best performing DL technique on the traditional labels.

Figure 4.7a shows an example of the normal piece-wise linear RUL label, where the constant level

was chosen to be 100. It shows three sequences of different lengths (200, 225 and 250). Figure 4.7b

shows an example of the adaptive piece-wise linear RUL labels for the same sequences, but with

different detection point of degradation. The difference is that this approach takes the time of fault

into account, meaning that the constant level will be set individually for each sequence.
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(a) Piece-wise linear RUL labelling (b) Adaptive piece-wise linear RUL labelling

Figure 4.7: Difference between labelling approaches for three different sequences of length 200, 225
and 250

Scoring

For this thesis, MAE (equation 4.5) and root mean squared error (RMSE) (equation 4.6) were selected

to evaluate the performance. MAE gives a descriptive output which says how much the predictions

differs from the target in general. In this thesis, it was decided to use a loss-function which penalizes

over-estimates more than under-estimates. This is due to a more severe consequence when over-

estimating the RUL. The asymmetric absolute error [158] is chosen. The function is quite similar to

the ordinary MAE-function. The difference is that when the prediction over-estimates, the absolute

value of the error is multiplied with β. If it under-estimates, the absolute value of the error is multiplied

with α. If β > α over-estimates are penalized more than under-estimates. In this thesis, α = 1.8 and

β = 2.2.

MAE =
1

N

N∑
i=1

||ti − yi|| (4.5)

where MAE is the loss, N is the number of outputs, ti is the desired output and yi is the actual output.

RMSE =

√√√√ 1

N

N∑
i=1

(ti − yi)2 (4.6)

where RMSE is the loss, N is the number of outputs, ti is the desired output and yi is the actual

output.

The choice of scoring- and loss-function is selected manually based on experience. In the future, a

more thorough exploration of loss and scoring for prognostics should be done.
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Transfer learning

Transfer learning was investigated towards trying to improve the predictions, and potentially reduce

the need of run-to-failure examples. Transfer learning is much used in object detection in images,

where re-using parts of an already trained network can improve predictions and reduce the number

of needed training examples. The concept of transfer learning in the field of prognostics has so far

received little attention. A part of this case was to investigate the effects of using transfer learning

for this purpose. The PHM08 dataset described in section 4.2 was used to build 8 different models

that can predict RUL on that dataset. The models are involved in a transfer learning process to try

to improve predictions on air compressors.

Uncertainty

The final part of this case study was to investigate how uncertainty can be used in RUL predictions

that are based on DL. Often predictions can be inaccurate, and it can be hard to know if they can

be trusted. The goal was to find a method that can give an appropriate uncertainty bound around

predictions, leading to more reliability. Often RUL predictions are presented as a single value, which a

user may interpret as certain. The prediction is not necessarily accurate, and by using corresponding

uncertainty, it is possible to indicate potential deviations based on historical predictions. The proposed

method is data-driven and is described in section 7.3. Chapter 7 goes through the case study and

results in detail.
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Case A: Anomaly detection

This case is as explained in section 4.4.1, a two-part study on anomaly detection, where the main

goal is detecting abnormal behaviour in air compressors. The chapter starts with exploring the DL

models and how to obtain the reconstruction error. Next, the results from online anomaly detection

and offline fault detection are presented.

The six DL models explored in this case study need to be designed to fit this particular problem.

The models have several adjustable parameters such as the architecture (number of layers and nodes

per layer) and other hyper-parameters like optimizer, activation functions, and learning rate. LSTM

and CNN also requires to select a time window to generate the input data format. These parameters

were adjusted manually for each algorithm. The process of manual tuning was devoted to finding

promising settings for the adjustable parameters. The selection of architecture and parameters was

based on finding a model that accurately reconstructs normal data, but obtains a gradually increasing

reconstruction error as faults are progressing.

A tanh activation function was selected for the output, which means the output of the model are

between -1 and 1. Therefore the data was normalized using min-max-scaling (see equation 4.1) between

-1 and 1. This forces the model to provide inputs in the right scale. The data normalization was based

on the training and configuration sets, and the same transformation was used for the test set. The

data used in this case is explained in section 4.4.1. Next, the final architectures and parameters found

for each algorithm are presented.

5.1 Model architectures & parameters

Autoencoder

The architecture and parameters for the AE model were found through trial and error. It is already

stated that tanh is used as the activation function. Experiments with four types of optimizers; SGD,

RMSProp, Adam and AdaGrad, indicated that the performance were quite similar, but RMSProp was

slightly better. A learning rate that gave the desired learning curve was chosen to be 0.0001. The
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default weight initialization method called Xavier weight initialization was used. Since the problem

is hard to optimize with hyper-parameter tuning, several architectures were explored, and the final

architectures found is described in table 5.1. The main finding in the architectural choice was that

the results were improved when the first hidden layer had increased nodes compared to the input.

Table 5.1: Selected parameters for AE

Autoencoder - Parameters

Optimizer RMSProp
Learning rate 0.0001
Input Layer 14
H1-H5 Layer 17-8-4-8-17
Output Layer 14

Sparse autoencoder

The architecture and parameters for the sparse autoencoder (section 2.4.4) model have equally many

layers as the AE, but every layer has 14 nodes. This is due to the sparsity regularization mentioned

in section 2.4.4, which penalizes model complexity. This will lead to a similar effect as a normal AE,

but the SAE learns which and how many nodes to remove based on forcing weights to zero. The same

optimizer, learning rate and weight initialization approach as for the AE was used. The parameters

are presented in table 5.2.

Table 5.2: Selected parameters for SAE

Sparse Autoencoder - Parameters

Optimizer RMSProp
Learning rate 0.0001
Input Layer 14
H1-H5 Layer 14
Output Layer 14

Variational autoencoder

The architecture and parameters found for the VAE (section 2.4.4) model is presented in table 5.3.

The table shows that the latent space (middle layer) contains information from six dimensions. It also

has more nodes in the first hidden layer than in the input layer.
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Table 5.3: Selected parameters for VAE

Variational Autoencoder - Parameters

Optimizer Mini-batch SGD
Learning rate 0.001
Input Layer 14
H1-H5 Layer 16,8,6,8,16
Output Layer 14

Deep belief network

The best performing architecture for DBN consists of three stacked RBMs. The input layer has 14

inputs, while the next layers have 16, 13, and 11 nodes, as presented in table 5.4. The k value used

was 10, and a learning rate of 0.003. The predictions from the DBN was smoothed using a moving

average filter with window size 50.

Table 5.4: Selected parameters for DBN

Deep Belief Network - Parameters

Learning rate 0.003
k 10
Batch size 25
Input Layer 14
Hidden Layers 16,13,11

ED-LSTM

Similarly to the other models, the best performing parameters were selected based on trial and error.

The LSTM does not only reconstruct the sensors for one time-step, but for all time-steps in the selected

time window. Table 5.5 shows selected parameters for the LSTM. The table shows that the SGD with

a learning rate of 0.001 performed the best with three hidden layers of 10, 7, and 10. The time window

was selected to be 20.

Table 5.5: Selected parameters for LSTM

Long-short-term-memory - Parameters

Optimizer SGD
Learning rate 0.001
Batch size 100
Time window 20
Input Layer 14
Hidden Layers 10,7,10
Output Layer 14
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ED-CNN

A CNN has many parameters to tune. A time-window of size 20 gave the most promising results. The

architecture found consists of combinations of convolutional layers (Conv2D) and max-pooling layers

for encoding and convolutional layers and upsampling for decoding. Table 5.6 lists each layer used for

the CNN model and its settings. The padding approach called same was used for all convolutional

layers. This means that the output is padded to reach the same dimension as the input. The middle

layers use the ReLU activation function, but the final layer uses tanh to get the data into the correct

scale. Adam optimizer with the default learning rate of 0.001 performed the best.

Table 5.6: Selected CNN-architecture and parameters

Convolutional neural network - Parameters

L1: Conv2D 16 filters and 8x8 kernel. ReLU activation function.
L2: Maxpooling Pool size (2,2)
L3: Conv2D 8 filters and 3x3 kernel. ReLU activation function.
L4: Maxpooling Pool size (2,2)
L5: Conv2D 8 filters and 3x3 kernel. ReLU activation function.
L6: Upsampling2D Size (2,1)
L7: Conv2D 16 filters and 3x3 kernel. ReLU activation function.
L8: Upsampling2D Size (2,2)
L9: Conv2D 1 filter and 8x8 kernel. Tanh activation function.

5.2 Reconstruction error

Each model was trained on the available normal sequences. Figure 5.1a, b and c show the reconstruc-

tion error obtained on one of the normal sequences with AE, DBN and LSTM, respectively. Each of

the reconstructions has a peak in the beginning and end of the sequence. This can be explained by

logging starting before the compressor starts, and stopping after the compressor stops. The models

achieve quite different results both when it comes to how well the signals are reconstructed and the

level of noise. DBN produces a lot of noise and a high reconstruction error compared to the other two

models. The AE has a quite low reconstruction error; below 0.02 and some noise. The LSTM model

produces even less noise, but with a slightly higher reconstruction error than the AE.
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(a) AE (b) DBN (c) LSTM

Figure 5.1: Reconstruction error on sequence with normal data with AE, DBN and LSTM

The reconstruction error on normal data from the three other models is shown in figure 5.2a, b and c.

The results show similar trends as the previous models. The CNN has less noise than the two others.

The SAE and CNN have similar level of reconstruction error as AE, while the VAE has higher.

(a) SAE (b) VAE (c) CNN

Figure 5.2: Reconstruction error on sequence with normal data with SAE, VAE and CNN

Next the reconstruction errors from the models are evaluated on data with faults. These data se-

quences start from normal condition, but are gradually introduced for faults until end-of-life. Figure

5.3a, b and c shows the reconstructions from AE, DBN and LSTM on a sequence with fault A. The

individual models were affected by similar patterns of noise. The AE and LSTM both start with a

low reconstruction error which increases towards the end of the sequence. It is hard to see any clear

trend from the DBN due to the high level of noise.
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(a) AE (b) DBN (c) LSTM

Figure 5.3: Reconstruction error from AE, DBN and LSTM on sequence with failure due to fault type
A

Figure 5.4a, b, and c show the reconstructions from the SAE, VAE and CNN models on the same data

sequence. These models were able to start with a low reconstruction error, then gradually increase

until failure.

(a) SAE (b) VAE (c) CNN

Figure 5.4: Reconstruction error from SAE, VAE and CNN on sequence with failure due to fault type
A

Figure 5.5 indicated that the AE, DBN and LSTM achieve similar results as seen so far. The AE and

LSTM went from a low reconstruction error to an increasing one. It was hard to see a clear trend in

the results from the DBN due to the noise.
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(a) AE (b) DBN (c) LSTM

Figure 5.5: Reconstruction error from AE, DBN and LSTM on sequence with failure due to fault type
B

The SAE, VAE and CNN models achieved the desired trend in the reconstruction error. This is

illustrated in figure 5.6. The beginning of the sequence seems to lead to an increased reconstruction

error, before going down to the normal level. This can be due to the data collection process described

in section 4.2.1, where new data sequences were collected before the compressor had regained normal

condition.

(a) SAE (b) VAE (c) CNN

Figure 5.6: Reconstruction error from SAE, VAE and CNN on sequence with failure due to fault type
B

All the tested models, except DBN, has produced results according to the desired behaviour. A moving

average filter is applied to see if the reconstruction error from the DBN model also has an increasing

trend. Figure 5.7a, b and c show the reconstruction error on the three sequences seen so far, but with

a moving average filter with a time window of 50 units. This reveals that the sequences with faults

obtain the desired trend from DBN as well.
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(a) Normal sequence (b) Fault A sequence (c) Fault B sequence

Figure 5.7: Reconstruction error with moving average filter obtained from DBN

The results show that all models were able to reconstruct the normal data better than fault sequences,

resulting in an increasing reconstruction error close to failure. Each model reproduce the input with

different error rate; ranging from the AE with the lowest, and DBN with the highest. In theory, it

does not matter if the reconstruction error is high for normal data, as long as it is even higher for

failure data. It could be possible to use the reconstruction error directly to indicate if the system is

behaving unexpectedly. The scale is not informative, and the only indication of abnormal behaviour is

an increasing score. In the next section, it is explored if a more descriptive range of the reconstruction

error can be obtained, and if the range can be made more transparent.

5.3 Online: Anomaly score

In this section, it is explored how the reconstruction error can be transformed into a more descriptive

range between 0 and 100 referred to as an anomaly score. An anomaly score of 100 indicates faulty

behaviour, while 0 indicates normal condition. The range is divided into three zones which represent

the state of the system. These are normal, warning, and danger zone. The next section describes how

the transformation and thresholds are decided.

5.3.1 Transformation

The transformation is tuned individually for each model based on the configuration set. The tune-able

parameters are related to the min-max-scaling and sigmoid transformation, as explained in section

4.4.1. There are three phases of the transformation: (1) to scale the reconstruction error between

two values, (2) transform with Sigmoid function and finally (3) which is to scale it to between 0 and

100. In step 1, both the old and new minimum and maximum values must be selected. In step 2, the

sigmoid exponent must be selected. These values are manually tuned until the desired trend ranging

from 0 to 100 is obtained. The outcome of this transformation is referred to as the anomaly score.

The parameters that gave the best fit on the configuration set is shown in table 5.7.
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Table 5.7: Anomaly score transformation parameters for each model

Old min Old max New min New max Sigmoid exponent

AE 0.01 0.18 -8 9 0.8

SAE 0.01 0.16 -8 9 0.6

VAE 0.205 0.32 -8 9 0.8

DBN 0.452 0.458 -8 9.5 0.7

LSTM 0.15 0.27 -9 9 0.4

CNN 0.05 0.20 -8 8 0.4

The goal of the previous configuration was to get a common scale where the anomaly score indicates

the condition of the system. The scale can also be divided into zones. Ideally one normal zone and one

danger zone, with a neutral or warning zone in between. Based on the results from the configuration

set, the thresholds are decided to be 0.4 and 0.6. This means that when the anomaly score is below 40,

it is considered as a normal operating condition, while increasing over 60 something is wrong. These

limits are manually selected and need to be adjusted according to the use-case.

Figure 5.8a, b, and c shows the achieved anomaly score from the AE, DBN and LSTM model, on one

of the sequences with fault type A in the configuration set. The fault is introduced over three levels

of severity. The black vertical line in the figures indicates when the fault has 100% severity. The idea

with the anomaly detection is not about predicting that something is about to fail, but give insight into

the current condition. Especially fault A is according to the available sensor measurements resulting

in long-term changes, not sudden impact. The AE starts with an anomaly score close to zero, before

gradually increasing towards a peak, then it decreases slightly. The DBN starts with a high anomaly

score. It decreases down to the normal zone before increasing towards the danger zone, reaching it

just before it fails. The LSTM model starts similar to the DBN but quickly finds the normal level

before gradually increasing after the 100% error is introduced.

(a) AE (b) DBN (c) LSTM

Figure 5.8: Anomaly score from AE, DBN and LSTM on sequence from configuration set with failure
due to fault type A

Figure 5.9a, b, and c show the anomaly score obtained from the SAE, VAE and CNN models on a

sequence from the configuration set with fault type B. The results show that the three models start

in the normal zone and increases. The main difference between them was that the VAE and CNN
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increase towards the maximum score later than the SAE.

(a) SAE (b) VAE (c) CNN

Figure 5.9: Anomaly score from SAE, VAE and CNN on sequence from configuration set with failure
due to fault type B

All models except DBN has shown promising results on the sequences from the configuration set. The

next step is to evaluate the performance of the anomaly detection on unseen data.

5.3.2 Results

The models were evaluated and tested based on unseen data, which, as explained in section 4.4.1

contains four different types of faults. The models were first evaluated based on the accuracy of

classifying the 350 test samples into normal or anomalous data. Next, the anomaly score of the

complete sequences was visually analyzed and interpreted. Table 5.8 presents the accuracy of each

model for all test samples and for each fault type.

Table 5.8: Total accuracy and accuracy per fault type for each DL model

Accuracy

Model Total Fault A Fault B Fault C Fault D

AE 0.797 0.8 0.99 0.5 1.0

SAE 0.783 0.81 0.93 0.5 1.0

VAE 1.0 1.0 1.0 1.0 1.0

DBN 0.794 0.83 0.65 0.8 1.0

LSTM 1.0 1.0 1.0 1.0 1.0

CNN 0.963 1.0 0.87 1.0 1.0

The results showed large differences in the classification performance of the models. Both the VAE and

LSTM impressively achieved 100% accuracy. CNN performed quite closely by achieving 96.3% and

correctly classifying all samples in the test set with fault type A, C, and D. The three best models were

able to perfectly detect all samples within the two new fault types (C and D). The three remaining

models (AE, SAE and DBN) achieved between 78 and 80% accuracy. Table 5.9 presents an overview

of the number of wrongly classifications and how many of them were present in the warning zone.
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Table 5.9: Miss-classifications in the anomaly detection models

Model # Misses # In void Share in void

AE 71 60 0.85

SAE 76 58 0.76

DBN 72 2 0.03

CNN 13 11 0.85

The AE, SAE and CNN have most of their miss-classifications in the void, while the DBN has almost

every miss-classification in the wrong zone. DBN has performed worse than the other models. There

were large differences in the classification performance of the models. While VAE, LSTM and CNN

performed with an high accuracy, the other models have several miss-classifications. The anomaly

score is not designed or intended to be a pure classifier of normal or failure samples. Therefore the

visual analysis is just as important. Next, results from each fault type are analyzed.

Fault A

Both the VAE and LSTM got 100% accuracy on the test set. Figure 5.10a shows the anomaly score for

VAE on one of the unseen sequences with fault type A. Figure 5.17b shows for another sequence, but

with LSTM. For both models, the anomaly score started around zero and increased gradually after

the 100% fault severity was reached. They were as desired able to detect and indicate an anomaly

score of 100 in advance of end-of-life. The results were quite similar for all sequences with fault A for

these two models.

(a) VAE (b) LSTM

Figure 5.10: Anomaly score from VAE and LSTM on unseen sequence with fault type A

Figure 5.11a shows that the CNN performed similarly as VAE and LSTM for fault type A. Figure

5.11b indicate that DBN was less confident in the normal zone, and increased only slightly into the

danger zone. It was enough for the model to get several correct classifications, but it provides worse
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certainty than the other models. It also has more noise.

(a) CNN (b) DBN

Figure 5.11: Anomaly score from CNN and DBN on unseen sequence with fault type A

Figure 5.12a and b shows the anomaly score obtained from the AE for two different sets with fault A.

While (a) shows satisfactory performance, (b) shows that the anomaly score was barely able to leave

the normal zone. The AE received inconsistent results for sequences with the same fault type.

(a) Split 5 (b) Split 7

Figure 5.12: Anomaly score from AE model on unseen sequences with fault type A

Similarly to the AE, the SAE achieves inconsistent results. This is indicated in figure 5.13. The results

on split 7 were better than the AE results, but still not able to properly increase into the danger zone.

66



5.3 Online: Anomaly score

(a) Split 5 (b) Split 7

Figure 5.13: Anomaly score from SAE model on unseen sequence with fault type A

Analysis of the anomaly score on sequences with fault type A has indicated that only VAE, LSTM and

CNN achieved the desired results. They were able to indicate anomalous behaviour before reaching

end-of-life. The three other models had more fluctuating and inconsistent results.

Fault B

Sequences with fault B was according to sensor values and domain-experts affecting the air compressor

in a higher degree than fault type A. This means that there was a shorter period from the fault reaches

100% severity, until the system fails.

(a) VAE (b) LSTM

Figure 5.14: Anomaly score from VAE and LSTM on unseen sequence with fault type B
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Figure 5.14a shows that the anomaly score from VAE reaches 100 before the system fails. Compared

to results on fault A the anomaly score increased before the 100% fault severity was reached. This

supports the information that fault B has larger effects on the system. Figure 5.14b show similar

tendencies from the LSTM model. The main difference was that the anomaly score from the LSTM

model started to increase earlier.

The accuracy on the test samples indicated that the CNN model struggled to correctly identify the

samples from sequences with fault type B. Figure 5.15a supports these results by showing that the

anomaly score was rarely in the normal zone. The anomaly score increases slowly, but starts too early.

According to figure 5.15b, the anomaly score from DBN were not able to increase into the danger

zone until right before failure. Compared to the other models the anomaly score from DBN lies much

higher in the normal zone and much lower in the danger zone.

(a) CNN (b) DBN

Figure 5.15: Anomaly score from CNN and DBN on unseen sequence with fault type B

Figure 5.16a and b show that both the AE and SAE achieved the desired trend of the anomaly score.

For both models, it stayed in the normal zone before gradually increasing up to an anomaly score of

100. Compared to the other models, the results from the AE and SAE started with a longer period

in the error zone, before reaching the normal zone. This can either be because of how the sequences

are logged or a problem with these models.
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(a) AE (b) SAE

Figure 5.16: Anomaly score from AE and SAE on unseen sequence with fault type B

Results have indicated that the VAE and LSTM was the best performing models on sequences with

both fault type A and B. The CNN showed promising performance, but was too early on increasing

the anomaly score, especially on fault type B. The DBN was not able to properly increase the anomaly

score into the danger zone and had a lot of fluctuation. Both the AE and SAE provided better results

for fault B, than A.

Fault C

The performance of the models were also analyzed on a new type of fault, not present in either training

or configuration. This can show if the algorithm can generalize and detect anomalous behaviour caused

by new, unseen types of faults. The two best performing models so far are the VAE and LSTM.

Figure 5.17a and b show that both of these models achieve the desired behaviour and can give a clear

indication of anomalous behaviour before the system fails.
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(a) VAE (b) LSTM

Figure 5.17: Anomaly score from VAE and LSTM on unseen sequence with fault type C

Figure 5.18a shows that the CNN model were able to detect anomalous behaviour on a sequence with

fault type C before the system fails. It performs similar to the VAE and LSTM. Compared to previous

results, the DBN were able to detect anomalous behaviour on the sequence with fault type C. It has

an anomaly score which fluctuates more than for other models, but it stays within the appropriate

zones and gives an indication of anomalous behaviour before the system fails.

(a) CNN (b) DBN

Figure 5.18: Anomaly score from CNN and DBN on unseen sequence with fault type C

Figure 5.19 indicates that the AE and SAE were not able to generalize. The anomaly score stayed

in the warning zone, instead of the normal zone. They were both successful in detecting an anomaly

score at 100 before system failure. They were, on the other hand, unsuccessful in capturing that the

system was in the normal zone most of the sequence.
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(a) AE (b) SAE

Figure 5.19: Anomaly score from AE and SAE on unseen sequence with fault type C

Fault D

The models were analyzed based on the performance on sequences with fault type D. Compared to

the other fault types, this fault type has the same severity through the entire sequence. The results

from the classification of the test samples showed that every model was able to accurately classify

between normal and anomalous samples on sequences with fault type D. Visual analysis showed that

all models keep an anomaly score of about 100 through the entire sequences. Figure 5.20 proves this

by showing the anomaly score on a sequence with fault D with both VAE and DBN. The other models

follow the same pattern.

(a) VAE (b) DBN

Figure 5.20: Anomaly score on unseen sequence with fault type D
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Model evaluation

The results have proved that VAE and LSTM can detect anomalous behaviour in air compressors

accurately. Both models showed promising results in classification and visual analysis. CNN did not

perform as good as VAE and LSTM. It received a quite high accuracy on the test samples, and visual

inspection proved that the CNN is promising. The three remaining models achieved lower accuracy

on the test samples and were only able to deliver suitable anomaly scores on some of the fault types,

and some of the sequences. The results and model evaluation are discussed further in chapter 8.

Anomaly detection is typically a black box, only indicating if data is anomalous or normal. The

proposed method based on anomaly score can indicate how much the behaviour is deviating from

normal condition. This increases the transparency compared to typical anomaly detection approaches.

In the next section, a method to make the anomaly score more transparent is proposed.

5.3.3 Transparency - Error contribution

A low anomaly score shows that the system is acting close to normal behaviour. An increasing anomaly

score indicates that something unexpected is happening. When the anomaly score goes towards 100,

it can be interpreted as a danger for failure. It indicates that the system is behaving anomalously and

might fail. The anomaly score gives no information about what is wrong with the system, only that

something is wrong. Historically, anomaly detection is not used for this since its purpose is mainly to

discover anomalies, while diagnostics will uncover the actual fault. Diagnostics is dependent on having

examples of previous faults. The proposed method for increasing the transparency in the anomaly

score can give an alternative which can help to identify faults, without historical examples.

The proposed method for increasing the transparency is to calculate each input’s (in this case, each

sensor’s) contribution to the anomaly score. Since all inputs are normalized between the same range,

they can influence the score equally. The MAE is the mean of the absolute error between each pair

of input and reconstructed input. Therefore, by not taking the mean of the errors, the error of each

input in the sample is known. The contribution can then be found by dividing the error of one sensor,

by the total error. Equation 5.1 shows how the contribution of one input, from one sample, can be

calculated. In the equation i indicates which sample and j indicates which input (sensor).

Contribution Inputi,j = 100 ∗

∣∣∣Inputi,j − ˆInputi,j

∣∣∣
Reconstruction Errori

(5.1)

The proposed method adds information to the anomaly score that indicates which sensors in the

signal, contributes the most to the reconstruction error. The idea is that if a domain expert or service

personnel see the top deviating sensors, the potential faults can be recognized. The method works for

all the proposed models. Next, some examples of the anomaly score and the belonging contribution

are showed. Due to the confidentiality requirements, the sensors are named with numbers (S1, S2

etc.). In reality, the sensor names have a description telling what is being measured (temperature,

pressure, etc.) and where it is measured.
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First, 5 samples from a sequence with fault type A were explored. The chosen samples range from

normal to failure condition. They are marked in figure 5.21. Table 5.10 shows the top 3 sensor con-

tributions for each of the samples. The first sample, which is considered to be in normal operation

condition indicates that sensor S3 is the main contribution to the anomaly score. The four remaining

samples show an increasing contribution from sensor S6. This makes the anomaly score more transpar-

ent and lets a domain expert have an idea of potential faults that are occurring. The exact position of

the sensor related to S6 can tell if it is related to an engine, cooling, or other faults. The contribution

of each sensor does not make sense for a low anomaly score. It should only be used together with

an anomaly score outside of the normal zone, to investigate why there is something wrong with the

system.

Figure 5.21: Selected test samples from sequence with fault A

Table 5.10: Top sensors contributing to the anomaly score on samples from figure 5.21

Sample #1 Sample #2 Sample #3 Sample #4 Sample #5

Top 1 Contributor S3: 38.85% S6: 25.09% S6: 29.29% S6: 30.63% S6: 32.13%

Top 2 Contributor S1: 20.38% S5: 19.30% S5: 17.78% S1: 17.83% S1: 19.41%

Top 3 Contributor S8: 10.93% S1: 14.66% S1: 16.11% S5: 17.52% S5: 17.30%

Another example of a sequence with fault A was explored to see if the sensor contributions are helpful.

This should provide results that indicate a similar trend as the previous example. Figure 5.22 shows

the selected samples. According to table 5.11, the contributing sensors are following a similar trend

for this sequence, where S6 has an increasing contribution. The contributions from the normal sample

can be ignored since the anomaly score is quite low and therefore, no fault to investigate.
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Figure 5.22: Selected test samples from another sequence with fault A

Table 5.11: Top sensors contributing to the anomaly score on samples from figure 5.22

Sample #1 Sample #2 Sample #3 Sample #4 Sample #5

Top 1 Contributor S3: 27.85% S6: 32.14% S6: 32.92% S6: 33.33% S6: 33.71%

Top 2 Contributor S1: 18.44% S5: 18.75% S5: 19.64% S5: 19.14% S5: 19.38%

Top 3 Contributor S6: 16.87% S1: 10.45% S1: 12.70% S1: 14.50% S1: 17.73%

So far, the proposed method to increase transparency seems promising. The next step is to see if a

sequence with another fault type has a unique pattern of top contributing sensors. Figure 5.23 shows

two sequences with fault type B, and the red arrows indicate the three samples that was investigated.

Since the normal samples can be considered as insignificant only error samples are included.

Table 5.12 shows that the samples from the sequence in figure 5.23a indicate sensor S3 as the main

contributor to the error. Similarly, table 5.13 shows that S3 was also the main contributor to the

other sequence. In addition, the tables show that for both sequences, S5 was also contributing to the

anomaly score. This can give service personnel an indication that the fault is somehow related to

these two sensors.
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(a) Sequence 1 (b) Sequence 2

Figure 5.23: Selected samples for sensor contribution from sequences with fault B

Table 5.12: Top sensors contributing to the anomaly score on samples from figure 5.23a

Sample #1 Sample #2 Sample #3

Top 1 Contributor S3: 30.4% S3: 28.50% S3: 29.38%

Top 2 Contributor S5: 14.58% S5: 15.28% S5: 16.11%

Top 3 Contributor S1: 11.22% S4: 11.83% S4: 12.19%

Table 5.13: Top sensors contributing to the anomaly score on samples from figure 5.23b

Sample #1 Sample #2 Sample #3

Top 1 Contributor S3: 17.23% S3: 20.41% S3: 24.99%

Top 2 Contributor S5: 17.10% S5: 16.52% S5: 14.56%

Top 3 Contributor S1: 16.97% S1: 14.51% S1: 13.29%

The proposed method has proved useful in increasing the transparency in the anomaly detection

approach. It uncovered that each fault type has a unique pattern of top contributing sensors. These

can be used to indicate why the system is behaving abnormally. This is discussed further in chapter

8. The results from the offline fault detection are presented in the next section.

5.4 Offline: Fault detection

The offline fault detection is as explained in section 4.4.1 about detecting the fault time step in a

sequence. The method for detecting faults is based on finding the point where the reconstruction

error accelerates the most in a sequence. It is described in more detail in section 4.4.1.
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5.4.1 Results

The configuration set was used to test different window sizes. The best performance was achieved

with the same w as Ellefsen et al. [106]. The window size was found by dividing the sequence length

by 35. The results are measured with accuracy from equation 4.4. Table 5.14 shows the accuracy

of the fault detection approach using the 6 different DL models on unseen test data. The leftmost

column indicates which sequence was used (A equals sequence with fault type A). The results show

that the VAE achieved the best results with an average accuracy above 99%. The other models got

an accuracy between 72% and 91%. This indicates that VAE is the most promising model for this

purpose.

Table 5.14: Accuracy on unseen test sequences for offline fault detection

AE SAE VAE DBN LSTM CNN

A5 99.82 40.12 99.51 40.12 40.12 99.63

A6 99.89 99.74 99.04 40.2 31.64 98.64

A7 42.89 42.89 98.86 47.59 42.89 42.89

B4 99.85 82.02 99.85 96.56 82.02 99.78

B5 99.91 99.47 99.56 98.22 99.73 99.38

B6 99.3 99.41 99.31 99.21 98.71 99.01

B7 99.88 99.88 98.81 97.51 98.22 86.12

C1 89.19 89.2 99.53 89.19 89.19 81.39

Average 91.34 81.59 99.31 76.08 72.82 88.36

The results indicate that the fault detection approach can recognize when a fault happened with high

accuracy. The VAE detects the failure within 2 to 32 time units. The fault A sequences (A5-7 in the

table) were detected with an error between 3 and 32 time units, while for fault B sequences (B4-7 in

the table) the error was between 2 and 9 time units. The sequence with fault C was only 3 time units

from the actual time of the fault. As stated earlier in this thesis, a common problem in the maritime

industry is the lack of labels. This approach makes it possible to point out the time when a fault

occurred, and therefore use it for labelling.

Figure 5.24a and 5.24b show examples of the fault detection on one sequence with fault type A and

one with fault type B. The label is marked in green, while the prediction is marked in red. The figures

show that the prediction is at the center of the highest acceleration peak, which is not far from the

label.
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5.4 Offline: Fault detection

(a) Sequence with fault type A (b) Sequence with fault type B

Figure 5.24: Acceleration of the reconstruction error with label and predictions for two sequences

The presented results indicate that the fault detection algorithm proposed by Ellefsen et al. [106]

worked in this particular problem. As suggested, the fault detection approach can be used for labelling

or root-cause analysis. In this thesis, the argument for exploring this approach is labelling. In the

prognostics case (chapter 7) an alternative labelling approach is researched, where the detected fault

time-steps are used as a basis. The next case study is about diagnostics and identifying faults.
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Chapter 6

Case B: Diagnostics

This case study is as described in section 4.4.2 about fault identification. The previous case study

showed that it is possible to detect if the system deviates from normal condition and indicate why.

This case study aims to identify faults and predict their severity. It has the goal of detecting what

is wrong in the system. This can assist decisions on which maintenance actions should be taken.

The idea with this case study was to see what can be done when historical data with fault labels are

available. The case was explored with three different DL approaches and as two different types of

problems. The first type is a multi-label classification variant where each fault type is either 0 or 1.

This is referred to as fault identification. This is a normal diagnostics approach indicating what the

fault is. Treating the problem as a regression problem is the second approach. This is referred to as

severity prediction. For this approach, data was labelled with severity. It requires that the severity of

fault types are logged. It can also be combined with binary labels. The obtained anomaly score from

the previous case study was added as a feature to the data in this study.

Both types of problems were explored and compared with FNN, LSTM and CNN. Some of the model

parameters were tuned using PSO, while others were selected manually. Section 6.1 and 6.2 describes

these steps for each model, and present the results. This chapter presents the results and briefly

discusses them, while chapter 8 discusses and evaluates them more thoroughly.

6.1 Fault identification

This section uses DL techniques to identify faults. It is important to note that this is not a multi-class

classification problem, but a multi-label classification problem. The main difference is related to the

output of the system. A multi-class problem tries to classify between x classes, where the output

of the model is obtained with a softmax activation function resulting in a summed output of 1.0.

In a multi-label problem, each output is between 0.0 and 1.0, meaning that it can detect if several

classes are present at the same time. To obtain an output between 0.0 and 1.0 for each fault type the

sigmoid -activation function was used.

As described in section 4.4.2, the diagnostics problems were explored using sequences of normal data,
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fault A and fault B. Fault C and D has few examples and was therefore not included. If more fault

types are collected, it can be added to the problem as an extra class. For this study the models

were used to classify if data is normal [0, 0], suffers from fault A [1, 0] or fault B [0, 1]. The most

common loss function for multi-class and -label classification problems are called binary cross-entropy.

It was used as the loss function for this experiment. If more classes are introduced, the categorical

cross-entropy should be used. The performance was evaluated based on accuracy.

Initially, some manual experiments were done to find promising ranges of the hyper-parameters. A

PSO optimization loop was used to find the best hyper-parameters and architecture of the models.

The loop used the 5 first datasets with faults for training, the 6th for validation and the 7th for testing.

Ideally, the optimization loop should have used all 7 splits, such that each set of hyper-parameters are

properly evaluated. It would have been too time-consuming; hence, the simplified evaluation on one

set was used. Table 6.1 presents the PSO specific parameters used for the optimization loops.

Table 6.1: PSO-specific parameters

Parameter Values

Inertia 0.5
Cognitive 0.8
Social 0.6
#Particles 10
#Iterations 10

FNN

Some parameters were found through manual experiments to simplify the optimization loop. First,

four optimizers were tested (AdaGrad, RMSProp, SGD, and Adam). They performed quite similar,

but Adam was selected as it tended to give slightly better results. The output activation function was

already decided to be sigmoid since the output is between 0 and 1 for each class. In a classification

problem, this means that a threshold of 0.5 is used to determine the binary classification. It was

found that using 4 layers, where the 4th layer is the output layer was the most promising. The final

layer has two nodes; one for each fault type. All weights in the network were initialized with Xavier

weight initialization. Early stopping was used for preventing the network from over-fitting. Manual

experiments indicated that training always converged before 30 epochs. This number was also used

in the optimization loop. The remaining hyper-parameters that was adjusted with PSO is presented

in table 6.2. The best result from the optimization loop is marked in the table.
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Table 6.2: Hyper-parameters for FNN for classification

Hyper-parameter Values

Learning rate 0.001, 0.0001, 0.00001
Batch size 10, 25, 50
Units layer h1 10, 14, 18, 22
Units layer h2 10, 14, 18, 22
Units layer h3 6, 8, 10, 12, 14
Dropout 0.0 - 0.3 (0.15)
Activation sigmoid, tanh, relu

LSTM

Similarly, to the FNN, some of the parameters for LSTM was decided through manual experiments.

Of the four optimizers, RMSProp performed the best. LSTM architecture is often combined with

normal dense (FNN) layers to make the final decision. Experiments indicated that using two LSTM

layers and two dense layers gave the best results. The final dense layer is the output layer. The

LSTM layers used the default activation functions which is tanh, and the output layer used a sigmoid

activation function. The activation function for the first dense layers were determined with PSO.

Table 6.3 presents the parameters that are tuned with PSO loop, the best choice is marked.

Table 6.3: Hyper-parameters for LSTM for classification

Hyper-parameter Values

Learning rate 0.001, 0.0001, 0.00001
Batch size 10, 50, 100
Units layer h1 10, 14, 18, 22
Units layer h2 10, 14, 18, 22
Units layer h3 6, 8, 10, 12, 14
Activation Sigmoid, tanh, relu
Time window 5, 10, 15, 20, 30, 40, 50

CNN

Obtaining a good architecture for the time-window CNN is harder since it has many parameters to

tune. Manual experiments indicated that using two sets of convolutional and max-pooling layers in

combination with three dense layers were most promising. Dropout layers were added between the

dense layers. The RMSProp optimizer was selected since it was most promising. Table 6.3 shows the

parameters tuned with PSO, and the best parameters are marked.
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Table 6.4: Hyper-parameters for CNN for classification

Hyper-parameter Values

Learning rate 0.001, 0.0001, 0.00001
Batch size 10, 50, 100
#Filters - Conv2D (1) 4, 8, 12, 16
Kernel - Conv2D (1) 5-10 (5)
Kernel - Pool (1) 2, 3, 4
#Filters - Conv2D (2) 4, 8, 12, 16
Kernel - Conv2D (2) 5-10 (6)
Kernel - Pool (2) 2, 3, 4
Units - Dense (1) 10, 20, 30
Units - Dense (2) 6, 10, 14
Dropout 0.0 - 0.3 (0.2)
Activation sigmoid, tanh, relu
Time window 5, 10, 15, 20, 30, 40, 50

The results from the models were evaluated with the k-fold cross-validation loop explained in section

4.4.2. The results were analyzed based on accuracy. Table 6.5 shows how each model performed

averaged over the 7 splits.

Table 6.5: Results from fault classification

Accuracy

FNN 0.9691

LSTM 0.9646

CNN 0.9674

The table shows that the models performed with an accuracy of around 0.96. This means that the

models were accurately able to identify faults in the air compressor. The performance of the models

can be ordered as FNN, CNN and LSTM. The accuracy of each split was investigated. Table 6.6

shows that the accuracy on most splits were between 0.95 and 1.0. All models performed the worst

on split 3, with an accuracy between 0.88 and 0.92. This is discussed later.

Table 6.6: Results per split on fault classification

Accuracy

Models Split 1 Split 2 Split 3 Split 4 Split 5 Split 6 Split 7

FNN 0.9745 0.9836 0.9027 0.9953 0.9788 0.9628 0.9856

LSTM 0.9724 0.9864 0.8890 0.9928 0.9758 0.9497 0.9859

CNN 0.9657 0.9925 0.9221 0.9928 0.9574 0.9565 0.9845

Figure 6.1a and 6.1b show the raw prediction probabilities for one sequence of fault type A and one

with fault type B. In both sequences the FNN was quite accurately able to distinguish between normal

operation and the different fault types.
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6.1 Fault identification

(a) Fault type A (b) Fault type B

Figure 6.1: Fault classification based on FNN predictions

The LSTM performed similarly on the same sequences. This is indicated in figure 6.2a and 6.2b.

(a) Fault type A (b) Fault type B

Figure 6.2: Fault classification based on LSTM predictions

Figure 6.3a and 6.3b show that the CNN also achieved good results. Visually comparing the results

showed that the raw predictions struggled to reach the level of 1.0. The classification threshold is

0.5, which means that it is considered a correct prediction anyway. It can still be interpreted as a

prediction with less confidence.
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(a) Fault type A (b) Fault type B

Figure 6.3: Fault classification based on CNN predictions

The figures has indicated results that are able accurately identify faults. The results on split 3 has

received the lowest accuracy. Figure 6.4a and 6.4b show how the FNN and CNN predicted the faults

on a sequence with fault A from split 3. Both figures indicated that the models predicted the fault

too early. The results are therefore not satisfactory on split 3.

(a) FNN (b) CNN

Figure 6.4: Fault classification on split number 3

Except for split 3, the models were able to accurately identify faults in the air compressor. Next, the

problem is treated as a regression problem to predict the severity of the faults.

6.2 Severity prediction

For this approach, the goal was not only to identify the faults, but also to predict the severity of them.

This means that each of the sequences were labelled with 4 steps; 0.0, 0.33, 0.67 and 1.0 as illustrated
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in section 4.4.2. The output activation function was the identity function. Similar to the previous

section, sequences of normal, fault A and fault B data are used. The performance of the models was

evaluated based on MAE, which indicates how far from the label, the predictions in general are. The

predictions were also analyzed visually.

For simplicity, the architectures obtained from the previous section were used. The output activation

function are changed from sigmoid to identity. The models were trained with 30 epochs. K-fold

cross-validation was used to evaluate the average performance of the models. Table 6.7 shows the

performance of the models in the form of MAE. The models performed similarly. FNN achieved the

best results by in general missing the label with 0.0626.

Table 6.7: Results from diagnostics with severity prediction

MAE

FNN 0.0626

LSTM 0.0674

CNN 0.0753

Table 6.8 shows the MAE for each individual split. Similarly to the classification results, the table

shows that the prediction on split 3 gives the worst results for FNN and LSTM. The CNN is performing

better on split 3, but worse on split 6.

Table 6.8: Results from severity prediction on each individual split

MAE

Models Split 1 Split 2 Split 3 Split 4 Split 5 Split 6 Split 7

FNN 0.0563 0.0474 0.1270 0.0463 0.0327 0.0679 0.0626

LSTM 0.0634 0.0560 0.1166 0.0572 0.0345 0.0602 0.0674

CNN 0.0570 0.0493 0.0851 0.0805 0.0471 0.1118 0.0967

While the MAE gives information about the average difference from the label, visual analysis is

important to inspect and understand the results. Figure 6.5a and 6.5b show how the FNN performed

on the two sequences in split 1. The predictions was not able to predict the steps properly. It was on

the other hand able to give an early indication of increasing severity, increasing from 0 to 1.
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(a) Fault type A (b) Fault type B

Figure 6.5: FNN diagnostics predictions with regression approach

Figure 6.6a and 6.6b show that the LSTM also struggled to predict the steps. It was still able to give a

clear indication of a progressing fault. The 100% severity was predicted accurately on both sequences.

(a) Fault type A (b) Fault type B

Figure 6.6: LSTM diagnostics predictions with regression approach

Prediction with CNN achieved comparable results with similar trends as the two other models. Figure

6.7a and 6.7b show the prediction on sequences with both fault types from split 1.
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6.2 Severity prediction

(a) Fault type A (b) Fault type B

Figure 6.7: CNN diagnostics predictions with regression approach

The figures so far have shown promising results. The performance on the individual splits indicated

that the models performed the worst on split 3. Figure 6.8a shows the prediction obtained from FNN

on split 3 with fault type B. Figure 6.4b show predictions from CNN on split 3 with fault type A.

The results were less accurate, but still able to give an indication of the severity of the faults. The

predictions in figure 6.4a struggled to clearly indicate both the 0% and 100% severity level.

(a) FNN on fault B (b) CNN on fault A

Figure 6.8: Severity prediction on sequence from split 3

Two different approaches for identifying faults in air compressors have been presented in this chapter.

The first approach was able to identify the fault. The second approach was able to identify the faults

and predict their severity. It gave an earlier indication of faults and fault types in the compressor. In

the next chapter, prognostics are explored.
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Chapter 7

Case C: Prognostics

A PHM system can have several features working together to provide insight into the condition. The

case study on anomaly detection showed that it is possible to detect if the system is deviating from

normal operating condition. The previous section presented alternatives for identifying faults and their

severity. In this chapter, prognostics on air compressors are explored. As described in section 4.4.2,

the case study explores predictions of RUL on air compressors. Three topics related to prognostics

was researched. First, section 7.1 explores predicting RUL on air compressors with three different

DL techniques, including deciding on labelling approach. Section 7.2 investigates transfer learning in

PHM context, while section 7.3 explores how uncertainty bounds can be achieved.

7.1 Predict remaining useful life

The experiments with predicting RUL on air compressors were done based on sequences with fault

A and B, as explained in section 4.4.3. These sequences start in normal operating condition and

were introduced for faults with increasing severity. After the fault has reached 100% severity, the

compressor runs until end-of-life. The end of a sequence is therefore considered the end-of-life. This

is the event that is desired to predict time until.

7.1.1 Pre-processing

One of the most explored datasets for prognostics has more than 200 sequences of system failures. The

available data in this research consist only of 14 sequences. In an attempt to increase the number of

sequences, data augmentation was used as described in section 4.4.3. The argument for applying data

augmentation is that it provides more examples available for each RUL level. It was used to divide

each sequence into five new sequences. Instead of having 14 examples of RUL of 50, the dataset now

contains 5 ∗ 14 = 70 examples.

As described in section 4.4.2, the piece-wise RUL labelling approach was used. To decide how long

in advance the failures should be detected, discussions with domain-experts was done. According to
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domain-experts, it was hard to set a limit since the faults are forced in an unnatural speed. Therefore,

it was more convenient to look at the data to find suitable values. Table 7.1 shows the number of time

units from 100% fault severity until end-of-life for the original sequences.

Table 7.1: Overview of RUL on original sequences

Fault Type Minimum RUL Maximum RUL Mean RUL

Fault A 290 2145 1283
Fault B 113 609 289

For the augmented sequences, this will be divided by 5. This means that the minimum time between

fault and failure for fault type B is around 23, and for fault A, 58. Predicting only 23 time units before

failure is too little. Through experiments, it was decided to try to predict 100 time units in advance.

This means that the linear label might start before 100% severity is reached, but it will give more

time to make maintenance decisions. The original 14 sensor measurements and the obtained anomaly

score were used as inputs in these experiments. The inputs were normalized using z-normalization

(equation 4.2). The normalizer was only fitted with training data to avoid information leakage. The

label was scaled to between -1 and 1 to simplify the prediction range. This makes the tanh activation

function a perfect fit since its output is bounded between the same range. To make the predictions

informative, they need to be re-scaled into its original scale, before presented to the user. Results

from the models were evaluated in the original scale to have an informative measure of performance.

7.1.2 Model architecture & parameters

The hyper-parameters and architectures for each model were tuned similarly to what was done in the

previous case study (section 6.1). The same PSO-specific parameters were used for these experiments.

Every model was first tuned manually to find promising regions of architecture before running the

optimization loops.

FNN

Among the four optimizers (SGD, RMSProp, Adam, and AdaGrad), Adam was selected as it gave

good results in manual experiments. The experiments indicated that a FNN with three hidden layers

was most promising. Dropout was used between the hidden layers. Table 7.2 shows the parameters

that were tuned with PSO and the best parameters found are highlighted.
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Table 7.2: FNN hyper-parameters for prognostics

Hyper-parameter Values

Learning rate 0.001, 0.0001, 0.00001
Batch size 10, 25, 50
Units layer h1 10, 20, 30, 40
Units layer h2 10, 20, 30, 40
Units layer h3 10, 20, 30, 40
Dropout 0.0 - 0.3 (0.2)
Activation sigmoid, tanh, relu

LSTM

Through manual experiments, many architectures for the LSTM was tested. The most promising

architecture was with three LSTM layers and two dense (FNN) layers. The last dense layer is the

output layer. The RMSProp optimizer was selected based on its performance in manual experiments.

The output activation function was as mentioned tanh. For the LSTM layers, the tanh activation

function was used (default), but the activation function for the dense layers were tuned with PSO.

Training was performed with 30 epochs and early stopping. Table 7.3 shows the parameters that were

optimized with PSO, the best parameters found are highlighted in the table.

Table 7.3: LSTM hyper-parameters for prognostics

Hyper-parameter Values

Learning rate 0.001, 0.0005, 0.0001, 0.00005, 0.00001
Batch size 10, 40, 70, 100
Units layer LSTM1 10, 15, 20, 25, 30, 35, 40
Units layer LSTM2 10, 15, 20, 25, 30, 35, 40
Units layer LSTM3 10, 15, 20, 25, 30, 35, 40
Units layer Dense1 5, 10, 15, 20, 25, 30
Activation Sigmoid, tanh, relu
Time window 5, 10, 15, 20, 30, 40, 50

CNN

As mentioned in section 6.1, CNN is a model with many parameters to tune. Manual experiments

were performed to find a promising architecture. These experiments indicated that the most promising

architecture was to use two sets of layers consisting of convolutional layer and max-pooling. Next,

flattening and then three dense layers. The final dense layer is the output layer. A padding strategy

called same was used for all convolutional and max-pooling layer, except the final max-pooling layer

where valid was used. This means that the dimension is reduced instead of kept. Dropout was added

between the two first dense layers. The RMSProp optimizer was selected since it showed the most

promising results. The remaining parameters were tuned with PSO. Table 7.4 shows the parameters

that were tuned, and the best parameters are highlighted.
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Table 7.4: CNN hyper-parameters for prognostics

Hyper-parameter Values

Learning rate 0.001, 0.0005, 0.0001, 0.00005, 0.00001
Batch size 10, 40, 70, 100, 130
#Filters - Conv2D (1) 4, 8, 12, 16, 20
Kernel size - Conv2D (1) 4-10 (5)
Kernel size - Pool (1) 2, 3, 4
#Filters - Conv2D (2) 4, 8, 12, 16, 20
Kernel - Conv2D (2) 5-10 (4)
Kernel - Pool (2) 2, 3, 4
Units - Dense (1) 10, 20, 30
Units - Dense (2) 4, 8, 12, 16, 20
Dropout 0.0 - 0.3 (0.15)
Activation sigmoid, tanh, relu
Time window 5, 10, 15, 20, 30, 40, 50

7.1.3 Results

After the best architecture and hyper-parameters were found, each model was trained and evaluated

using k-fold cross-validation. The performance of the models was mainly evaluated with MAE, which

indicates the average error from the target. RMSE was also used, which punishes large errors more.

Table 7.5 shows the MAE and RMSE for each of the models on the averaged performance from k-fold

cross-validation.

Table 7.5: Results from RUL prediction using k-fold cross validation

RMSE MAE

FNN 14.04 9.27

LSTM 11.03 6.87

CNN 13.14 8.34

The results show that there were some large differences between the models. The LSTM was clearly

performing the best with a MAE of 6.87. This means that the model on average predicted 6.87 time

units from the target. The second best model was the CNN, and worst was FNN. This is interesting

since the FNN performed the best on diagnostics. Table 7.6 shows the MAE on each individual split.

The table indicates that the performance on split 3 was much worse than for the other splits. The

LSTM achieved an average MAE of 22, and as high as 33 for FNN. Since both the diagnostics and

prognostics experiments show that split 3 performs the worst, it can be assumed that the data was

collected under quite different conditions or operation. This is discussed further in chapter 8.
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Table 7.6: Results from RUL predictions on each individual split

MAE

Models Split 1 Split 2 Split 3 Split 4 Split 5 Split 6 Split 7

FNN 4.00 7.16 33.10 2.42 6.93 4.45 6.85

LSTM 4.92 6.04 22.04 3.77 3.72 1.85 5.76

CNN 3.70 6.10 26.91 5.07 5.00 3.81 7.81

When excluding split number 3 the predictions from the LSTM model were on average 4.34 time

units away from the correct RUL. So far, the RUL predictions have only been evaluated based on the

performance measure. The predictions were also analyzed visually. This makes it possible to notice if

the predictions were fluctuating, over-estimating, under-estimating, etc.

FNN

First, the FNN predictions were explored. Split number 4 achieved a MAE of 2.42. Figure 7.1a and

7.1b shows the predictions on one sequence of each fault type from that split. The figures prove that

the predictions were accurate and very close to the actual RUL of the compressor.

(a) Fault type A (b) Fault type B

Figure 7.1: RUL prediction from FNN on split 4

The FNN achieved variable results for the other splits. On split number 6, it achieved a relative

low MAE, but as figure 7.2a indicates, the predictions on a sequence with fault type A from split 6

had much noise. Several of the predictions from FNN on sequences with fault type A have similar

fluctuations. This could have been reduced by applying a moving average filter. Figure 7.2b shows

that the predictions on a sequence with fault type B followed the target relatively good. It had less

noisy, but were a bit late to start predicting the linear RUL.
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(a) Fault type A (b) Fault type B

Figure 7.2: RUL prediction from FNN on split 6

As indicated earlier, predictions on split number 3 have performed much worse than the others. This

is proved in figure 7.3a and 7.3b, which are predictions on a sequence with fault A and B from split

3. The predictions on the sequence with fault type A were far from the target and under-estimated

the RUL by a lot. The other sequence was over-estimated large parts of the linear RUL.

(a) Fault type A (b) Fault type B

Figure 7.3: RUL prediction from FNN on split 3

LSTM

Predictions from the LSTM model achieved the lowest MAE and can be considered the best performing

model. Figure 7.4a shows that the model were accurately predicting the RUL on a sequence with fault

type A from split 6. The predictions from the same split, but on a sequence with fault B was not as

accurate, but still a good prediction.
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(a) Fault type A (b) Fault type B

Figure 7.4: RUL prediction from LSTM on split 6

Predictions on split number 7 achieved a higher MAE than four other splits. The sequence with fault

A slightly under-estimated the RUL (figure 7.5a), while the sequence with fault B is over-estimated

a little. Under-estimation is considered better since the maintenance can be done before something

breaks. Over-estimation may lead to failure before maintenance actions took place.

(a) Fault type A (b) Fault type B

Figure 7.5: RUL prediction from LSTM on split 7

As stated earlier, both the LSTM and FNN achieved the highest MAE on split number 3. Figure

7.6a shows that the LSTM predictions on the sequence with fault A were not as accurate as the ones

seen so far. It was more accurate than FNN on the same sequence. The predictions under-estimated

the RUL, but were at least able to indicate that the system was degrading in advance of a failure.

The sequence with fault B over-estimated less than the FNN prediction, and even under-estimated

the target towards the end-of-life. This is indicated in figure 7.6b.
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(a) Fault type A (b) Fault type B

Figure 7.6: RUL prediction from LSTM on split 3

The LSTM has proven superior to the FNN both when it comes to the score and the visual analysis.

The LSTM achieved satisfactory results for all splits, except split 3. The results on split 3 were at

least better for LSTM than for FNN.

CNN

The MAE showed that the CNN performance was ranked between FNN and LSTM. The best CNN

results were achieved on split 1. The prediction on a sequence with fault A and B from that split is

showed in figure 7.7a and 7.7b, respectively. The results for fault A show that the prediction slightly

over-estimated the RUL in early stages of degradation. The other sequence shows that the RUL was

estimated accurately until about 30 time units was remaining.

(a) Fault type A (b) Fault type B

Figure 7.7: RUL prediction from CNN on split 1

The CNN achieved varying results on split 6. The predictions on a sequence with fault A (fig 7.8a)
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were following the target closely, but with some noise, especially towards the end-of-life. The model

performed worse on the sequence with fault B, where the reduction in RUL was detected too late. It

over-estimated the early linear phase of the prediction.

(a) Fault type A (b) Fault type B

Figure 7.8: RUL prediction from CNN on split 6

Figure 7.9a shows that the CNN also struggled with predicting the RUL on the sequence with fault

A on split 3. The prediction under-estimated the target by a lot for almost the entire sequence. The

results on the sequence with fault B were not as bad, but it over-estimated the RUL mid-sequence

(figure 7.9b).

(a) Fault type A (b) Fault type B

Figure 7.9: RUL prediction from CNN on split 3

Summary

The results have indicated that there were considerable differences in the three DL models’ perfor-

mance. LSTM performed best and therefore considered the best model for predicting RUL, in this

particular case. The predictions were accurate, and they were on average missing in the upper edge
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of 6 time units from the target. This is promising results. So far, the RUL has been predicted with

the commonly accepted RUL labelling approach called piece-wise linear RUL. As mentioned in section

4.4.3, new research proposed an alternative labelling approach referred to as the adaptive piece-wise

linear RUL. This is investigated with LSTM in the next section.

7.1.4 Alternative labelling

The state-of-the-art labelling approach proposed by Ellefsen et. al [123] were explored. The alternative

labelling approach is described in more detail in section 4.4.3. The basic idea is that the RUL label is

constant until a fault is detected; from that point, the RUL is linear. This means that the constant

value is different between the sequences. The labelling is dependent on the offline fault detection that

was explored in section 5.4. To explore the alternative labelling, the LSTM was used. It was selected

due to its performance on the traditional labels. For this experiment, the same architecture for the

LSTM was used, but since the upper limit of the RUL was so different for each sequence, the label

were not normalized. Therefore, the output activation function was changed to the identity function.

The activation function of the dense layer was changed to ReLU.

The new labelling approach was evaluated in the same way as the previous case. The average MAE and

RMSE obtained were 37.32 and 51.38, respectively. This was much higher than the results obtained

with the other labelling approach. It must be noted that the scores are not directly comparable. It

does, on the other hand, indicate that the predictions were on average missing almost 40 time units

from the label. Table 7.7 shows the results per split. These results were also much higher than the

other labelling approach.

Table 7.7: Results on each split with alternative labelling

MAE

Models Split 1 Split 2 Split 3 Split 4 Split 5 Split 6 Split 7

LSTM 27.57 15.43 4.91 37.19 108.12 30.22 37.77

Since the results were worse based on the scoring, the predictions were also analyzed visually. Figure

7.10a shows the prediction on a sequence with fault B, from split 1. The linear RUL was predicted

accurately, while the constant level had an offset of 20 time units. Figure 7.10b shows a prediction on

a sequence with fault A from split 5. The constant RUL-level was as high as 400 time units in advance

of failure. Despite large fluctuations, the predictions were decreasing around the target relatively

good. They can indicate the RUL four times longer in advance than the other labelling approach.
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7.1 Predict remaining useful life

(a) Fault type B (b) Fault type A

Figure 7.10: RUL predictions with adaptive piece-wise labels I

The two previous figures showed promising results. The two next figures show that other sequences

were predicted with large errors. Figure 7.11a shows that a prediction on a sequence with fault type A

under-estimated a lot. The prediction was not able to give any useful indication of the RUL. Similarly,

figure 7.11b shows that the prediction on a sequence with fault B struggled to a find constant level.

The prediction missed with more than 125 time units. The linear part of the RUL was predicted

relative accurate, but it was only 25 time units in advance.

(a) Fault type A on split 2 (b) Fault type B on split 4

Figure 7.11: RUL predictions with adaptive piece-wise labels II

The results have shown varying performance with the adaptive piece-wise linear RUL label. The

results were much more inaccurate than the traditional RUL labels and can be considered as not

useful for this particular case. Service personnel will only have a value of the predicted RUL to decide

from. If the value is 25, it can mean that the system is in normal condition (see figure 7.11b), while in

other cases it is about to fail (see figure 7.10b). These results are discussed more thoroughly in section

8. In the next section, transfer learning is investigated to see if it can improve the RUL predictions.
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7.2 Transfer learning

Transfer learning was researched to see if the results could be improved. If so, it contributes to reducing

the required amount of run-to-failure examples. It was investigated with LSTM, which has performed

the best in the previous prognostics experiment. Since the approach with adaptive piece-wise linear

RUL labels were inaccurate, the traditional labels were used in these experiments. As mentioned in

section 4.4.3, a model were trained that performed well on a much larger and popular dataset within

prognostics research, called PHM08 (see section 4.2.2). The model was built to match the LSTM

architecture that performed well in section 7.1, making it easier to use transfer learning.

The architecture and parameters of the LSTM model on the PHM08 dataset were decided based on

experience and manual experiments. The best results were achieved using a model consisting of four

LSTM-layers and two dense-layers. The number of neurons in each layer is described in table 7.8.

The same setup as for the experiments in section 7.1 was used to train the model. This means that

the labels were normalized between -1 and 1, the time window was 20, and activation functions for all

layers were tanh. Since the number of inputs was not equal, the first LSTM-layer of the PHM08-model

was not re-used.

Table 7.8: Architecture for the transferred model

Layer Units

LSTM layer 1 20
LSTM layer 2 30
LSTM layer 3 30
LSTM layer 4 30
Dense layer 1 20
Dense layer 2 1

Transfer learning typically means to take parts of another trained network and re-use it in a new

network either with untrainable or trainable layers. Several different architectures were explored. The

architectures were based on:

• Re-using parts of the model, but make the layers untrainable.

• Re-using parts of the model, but make the layers trainable.

• Combining both untrainable and trainable layers.

In order to explore if transfer learning can contribute to improving the RUL predictions on the air

compressor, several architectures were tested. The layers from the trained PHM08-model were used

either untrainable or trainable. In the described architectures, a layer from the PHM08-model is

referred to with PHM- plus the type of layer and the corresponding layer number (from table 7.8). An

example is if the second LSTM layer is used, it is referred to as PHM-LSTM-1, while a new LSTM

layer is simply referred to as LSTM.

Table 7.9, 7.10, 7.11 and 7.12 describes 8 different models that were tested to improve the predictions.

Model 1, 2, and 5 uses several layers from the PHM08-model, but allows the transferred layers to be
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trained. The pre-trained layers are in such cases used as a kind of weight initialization. The other

models use a combination of new layers together with both trainable and untrainable layers. The

reason some layers were untrainable is the idea that they might have been trained to find good and

general features that the new model can benefit from.

Table 7.9: The first and second proposed model related to transfer learning

Model 1 # Nodes Trainable Model 2 # Nodes Trainable
LSTM 20 Yes LSTM 20 Yes
PHM-LSTM-2 30 Yes LSTM 30 Yes
PHM-LSTM-4 30 Yes PHM-LSTM-4 30 Yes
PHM-Dense-1 20 Yes PHM-Dense-1 20 Yes
PHM-Dense-2 1 Yes Dense 1 Yes

Table 7.10: The third and fourth proposed model related to transfer learning

Model 3 # Nodes Trainable Model 4 # Nodes Trainable
LSTM 20 Yes LSTM 20 Yes
PHM-LSTM-2 30 No LSTM 30 Yes
PHM-LSTM-4 30 No PHM-LSTM-4 30 No
Dense 20 Yes Dense 20 Yes
Dense 1 Yes Dense 1 Yes

Table 7.11: The fifth and sixth proposed model related to transfer learning

Model 5 # Nodes Trainable Model 6 # Nodes Trainable
LSTM 20 Yes LSTM 20 Yes
PHM-LSTM-2 30 Yes PHM-LSTM-2 30 No
PHM-LSTM-4 30 Yes PHM-LSTM-3 30 No
PHM-Dense-1 20 Yes PHM-LSTM-4 20 Yes
Dense 1 Yes PHM-Dense-1 20 Yes

Dense 1 Yes

Table 7.12: The seventh and eight proposed model related to transfer learning

Model 7 # Nodes Trainable Model 8 # Nodes Trainable
LSTM 20 Yes LSTM 20 Yes
PHM-LSTM-2 30 No PHM-LSTM-2 30 No
PHM-LSTM-3 30 No PHM-LSTM-3 30 Yes
PHM-LSTM-4 30 No PHM-LSTM-4 30 Yes
PHM-Dense-1 20 Yes PHM-Dense-1 20 Yes
Dense 1 Yes Dense 1 Yes

All the stated models were trained with the RMSProp optimizer with a learning rate of 0.00005.

A batch size of 40 was used, and the models were trained over 40 epochs. The time window was
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selected to be 20 time units. Results were evaluated based on MAE averaged over the 7 splits in

k-fold cross-validation. Table 7.13 shows the score of each of the transfer learning models and the best

model achieved in section 7.1, referred to as original best. The models that performed better than the

original best are highlighted in the table.

Table 7.13: Results from RUL predictions with transfer learning models

Model MAE

Original best 6.87
Model 1 9.81
Model 2 8.22
Model 3 9.58
Model 4 6.78
Model 5 8.41
Model 6 6.14
Model 7 7.45
Model 8 5.92

The results showed that three of the models performed better than the best model from section 7.1.

Model 4 performed quite similar to it, while model 6 and 8 performed much better. These three

models have in common that they have at least one untrainable layer from the PHM08-model. Model

6 and 8 also used several trainable layers from the PHM08-model. The difference between the two

best models was that model 6 has two untrainable layers, while model 8 only has one. This indicated

that having untrainable layers might force the network to reconstruct and benefit from good features

in the transferred model.

The result from the best model (#8) for each individual split is presented in table 7.14. Compared

to the original model, the transfer learning model performed similar for most of the splits, but there

were large differences in split 2 and 3. The MAE was reduced a lot for split 3, while it increased a

lot for split 2. It hard to identify why this happens, but it might indicate that the original model was

over-fitted to some degree, while the transfer learning model generalizes better.

Table 7.14: Results from RUL predictions on each split with model 8

MAE

Split 1 Split 2 Split 3 Split 4 Split 5 Split 6 Split 7

Model 8 3.43 11.3 7.57 3.24 5.17 3.96 6.77

Figure 7.12a shows the prediction from model #8 on a sequence with fault type A from split 7. Figure

7.12b shows the prediction on a sequence with fault B from split 0. The predictions were following

the target relatively good.
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(a) Fault type A (b) Fault type B

Figure 7.12: RUL predictions from transfer learning model

Split 3 resulted in quite bad predictions on the original model, but the best transfer learning model

performed a lot better. Figure 7.13 shows the RUL prediction on the sequence with fault A from split

3. It shows that it was a lot better than the original predictions, but struggled to predict accurately

close to end-of-life.

Figure 7.13: RUL predictions from transfer learning model on split 3

The results proved that using a model that was trained on sequences from a different system can

contribute to improving predictions. Transfer learning in prognostics is promising and should be

explored further.

103



Chapter 7. Case C: Prognostics

7.3 Uncertainty

It is important to be certain that the predictions are correct and reliable. Companies might find

it hard to trust a model giving an output like the RUL. In this section, a method for obtaining

uncertainty on such predictions are proposed. This thesis has few run-to-failure sequences available,

and the predictions so far have shown variable results on the available sequences. On one sequence a

model can predict RUL to be 50, while in fact, it is around 30 (figure 7.5b). On another sequence,

the RUL is predicted almost perfectly (figure 7.4a). When a potential user looks at RUL predictions,

only the current and previous predictions are accessible. Since the prediction actually can vary a lot,

the uncertainty can help to increase the trust in the predictions and show a more realistic picture.

The idea of the proposed method for obtaining uncertainty is that the prediction range can be divided

into, for instance, 20 zones. A zone can be all predictions between 95 and 90, 90 and 85, and so on.

For each zone, all predictions within it are compared to the target, and the error is stored. Each

zone will eventually have a lot off errors stored, and a normal distribution of the errors is assumed.

Therefore, predictions can be presented with not only a number representing the RUL, but also a

probability distribution indicating the likelihood of the predictions. The distribution can also indicate

if the current prediction is likely over- or under-estimating the RUL.

(a) Between 98 and 100 (b) Between 25 and 30

Figure 7.14: Error distributions from predictions in certain ranges

In the results so far, the accuracy has varied a lot between the individual splits. Only five of the best

splits were chosen (1, 2, 4, 5, and 6) to show the principle of the uncertainty method. These were

used for generating the distributions of the errors in each zone. It was used 20 zones as an example,

they were equally distributed, except for the first two zones, which were between [98, 100] and [95, 98].

The remaining zones were of range 5. Figure 7.14a shows the obtained error distribution in zone 1,

which was for predictions between 98 and 100. The distribution shows that in general the predictions

have an error of 0, but can miss slightly above and below the target. Figure 7.14b shows the error

distribution of predictions between 25 and 30. This shows that the predictions in this zone commonly
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under-estimated the RUL since the error often was above 0. It rarely over-estimated the RUL. This

means that even though the prediction was perfectly fitting the label, the uncertainty of the prediction

were large.

One sample from sequence A in split 6 was used to show a more specific example. Figure 7.15a marks

a sample where the prediction is 28, which also is the target. This allows for combining the prediction

of 28, with the probability distribution made from errors on predictions between 25 and 30. Figure

7.15b adds 28 to the distribution, hence, it shows the probability of the actual RUL based on previous

predictions. The figure shows that based on historical predictions, the current prediction was likely

to under-estimate the actual RUL. The figure indicates that when a prediction is 28, the actual RUL

was commonly around 32-36.

(a) Sample prediction (b) Error distribution from sample

Figure 7.15: RUL prediction with corresponding error distribution

In order to show the uncertainty on the same figures as the predictions, quantiles can be used. Quan-

tiles are cut points that divide a probability distribution into intervals of equal probabilities. It is

possible to select the number of quantiles and which quantiles based on the desired behaviour. For

this case, quantiles based on the following percentages on both sides of the distribution were selected:

40%, 20%, 5%, 1%, 0.1%, and 0.01%. In addition, the maximum difference was used. The obtained

quantiles were used to color the area around the prediction. A stronger color means a more probable

prediction; weaker color means unlikely. The lightest limit is the maximum error. This is illustrated

on a normal distribution in figure 7.16, where the color is darker closer to the average, which is marked

with red.
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Figure 7.16: Normal distribution with quantiles marked by color

The principle with quantiles and coloring was used on a RUL prediction on sequence A in split 5, in

figure 7.17a. The predictions were already accurate, but the uncertainty bounds add confidence to

the predictions. The corresponding coloring shows that the prediction stays more or less in the zone

of most confidence. The uncertainty bounds indicate that the air compressor might have longer or

shorter RUL than the prediction itself indicates. When the prediction was around 20, the certainty

bounds indicated that the prediction was most likely correct, but it could be longer until it fails.

Figure 7.17b shows a prediction on a sequence from split 2. The prediction itself was less accurate

than the previous. The colored area gives more confidence to the prediction. In most parts of the

prediction, the darkest (most probable) area were close to the target.

(a) Fault type A from split 5 (b) Fault type B from split 2

Figure 7.17: RUL prediction with associated uncertainty bounds
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In this section, a data-driven method for obtaining uncertainty related to RUL predictions have been

proposed. Two alternatives for presenting the predictions with the associated uncertainties have also

been proposed. The first alternative uses the prediction and corresponding probability distributions.

The second alternative uses the prediction plot with colored quantiles to indicate the uncertainty. It

can be tuned by adjusting the zones, the number of quantiles, and which quantiles. More data will

make it more reliable and representable error distributions. The results and proposed methods are

discussed in chapter 8.

107



Chapter 7. Case C: Prognostics

108



Chapter 8

Discussion

In this chapter, the results from anomaly detection, diagnostics and prognostics are discussed. In

addition, the maintenance strategy for air compressors and available data are evaluated and discussed.

Appendix B presents a demo of how an air compressor supplier could use the explored cases for a PHM

system. The demo is web-based and presents information about air compressors based on anomaly

detection, diagnostics and prognostics.

8.1 Case A: Anomaly Detection

The anomaly detection case showed that it is possible to detect anomalous behaviour in air compres-

sors. The case explored six different DL methods for two different purposes. First, to detect how much

an air compressor deviates from normal condition. Secondly, to detect faults in historical data. Both

were based on the reconstruction error. All six DL techniques (AE, SAE, VAE, DBN, ED-LSTM,

ED-CNN) were able to reconstruct normal data with a relative low error. The reconstruction error

increased when faults were introduced, and as they progressed. When the models were tested on

sequences with faults, the reconstruction error started at a similar level as normal sequences, but in-

creased as desired. The main difference between the models was the level of noise in the reconstruction

error. Results from DBN had a lot of noise, while LSTM and CNN achieved results with little noise.

One of the main difficulties with the reconstruction-based approach was that it is challenging to tune.

If a model achieves perfect reconstruction of normal data, it does not give insight into the performance

on data with faults. If a hyper-parameter optimization loop is used uncritical for such a problem, a

risk is that the obtained architecture allows the input to be copied to the output. This will achieve

almost perfect reconstruction on both normal and fault data, which is not the desired behaviour.

The architectures and hyper-parameters were therefore explored through trial and error. The manual

process tested several architectures until the desired behaviour was achieved. If the process is to be

automated a good evaluation method must be found.
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8.1.1 Online: Anomaly score

In section 5.3, anomaly detection was explored towards giving a descriptive range of how much an

air compressor deviates from normal operating condition. The proposed method transformed the raw

reconstructions into a more descriptive range, referred to as the anomaly score. The reconstruction

error was in different ranges for each of the DL models. It was therefore anticipated to be hard to find

a common and descriptive scale of the reconstruction error. The proposed transformation contained

three steps (scale, sigmoid transformation, scale), which was tuned based on a configuration set. It

proved to give a suitable scale, giving an anomaly score which ranged from 0 (normal condition) to

100 (close to failure). The drawback with the approach is that it requires manual tuning, and is

sensitive to changes. If little data is available to configure the transformation, an alternative is to use

the reconstruction errors directly. The raw reconstruction error and its historical values can help to

indicate anomalous behaviour. If it is increasing, it can indicate that there is something wrong with

the system. The advantage of the anomaly score is that a single value is much more descriptive than

the raw reconstruction error.

The range [0, 100] was divided into three zones (normal, warning, and danger) to get more information

from the anomaly score. These zones were tuned manually to classify normal data in the normal zone,

and data with faults in the danger zone. While manually tuning such thresholds is a drawback, the

advantage is the flexibility of tuning it to the desired behaviour. A potential user can decide if it is

desired to get early warnings or wait until the anomalous behaviour is more guaranteed. The proposed

anomaly score approach is not intended to be used purely as a classifier. The thresholds can, on the

other hand, be useful for giving warnings and error.

One of the problems with the proposed anomaly score approach is that it is hard to evaluate. The

models were therefore evaluated in two ways; visually and based on classifications from the thresholds.

All evaluation was done on unseen data with four different fault types. Two of the fault types were

not represented in either training or configuration. Visual inspection indicated that the anomaly

score obtained from LSTM, CNN and VAE was the most promising. They were able to give a clear

indication that the air compressor deviated from normal operational condition in reasonable time

before failure. The three remaining models performed worse and struggled to give clear and consistent

results. The classification was done on a set of partly randomly selected samples and supported that

LSTM, CNN and VAE performed the best. Both VAE and LSTM achieved 100% accuracy. It is

interesting that two out of the three best performing models use time windows, while the three worst

works with non-sequential data. The VAE differs from the other models by modelling probability.

The results indicate that VAE and ED-architecture LSTM are great choices for anomaly detection on

air compressors.

The proposed method for making the anomaly score more transparent proved to indicate why an

air compressor deviates from expected behaviour. A unique pattern of top contributing sensors for

each fault type was detected. Service personnel can based on the top contributing sensors identify

what the potential fault is or at least which parts of the system are causing the deviation. Increased

transparency in anomaly detection makes such a feature much more useful. The contributing sensors

have little significance when the anomaly score is in the normal zone. The contributing sensors should

only be investigated in combination with an anomaly score outside of the normal zone. It is essential
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to evaluate the scalability of the proposed method. The air compressor explored in the thesis has few

sensors, but the method is developed to be able to scale to larger systems with several sub-systems.

In such cases, it is possible to build a tree-structure describing the relation between sensors. Each

sub-system can have its own branch. The method can, in such cases, be tuned to indicate the top

contributing sub-system and the contributing sensors within them.

It is important to consider if the proposed method for anomaly score with transparency is useful. It

has already proved to detect that the air compressor is deviating from normal condition and indicate

why it deviates. The greatest advantage of the approach is that it is only trained on data in normal

operating condition. It is beneficial to have a few run-to-failure examples to tune the model. If these

are not available, the reconstruction error can be used directly until the required data is collected.

This means that a company can easily start with this feature in a PHM system without having large

quantities of labelled data. In addition, the approach proved to detect anomalous behaviour for unseen

types of faults. This indicates that compared to fault diagnostics (case B), this approach can detect

that something is wrong in the system, without having historical examples of that specified fault. A

common problem in the industry, especially the maritime industry, is few run-to-failure examples and

little labelled data in general. This approach can still be used in such cases. When more data is

collected, the approach can be re-configured, improved, and evaluated. The anomaly score approach

can answer the question: ”Is there something wrong with the air compressor?”.

8.1.2 Offline: Fault detection

A sub-part of the anomaly detection case was to see if the time-step where a fault occurred could

be detected, unsupervised. The suggested approach can be used for labelling data for diagnostics

or prognostics, or it can be used to analyze data after a failure. The approach was evaluated based

on how accurately the fault time-step can be detected. The obtained fault time-steps was used for

experimenting with an alternative labelling approach for RUL predictions. This is discussed further

in section 8.3.

The fault detection approach was explored with the reconstruction error from six different DL tech-

niques. When evaluated on eight unseen sequences with faults, theVAE stood out with an impressive

accuracy of 99.31%. Among the remaining models, only AE and CNN showed somewhat promising

results, while the rest often missed the fault time-step with a lot. The VAE has performed best both

in this case and the previous and are considered a great choice for both anomaly detection and fault

detection.

The results indicated that where the reconstruction error was accelerating the fastest was where the

fault happened. This might not be the case for all systems and faults, but it worked for this particular

case. An alternative approach if the maximum acceleration is not sufficient, is to explore if a threshold

for either acceleration or velocity of the reconstruction error can detect fault time-steps better. Such

thresholds can, for instance, be based on the maximum acceleration and velocity in normal sequences.

111



Chapter 8. Discussion

8.2 Case B: Diagnostics

The diagnostics experiments from this thesis are not proposing anything new, but is included since

it is an important part of a potential PHM system for air compressors. Two different diagnostics

approaches were explored. The first showed that the three DL models were able to accurately able to

identify faults. The second approach showed that an earlier indication of potential faults was possible

by using the severity labels of the faults. In both approaches, the models performed quite similar,

but FNN was slightly better than LSTM and CNN. Results on the severity prediction showed that

the predictions were not able to predict the severity steps, but rather a gradually increasing severity

increment from 0 to 1. This is a useful feature that can give an early indication of a fault that is

progressing.

Both of the approaches are suitable to include in a PHM system for air compressors. The advantage

of the severity prediction approach is that it gives an earlier indication of a fault that might progress.

The disadvantage is that severity labels often are hard to obtain. It is assumed that for most cases,

the fault identification methods is the most applicable. Both of the methods use activation functions

which allows them to predict faults, even if several of them occur at the same time. Unfortunately,

there was no data foundation to evaluate if several faults occurring at the same time could be detected.

Both methods are easy to extend, by adding more fault types when historical data of them is available.

Both approaches can answer if there is something wrong in the system and what is wrong.

Compared to the proposed method for anomaly detection, these experiments can more clearly identify

what is wrong with the system. It is powerful to combine these features since diagnostics can rec-

ognize faults with historical examples, while anomaly detection can indicate faults without previous

examples.

8.3 Case C: Prognostics

Prognostics is considered as one of the most important parts of a complete PHM system. In this

thesis, several aspects of prognostics on air compressors were explored. The first parts looked at

predicting RUL and comparing three DL techniques. A state-of-the-art labelling approach was also

tested. Secondly, transfer learning was investigated to emphasize the typical problem of few run-to-

failure examples. Finally, a data-driven approach for achieving uncertainty in RUL predictions was

proposed.

8.3.1 RUL predictions

Prognostics was explored to predict RUL of air compressors. First, FNN, LSTM and CNN were

compared to find which model was able to predict the RUL most accurately. In the diagnostics

experiments, FNN was the best choice, but all three models performed quite similar. Prognostics had

larger differences, where LSTM was the best, followed up by CNN. The time-based methods were

superior to FNN. This indicates that capturing patterns across time is important in prognostics. The

results were promising and obtained an average MAE below 7. Visual inspection of RUL predictions
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also indicated promising results. The results from the individual splits showed that the performance

was high for most splits, but one of the splits was deviating a lot. As mentioned earlier, this can

suggest that the data in that split was collected under different conditions. Since this is relevant for

both prognostics and diagnostics, this will be discussed further in section 8.4.

The best achieving model, LSTM, was used to explore the potential of the adaptive piece-wise linear

RUL labelling approach. It is hard to compare the results between the two labelling approaches, but

the original labelling achieved much lower MAE on the predictions. Visual inspection showed that

for some sequences, the predictions followed the target accurately, while for others, it missed by a

lot. One of the potential benefits from the adaptive approach is that it can predict different ranges

in advance. For this particular problem that could be beneficial since failures due to fault type B,

tend to fail faster than fault type A. The original research used this approach on a dataset where

many sequences were available. This dataset might contain so few samples that the models were not

able to generalize between the different constant levels. The alternative labelling approach should

not be ruled out and should be tested further if more run-to-failure examples come available. The

results proved that the common piece-wise linear RUL labelling approach achieved better results than

the newer variant. The constant level of the piece-wise linear labels was chosen manually after some

experiments. In the future, this level should be chosen based on how long in advance a failure should

and could be predicted. Since the data contains failures that are forced faster than in real situations,

the level must be reconsidered when data in a more realistic time scale is available.

The choice of using data augmentation to generate more sequences was based on having few run-to-

failure sequences compared to the popular C-MAPSS dataset. Initial experiments showed improved

performance when generating more sequences. Therefore, data augmentation was chosen to use, but

in in the future the data augmentation in prognostics should be explored more thoroughly, and the

performance with and without augmentation should be compared.

Architectures and hyper-parameters in both diagnostics and prognostics experiments were found by

using a combination of manual experiments and PSO. The manual experiments aimed to narrow down

the search space by finding a good number of layers for each model and the approximate layer sizes.

Next, the PSO was used for tuning the hyper-parameters. The tuning process was not compared

with other hyper-parameter optimization techniques such as grid search or GA. Therefore, there is no

foundation for comparing PSO with other methods for hyper-parameter optimization. The approach

did its intended job and was able to find parameters that achieved good results. The optimization

loops were done by training on 5 datasets, validating on 1 and testing on 1. Optimally, the process

should have used an approach similar to the k-fold cross validation used for evaluating the models.

The current tuning process might risk to over-fit performance based on a single split. It was considered

to implement full-scale optimization, but it was found to be too time-consuming to execute. In future

projects, it should be considered to be included.

The failures in the available data are as mentioned in section 4.2.1 forced in an unnatural speed.

Hence, the models from this research cannot be used directly when more realistic data is acquired.

The results do indicate that LSTM is the most promising method and that the RUL can be predicted

accurately. The patterns in the data are assumed to be quite similar, but forced faster than in the

real fault situations. The principle of predicting the RUL on air compressors is important and can be
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a part of a future PHM system. The prediction can help decide when maintenance should be done.

8.3.2 Transfer learning

As mentioned earlier, a common problem in prognostics is having few run-to-failure examples. Transfer

learning was investigated to see if it had the potential to emphasize this problem. It has been explored

and proved useful in many cases for image recognition, but it has not been researched much in

prognostics. 8 different model architectures were explored to see if transfer learning was applicable

in prognostics. Each model had one or more layer transferred from a pre-trained model from another

dataset. Three of the models were able to improve the results, compared to the initial results. Model

4 performed quite similarly to the previously achieved results, while model 6 and 8 improved the

results more. Both these models used four layers from the pre-trained model. Model 6 has the first

layer untrainable, while model 8 has the two first untrainable. The models also used a new LSTM

input-layer and a new Dense output-layer. A theory is that these models are performing better since

they can keep some important feature detection from the pre-trained model, so the network can focus

on learning to predict an accurate RUL based on those features. The model with only one untrainable

layer performed the best. The results indicate that using transfer learning in prognostics can improve

the results. This can have the impact that prognostics require fewer run-to-failure examples. This can

make it easier for companies to start working towards prognostics.

One interesting difference between the result with and without transfer learning was the performance

on the individual splits. The best transfer learning model performed a lot better on split 3 than the

original models. It is hard to state why, but it might be that training the network on other, related

data first, helps to generalize better. It might be that the models can learn more general features and

therefore perform better on average.

In image recognition, it is often discussed which features are learned in a model, and transformed

to another during transfer learning. Many suggest this is features for extracting information about

vertical and horizontal edges, among other things. In prognostics, it harder to imagine what these

features can be. It can be speculated if it learns some simple features that capture how the values

changes or degrades during the time window. Transfer learning in prognostics should be investigated

further in more specified research.

8.3.3 Uncertainty

In other problems like image recognition, predictions often have an accompanying probability which

indicates how certain the predictions are. In prognostics with DL, a prediction is typically a single-

valued prediction, and no information about the certainty is given. A single-valued prediction can

give an illusion of certainty. Providing uncertainty bounds presents more realistic predictions. The

results in section 7.1 showed that the accuracy of the RUL predictions can vary a lot. A challenge is to

convince service personnel and customers that they can trust the predictions. Therefore, investigating

how uncertainty bounds around RUL predictions can be obtained is both useful and desired.

The proposed method for finding uncertainty bounds around RUL predictions is data-driven and based
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on finding how predictions commonly miss. The approach gave insight into the certainty of predictions

and can help to make more confident decisions. One of the advantages of the method is that it is

data-driven, meaning it can be learned from data and will become more accurate as more data is

available. As more predictions are made, the distributions are more representative. Introducing such

uncertainty bounds can hopefully make it easier to trust DL-based predictions. Even if a prediction is

inaccurate, a decision taker can see if the air compressor is about to fail based on previous experience

obtained from the data. Presenting more than a single-valued RUL prediction to a user is beneficial

and increases the insight into the predictions. The proposed method seems promising and should be

explored further when more data is available.

8.4 Data

As mentioned previously, the data in this thesis is based on faults generated in a much shorter time

interval than in realistic cases with deployed compressors. The principle of the individual cases are still

very relevant, but parts of it should be explored again when more realistic data is available. The faults

introduced are realistic, but forced in a faster time horizon, meaning that the patterns are probably

similar in more realistic cases, but stretched over a larger time window. All experiments so far have

proved that they can find the patterns and make accurate predictions. Still, it is hard to say anything

about how the performance will be compared to more realistic data.

Collecting data for PHM experiments can be a tedious process. Systems like air compressors can

run for many years before any faults or failures occur. Therefore, Sperre Industri AS wanted to

conduct this initial research with semi-realistic data to see the potential of PHM on their products.

An alternative to only collecting real historical data is to combine it with a model-based approach. If

an accurate simulator model of their compressor is developed, it could be possible to start collecting

data from it. The data can contain vital information and capture close to real data. It might be able

to give a great foundation for making predictions. When combined with real data, it can be explored

if data from a potential simulator model can improve the results. It can also help to reduce the need

for many run-to-failure examples.

Among the researched topics in this thesis, anomaly detection is the part that is easiest to implement

before enough realistic data is collected. It needs no run-to-failure examples and can be continuously

improved as more data becomes available.

Results from diagnostics and prognostics experiments have indicated that the performance has been

quite similar on all sequences, except sequences in split #3 in the k-fold cross-validation. No clear

reason for why the performance on those sequences was deviating from the rest has been found. The

results do, on the other hand, indicate that there is something special with at least one of those

sequences. It could have been collected over very different surrounding conditions, or something

special could have happened with the air compressor for that particular sequence. The fact that the

results differed so much for those sequences indicates that too little data is available, or at least to

little variation in the data. It should be considered to collect several more sequences to see if the

general performance of the predictions can be improved.
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8.5 PHM for air compressors

The researched topics in this thesis can based on DL answer the three important questions about air

compressors. Anomaly detection can answer if there is something wrong with the system. Diagnostics

can say what is wrong. Finally, prognostics can say how long until the air compressor fails. These

three aspects are important and useful for a PHM system and can improve the current maintenance

strategy on air compressors.

It is hard to evaluate maintenance strategies for all air compressors and suppliers, but as the literature

review indicated, most air compressor suppliers follow corrective and traditional preventive mainte-

nance strategies. Using a maintenance strategy based on PHM with DL can improve these strategies.

Most suppliers wait until a system fails to do maintenance and repairs. Prognostics with RUL pre-

dictions combined with diagnostics can know in advance that the system is degrading and why. This

makes it possible to prevent unexpected standstills and initiate required maintenance actions before

the system fails. Several of the suppliers change certain parts based on experience and mean-time-

to-failure curves. This can lead to changing parts that show no sign of degradation, or being too

late to change a part because it failed earlier than expected. Using a combination of prognostics and

diagnostics can avoid changing parts too early since it is continuously monitoring the system and can

indicate that the system is still working as expected. It will also avoid cases where parts are changed

too late by capturing the actual condition of the compressor. A PHM system leads to better insight

into the condition of the air compressor. It can monitor the system online and give warning that a

compressor is starting to degrade, deviating from normal condition or a fault occurs. It can remotely

give warnings to operators and stop compressor before any parts are broken. This might lead to

stopping a progressing fault before it goes so far that it cannot be reversed. This will lead to saving

money on spare parts and having a more reliable system with few unexpected standstills.

One example of how such a PHM system can improve the current maintenance strategy is by looking

at Sperre Industri AS. Their service agreement offers customers replacement parts within 48 hours of

a failure. This means that when something fails, a lot of resources are used on sending parts and fixing

it. The customer can also experience an unexpected standstill due to the failure. If a PHM system

could predict that a part will fail, they can send necessary replacement parts before the compressor

fails. This can lead to preventing unexpected standstills and increasing reliability.

Most of today’s maintenance strategies contain other types of routine work such as visual inspection,

checking the oil level, and changing the oil. While a PHM system with diagnostics probably can detect

low oil level or time for changing oil, these situations can be avoided by simply monitoring signals

of oil quality and level. A PHM system can and should be able to detect degradation due to low oil

level or bad oil. This with the presumption that historical data of such events are available. Anomaly

detection could also indicate that the system is deviating from normal condition and for instance,

show that oil quality is the main reason for the deviation.

A PHM system can improve the current maintenance strategy on air compressors. This thesis focused

on the parts revolved around anomaly detection, diagnostics and prognostics. Data acquisition and

decision support are two other important contents of a PHM system, which is out of the scope of

this thesis. Therefore future work should investigate further how results from the three cases can be
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transformed into useful decision support.

The experiments in this thesis focused purely on PHM based on DL. It is important to evaluate

related advantages and disadvantages. Compared to traditional ML, the research done in this thesis

is performed without doing any manual work related to feature engineering. The reconstruction error

obtained from the anomaly detection has been added as a feature, but it is automatically obtained

from the anomaly detection model. This means that using DL can reduce the required manual work.

It also makes it less application dependent than PHM with more traditional methods. A disadvantage

of using DL and other data-driven approaches to PHM is that it usually requires large amounts of

historical data. This is often challenging to obtain, especially with labels. Model-based approaches

have the benefit that they require no historical data, and can be developed only based on domain

knowledge. In return, they are often time-consuming to develop. If a company has historical data

available, the foundation for working towards PHM with DL is better. Even with unlabelled data,

DL can be applied by starting with anomaly detection. One benefit of applying DL is that the results

can improve over time. The product can be improved and extended as more data becomes available.

Suppliers of products like air compressors, often have several different variants of the product. In

this thesis, only one of several potential products were explored. It is important to investigate the

process of using DL-based PHM on a range of products. In some cases, the products might be similar.

Therefore little data could be needed to re-train the models. This should be investigated further when

data from several products are available. An advantage of using DL is that for other products, it

should be enough to re-train and configure the models with the related data. Again, having enough

historical data from the products might be challenging. If a model-based approach were applied for

a range of products, much manual work would be necessary to develop an accurate model for each

product. Developing accurate degradation models can be tedious and challenging. In cases where

the products are similar, it can be possible to re-use parts of a model, which can reduce the required

work.
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Conclusion

This research aimed to explore how DL can be used for a PHM system for air compressors. Based on

experiments with anomaly detection, diagnostics and prognostics, it can be concluded that it has the

potential to improve current maintenance strategies on air compressors. The three cases studied in the

thesis complement each other and contributes to a powerful set of features. Research on prognostics

showed that it is possible to predict when an air compressor will fail. Diagnostics showed that it

is possible to identify faults and their severity. Anomaly detection proved that it is possible to get

information about how much a system deviates from normal operating condition. This indicates the

current health of the air compressor and why the behaviour is unexpected. A typical problem in

the maritime industry is the lack of labelled data. This makes the anomaly detection a powerful

method that can be used to obtain critical information about the system, even with a small data

foundation. Both diagnostics and prognostics require labelled examples of faults and run-to-failure.

The unsupervised approach for detecting faults can be used for obtaining labels.

All the proposed methods can work together to give valuable insight into the condition of an air

compressor. The explored cases give a foundation where a company can start by implementing anomaly

detection, and extend with diagnostics and prognostics features as more data is acquired. A demo was

presented in appendix B, as a proof of concept of a PHM solution for the collaborating company’s air

compressors. The researched cases are implemented in the demo. Anomaly detection, diagnostics and

prognostics can answer the three important questions about a system: ”Is everything going fine?”, ”If

not, what is wrong?” and ”If something is wrong, when will it fail?”. A PHM system as investigated in

this thesis, can contribute to having the required maintenance strategy on vital equipment on board an

unmanned autonomous ship. Next, the four research questions investigated in this thesis are repeated

and answered.

RQ1: How can DL be used to detect abnormal behavior in air compressor systems?

Detecting abnormal behaviour in the air compressor system was done by exploring six different DL

methods based on an ED-principle. The models were used to try to reconstruct raw input data

through a lower dimensional latent space. The proposed method transformed the reconstruction error

from the models into a descriptive range referred to as the anomaly score. Visual inspection showed
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that the anomaly score from VAE and LSTM was performing best. They were able to give a strong

indication of how much the air compressor deviated from normal operational condition. Both models

were able to indicate highly anomalous behaviour in advance of failures. The same two models proved

to accurately identify if a compressor was in normal or faulty operating condition. A method based

on error contribution was proposed to increase the transparency of the anomaly score. It led to the

anomaly score not only indicating how much the system deviates, but also which parts of the system

are contributing to the deviation.

A newly proposed method for detecting faults in historical data with an unsupervised approach was

also explored. The method is based on finding the maximum acceleration of the reconstruction error.

When applied to the reconstruction error from six different DL techniques, the VAE achieved the most

accurate results. The method detected faults with an accuracy of above 99%. This approach can be

useful to obtain labels, which typically can be challenging to obtain.

RQ2: How can DL be used to identify faults in air compressor systems?

The diagnostics experiments presented two alternative approaches to identify faults in air compressors.

The first approach was able to identify faults accurately. The second approach was able to identify

the faults and predict their severity. The results indicated that predictions from FNN, LSTM and

CNN performed quite similar. It is recommended to use the severity approach if the required labels

are available. It can give an earlier indication of any potential problems. Severity labels are typically

hard to obtain. Therefore, the fault identification is considered more applicable. The diagnostics

experiments have little contribution to the overall research area of PHM, but are an important feature

in a potential PHM system for air compressors. It was included to show potential usage when historical

data is available.

RQ3: How can DL be used to predict the remaining time until failure, and how to emphasize the

typical problem of few run-to-failure examples?

Three different topics were explored to answer this research question. First, experiments showed that

LSTM was able to predict the remaining time until failure more accurate than CNN and FNN. The

predictions achieved a MAE of 6.87, which means it on average misses the RUL with 6.87 time units.

The results prove that LSTM can be considered a promising DL technique for predicting RUL. A newly

proposed labelling approach was also explored with LSTM. The predictions gave variable results and

did not perform satisfactorily. The approach should be explored further when more data is available.

Transfer learning in prognostics was explored to emphasize the typical problem of few run-to-failure

examples. The popular C-MAPSS dataset was used to train the transferred model. Eight different

architectures were proposed based on a combination of new and transferred layers. Three of these

models were able to improve the predictions, and the best model reduced the MAE down to 5.92.

Visual inspection showed that the predictions were accurately able to predict the time until the air

compressor failed. Results from transfer learning were promising and proved to be useful in improving

predictions and making the model generalize better. The predictions can, in other words, be improved

without having more run-to-failure examples.

120



9.1 Contribution

Predictions from ML typical give a single-valued output which gives an illusion of certainty. Results

from the prognostics experiments showed that the accuracy from RUL prediction varied between

sequences. A method for obtaining uncertainty was proposed to give service personnel a stronger

foundation to make decisions. The method is a data-driven approach that finds uncertainty from

historical predictions. It was promising to give more realistic predictions, which can lead to more

qualified maintenance decisions.

RQ4: What are the advantages and disadvantages of using DL in a PHM system, and how does it

improve the current maintenance strategy on air compressors?

Section 8.5 discussed the advantages and disadvantages of using DL for PHM for air compressors.

The main disadvantage of using data-driven approaches is the need for data. To reduce this problem,

parts of the thesis have focused on approaches that work with little data. Anomaly detection is less

dependent on labelled data and does not require run-to-failure examples. In cases where little labelled

data is available, it could be possible to start with an anomaly detection feature. The system can be

extended with diagnostics and prognostics features as more data becomes available. Transfer learning

seemed promising to reduce the need for these examples in RUL predictions. Some advantages of

using DL is that it can reduce manual labor, find more complex patterns in data, and improve over

time. Compared to model-based approaches, DL can learn the necessary patterns directly from data.

DL is less application dependent than more traditional ML methods which often require much manual

labor in the form of feature engineering.

Related work and research from this thesis have indicated that PHM with DL can improve the current

maintenance strategy on air compressors. Instead of being oblivious to the state of the system,

the methods within the individual cases can provide much information about the health of an air

compressor. It can, therefore, contribute to deciding the required maintenance actions. Rather than

facing unexpected standstills, a PHM system has the capability of predicting when something will fail

and why. Maintenance actions can be performed before a failure, and parts can be sent in advance of

failures. In addition, a PHM system can potentially avoid changing parts too early, since the parts

can be changed when required instead of before. Next, the main contributions of this thesis are stated.

The chapter ends with suggestions for future work.

9.1 Contribution

PHM is a much researched topic and of great interest to many industries and companies. This thesis

is unique in the sense of its comprehensive exploration directed towards PHM for air compressors with

DL. This research combined results from anomaly detection, diagnostics, and prognostics into a PHM

demo for air compressors (Appendix B). Besides, several of the concepts proposed are general and can

be adapted to other systems and industries. The main contributions are:

• Proposed a method for giving an informative scale to the reconstruction error referred to as

the anomaly score. It provides descriptive information about how much a system deviates from
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normal operating condition. The proposed method for increasing the transparency in anomaly

scores gives insight into why a system deviates by indicating which parts of a system contributes

to the deviation.

• Predicting RUL is much researched. This thesis explored the newly proposed labelling approach

referred to as adaptive piece-wise linear RUL. The results were not satisfactory, and the findings

indicate that the labelling approach requires more run-to-failure examples than the traditional

piece-wise linear labels.

• Results indicate that the principle of transfer learning can be adapted to prognostics and RUL

predictions. The approach was able to improve results where few run-to-failure examples are

available. Models with one or two transferred, untrainable layers in combination with transferred,

but trainable layers, can improve RUL predictions.

• Proposed a data-driven approach for obtaining uncertainty in RUL predictions based on errors

from historical predictions.

9.2 Future work

The work in this thesis has presented proof of concept that DL has the potential to improve current

maintenance strategies on air compressors. The list below presents potential future work related to

this master thesis and its topic.

• The results in this thesis are based on data where faults have been forced and not degraded

naturally. It is necessary to collect more realistic data to evaluate how the methods perform

in more realistic situations. Future work could also see if building a simulator model of air

compressors to collect data from, can reduce the requirement of realistic data. The combination

of using semi-realistic, simulated, and realistic data is interesting. It can be beneficial if a simple

simulator model can reduce the requirement of run-to-failure examples.

• The proposed method for detecting abnormal behaviour performed the best with VAE and

LSTM. The method based on LSTM tries to reconstruct not only a set of sensors, but a set

of sensors for a given time horizon. A potential future problem is if the system has faults that

occur over quite different time intervals. This means that some abnormal behaviour only can

be detected in a scale of a few seconds, while others are based on several hours. This should be

investigated further.

• The transparency method proved that it could help to indicate where a potential fault is by

finding the sensors which contribute the most to the reconstruction error. The air compressor

system explored in this thesis has only 14 sensors. This makes it easy to indicate a connection

between sensors and faults. The scalability of this method should be investigated further. A

suggestion when the method is used for larger systems is to group sensor into a tree structure

based on which parts they are related to. The method can then, instead of finding the top con-

tributing sensors, find the top contributing parts and within them the top contributing sensors.

This should be tested on an appropriate system.
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• The adaptive piece-wise linear RUL did not perform satisfactorily on data from this the-

sis. The principle of predicting faults in different time horizons in advance can be beneficial.

Therefore, it is suggested to investigate if the method performs better when more run-to-failure

examples are available.

• This thesis proved that transfer learning has potential in prognostics and RUL predictions.

The principle should be investigated further. In other types of problems such as image recog-

nition, it is often speculated in what behaviour or functionality is being transferred in transfer

learning. This should be investigated in prognostics as well. A question to investigate is what

kind of features are being extracted through the untrainable, transferred layers.

• The proposed method for obtaining uncertainty is suggested to explore further. It currently

seems promising to give a more realistic impression of the uncertainties involved in RUL pre-

dictions. It can be investigated if more data can provide smoother results, which is easier to

understand for a potential user. It would be both educational and interesting to perform a study

of how service personnel or potential users of such an application would react on RUL prediction

with and without uncertainty.

• A really important aspect to PHM system is decision support. It has not been investigated in

this thesis, but is suggested as important in future work. It should be explored how the results

from anomaly detection, diagnostics and prognostics could give decision support or optimally

automated decisions.
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Appendix B: Demo of PHM solution

In this thesis, anomaly detection, diagnostics and prognostics on air compressors has been explored.

Each of these serves the purpose of protecting the system and making it more reliable. In this appendix,

a demo of how these features can be put together to a PHM system for air compressors is presented.

A simple web-based demo is developed using Python and a framework for building web applications

called dash. Since the thesis is in collaboration with Sperre Industri AS, they will be used as an

example. The demo will hopefully inspire and show the usefulness of the cases studied in this thesis.

Sperre has their equipment both on land and on ships sailing around the world. As mentioned earlier,

their current maintenance strategy means they need to send replacement parts anywhere in the world,

within 48 hours. In their case, it could be useful to have a map that gives an overview of all of

their products around the world and their current state. The map can, for instance, show the state

with a sphere colored by either the anomaly score or the RUL. Hovering over a sphere can give extra

information such as the name of the ship, RUL, anomaly score, which parts are most likely to fail and

so on. Figure 1 shows the map which is implemented in the demo, where four example vessels are

added.

Figure 1: Map in demo PHM-application

Since they have many products, a map is not sufficient. A complete system could, for instance, only

display ships where the current status is concerning and where maintenance soon is necessary. This



would filter out healthy products and give a clearer overview of future maintenance. In addition,

an alarm list can be included which orders products after the need for maintenance. The list should

include essential information such as potential faults, location, and potential shortcuts for maintenance

orders and decision support.

If the overview information is not sufficient for making decisions, the product can be accessed by

clicking in either the list or the map. This will take the user into another part of the web site, which

shows more detailed information about the health of the air compressors. The proposed overview page

is shown in figure 2. It is divided into three parts, one for each case in this thesis.

Figure 2: Health overview in demo PHM-application

The first and leftmost section of the web site includes information gained from anomaly detection on

the air compressor. Figure 3 shows how this will look when an air compressor is starting to deviate

from normal condition. The lower part of the section shows a plot of the anomaly score of the system

and how it has evolved. It is divided into normal, warning, and danger zone as proposed earlier in

section 5. In addition, the upper section shows the anomaly score in numbers, information about

the potential rate of change, and which sensors are contributing to the system deviating from normal

condition.

The middle section gives insight into the health of the air compressor based on diagnostics experiments.

Figure 4 shows a suggestion of how this section can look. The upper section can list potential faults in

an order based on severity. For this demo, random faults are added in the list. When the probability

or severity of a fault increases over a certain threshold, the PHM-system can give an alarm. The lower

part can show a 3D-model of the product and mark the related parts in color to indicate where the

fault is. For this demo, a random image of a compressor from Sperre is used, and a random part is

colored. It is included to show the principle, but for a real application, the corresponding compressor

model should be used, and the correct parts should be highlighted.

Finally, the rightmost part of the application shows information related to prognostics. Figure 5

shows how the demo proposes to include this information. The upper part can show the value of

the RUL prediction, with some corresponding upper and lower uncertainty, for instance, the 10%

quantiles. In addition, the lower section includes a graph showing the RUL prediction over time with



Figure 3: Anomaly detection in demo PHM-application

the corresponding uncertainty bounds.

This appendix aimed to give an example of how the individual cases from this thesis could be included

in a PHM system for air compressors. It is not a working version, and it only displays values obtained

from the individual cases on one of the available sequences. The information showed in the figures is,

therefore, realistic data, but not evaluated live. This is done for simplicity. When deploying such a

system, it needs to be decided if the analysis is to happen on-site or on one general service center. In

order to obtain results from a DL model, they need to be deployed. This can be done by using web

servers and accessing them through API’s.

A complete PHM system for air compressor should include more functionality and information. It is

out of the scope of this thesis, but will be mentioned briefly. A PHM system could have the option

to inspect trends of historical data individually. One of the most important features that should be

included in such a system is decision support. It can propose which maintenance action should be

taken, and if the system is very reliable, it could even automatically order and take maintenance

decisions.



Figure 4: Diagnostics in demo PHM-application

Figure 5: Prognostics in demo PHM-application



Appendix C: Research paper abstracts

This appendix contains the abstract of three proposed research papers based on this thesis. It is

planned to continue the work with these papers.

• C1: Anomaly detection

• C2: Transfer learning for prognostics

• C3: Uncertainty in remaining useful life predictions



Reconstruction-based anomaly detection with

increased transparency for air compressors

using deep learning

Magnus Gribbestad
Department of ICT and Natural Sciences

Norwegian University of Science and Technology
Aalesund, Norway

Email: magnus@gribbestad.no

Anomaly detection is an important topic that has been much researched.
A typical problem in industry is having little labelled data and few run-
to-failure examples, which makes it challenging to develop prognostics and
health management systems (PHM) with accurate features for fault identifi-
cation and failure prediction. Certain machine learning (ML) approaches to
anomaly detection has the strength that they only require normal data, which
reduces the need for historical data with fault labels. In this work, several
reconstruction-based deep learning (DL) approaches are explored towards
detecting anomalies in air compressors. Anomalies in such systems are not
point-anomalies, but instead an increasing deviation from normal condition
as the system degrades. This work proposes a method to give a descrip-
tive range on the deviation based on the reconstruction-based techniques.
Most anomaly detection approaches are considered black box models, only
indicating an anomaly or not. This study proposes a method for increasing
transparency of reconstruction-based anomaly detection to indicate which
parts of a system contribute to the deviation from expected behaviour. The
results show that the proposed methods can detect abnormal behaviour in air
compressors accurately, and indicate why it deviates. It was able to detect
faults without having historical examples of them. The proposed method for
anomaly detection with increasing transparency can be a useful feature to
include in a PHM system since it can detect deviations and the reason for
them.

C1 - Anomaly detection



Transfer learning in prognostics: Improving

remaining useful life predictions for air

compressors

Magnus Gribbestad
Department of ICT and Natural Sciences

Norwegian University of Science and Technology
Aalesund, Norway

Email: magnus@gribbestad.no

Predicting remaining useful life (RUL) is a desired feature in prognostics
and health management (PHM) systems since it can contribute to increasing
the reliability and reduce the number of unexpected failures. A challenge
with such a feature is that it requires many run-to-failure examples, which
typically are hard to obtain. Transfer learning has been used for several areas
of application to emphasize the problem of few training instances. The prin-
ciple of transfer learning is to reuse parts of a machine learning (ML) model
that has been trained for a related problem, to improve the performance in
another. It has been successfully applied to many applications related to
image classification, but it has received little attention towards prognostics.
This study focuses on transfer learning to improve RUL predictions on air
compressors with a limited number of run-to-failure examples. First, a vanilla
long short-term memory model without peephole connections was built and
trained on the popular C-MAPSS dataset. Next, several architectures based
on transferred layers from that model were explored. The results indicate
that using new layers in combination with both untrainable and trainable
transferred layers can improve the RUL predictions and increase generaliza-
tion. This has the potential to make prognostics in PHM more accessible for
companies.

C2 - Transfer learning for prognostics



A data-driven approach for uncertainty in

remaining useful life predictions

Magnus Gribbestad
Department of ICT and Natural Sciences

Norwegian University of Science and Technology
Aalesund, Norway

Email: magnus@gribbestad.no

A successful prognostics and health management (PHM) system should
be able to predict the remaining useful life (RUL) of a system. Typically,
such predictions are represented by a single value indicating the remaining
time until system failure. A problem with single-valued predictions is that
they give an impression of certainty. Presenting a prediction of 51 remain-
ing hours until failure to service personnel will let them believe that the
prediction is accurate. Often the predictions for such cases are much less
confident than they express. Therefore, uncertainty boundaries is a feature
in demand, which can give more realistic predictions. This study proposes a
data-driven method for obtaining uncertainty related to the predictions based
on distributions of errors in previous predictions. Two different methods for
presenting the uncertainty bounds have been used. The results indicate that
this method can show more realistic predictions that can contribute to more
qualified maintenance decisions. One of the main benefits of the proposed
method is that it is purely data-driven, which similarly to deep learning
reduces manual labor.

C3 - Uncertainty in remaining useful life predictions
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