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Background

Detailed measurements of the flow inside pumps and turbines are highly interesting for understanding
the phenomena that occurs inside such machines. However, it is very difficult to obtain measurements
that are highly resolved in time and space inside such machines. One place where optical access is
possible is in the vaneless space in Francis turbines and Reversible Pump Turbines (RPTs). The Francis
test rig at the Waterpower laboratory has recently been modified for Particle Image Velocimetry (P1V)
measurements in the vaneless space. The overall intention is to measure the flow field in the vaneless
space of both a Francis turbine runner and a RPT runner in both turbine and pump mode. Open
measurements of this type are very rare in the research community and will be highly interesting on a
global scale.

Objective
The candidate should prepare for and execute PV measurements in the Francis test rig at the
Waterpower laboratory of a Francis runner

The following tasks are to be considered:

1. Literature search on PIV measurement technique theory and the flow characteristics in the
vaneless space of Francis turbines
2. Perform a measurement campaign for PIV measurements in the vaneless space of a Francis
turbine, measuring on
o Steady state; part load, best efficiency and full load operating points
e |f time allows; transients going from one operation point to another operating point
3. Document the measurements and the postprocessing of image data for determination of the
velocity field, and compare with previous measurements
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Abstract

Two-dimensional particle image velocimetry measurements have been conducted in the vane-
less space in the Francis turbine at the Waterpower Laboratory at the Norwegian University
of Science and Technology. Measurements have been carried out at five different steady state
operating points; two at part load, one at best efficiency point and two at high load. The present
master thesis investigates the flow separation, wake, vortex shedding from the guide vane and

rotor-stator interaction (RSI).

Time-averaged velocity fields have been computed from samples with a duration of 22 seconds,
corresponding to 3600 runner blade passings. The exact positions of the separation points were
not possible to determine from these velocity fields, but the width of the wake indicated a bound-
ary layer separation upstream of the trailing edge tip at the suction side. The velocity deficit
downstream of the guide vane decreased with an increasing distance from the trailing edge, and
the wake path was dependent on the guide vane opening. The wake had a larger velocity deficit
at the runner inlet at higher guide vane angles due to the shorter distance between the guide

vane trailing edge and the runner interaction point.

Frequency analysis was performed on samples that lasted for 1.8 seconds, with a sample rate of
4166 Hz. To capture the RSI and vortex shedding frequency, power spectra were computed from
the vertical velocity component at points near the runner inlet and in the wake. The dominant
frequency at a point near the runner inlet was equal to the runner blade passing frequency.
Irregular vortices of opposite rotation appeared behind the trailing edge of the guide vane as
a result of boundary layer separation at the pressure and suction side. The vortex shedding
frequency increased with a decreasing guide vane opening and was in the range of 1803-1977 Hz.
By using the absolute velocity behind the guide vane as the free stream velocity in the empirical
formula of Brekke, the estimated vortex shedding frequencies from the empirical formula were

in strong agreement with the measured vortex shedding frequencies.

Keywords: Francis turbine, vaneless space, particle image velocimetry, rotor-stator interaction,

vortex shedding
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Sammendrag

Todimensjonale particle image velocimetry malinger er blitt utfert i omdreiningshulrommet inne
i francisturbinen pa Vannkraftlaboratoriet pa Norges teknisk-naturvitenskapelige universitet.
Malingene er utfert ved fem stasjonsere driftspunkter; henholdsvis to pa lav last, ett i best-
punkt og to pa hgy last. Denne masteroppgaven undersgker strgmningsseparasjonen, vaken,
virvelavlgsninger fra bakkanten av ledeskovlene og interaksjonen mellom rotor- og statorside

(RST).

Gjennomsnittlige hastighetsfelt ble beregnet fra 22 sekunders lange opptak, som tilsvarer 3600
turbinbladpasseringer. Den ngyaktige posisjonen til stromningsseparasjonen var ikke mulig &
bestemme ut fra hastighetsfeltene, men bredden til vaken indikerte at separasjonen av grense-
sjiktet oppstod oppstrgms for bakkanten av ledeskovlen pa sugesiden. Hastighetstapet var stgrst
rett bak ledeskovlen og ble redusert etter hvert som vaesken beveget seg vekk fra ledeskovlen.
Vakens retning endret seg etter ledeskovlens vinkling. Vaken hadde et stgrre hastighetstap ved
rotorinngangen for hgyere ledeskovlvinkler siden interaksjonspunktet i rotorinngangen og bak-

kanten av ledeskovlen var nsermere hverandre for disse vinklene.

Frekvensanalyse av samplinger med en varighet pa 1,8 sekunder og en samplingsrate pa 4166
Hz ble utfort. Effektspektre fra vertikale hastighetskomponenter i punkter neer rotorinngangen
og i vaken ble beregnet for & fange opp RSI- og virvelavlgsningsfrekvensen. Den dominerende
frekvensen i punktet neert rotoren sammenfalte med bladpasseringsfrekvensen pa 166,5 Hz. Pa
grunn av grensesjiktsseparasjonen ved trykk- og sugeside av skovlen oppstod uregelmessige
virvler med ulik rotasjon. Virvelavlgsningsfrekvensen var mellom 1803 og 1977 Hz, og jo la-
vere ledeskovlvinkel, desto hgyere var frekvensen. Ved a benytte den absolutte hastigheten bak
ledeskovlen som fristrgmshastigheten i den empiriske formelen til Brekke, stemte de estimerte

virvelavlgsningsfrekvensene godt overens med de malte frekvensene.

Nokkelord: francisturbin, omdreiningshulrom, particle image velocimetry, rotor-stator inter-

aksjon, virvelavlgsning

iii



iv



Acknowledgement

The work presented in this master thesis has been performed at the Waterpower Laboratory,
Department of Energy and Process Engineering at the Norwegian University of Science and

Technology.

During the work with this master thesis, a number of people have contributed with advice and
support. I would first like to thank my supervisor Pal-Tore Storli for making this study possible,
and for his invaluable guidance throughout the last year. It has been intriguing to work with
such state-of-the-art, high-end equipment. Special thanks to Magne Tveit Bolstad for teaching
me the PIV equipment and for always devoting his time for discussions and my questions. I also
wish to give a big thanks to my co-supervisor Kristian Sagmo. His knowledge and experience
regarding PIV were extremely useful for this master thesis. Johannes Kverno, Einar Agnalt and

Trygve Opland are greatly appreciated for their assistance in the laboratory.
The last year I have been privileged to work at the Waterpower Laboratory in a warm and fun

environment. Many thanks to all my student colleagues and academic staff at the Waterpower

Laboratory for making this year great.
Anja Meerlie

Trondheim, 06 2019



vi



Contents

Abstract
Sammendrag
Acknowledgement
List of Figures
List of Tables
Abbreviations
Nomenclature

1 Introduction

1.1 Background . . . . . .. L e
1.2 Objective . . . . . . .
1.3 Previouswork . . . . . . . ..
2 Theory
2.1 Francis turbine . . . . . . .. L
2.2 Flow characteristics in the vaneless space . . . . . . .. ... ... .. ......
2.2.1 Reynolds number and boundary layer . . . ... ... ... ... .. ...
2.2.2  Separation and wake flow around a foil . . . . . . ... ..o
2.2.3 Vortex shedding . . . . . .. . ..
2.2.4  Vortex shedding frequency . . . . . . . . . ...
2.2.5 Lock-in . . . . .. e
2.2.6 Rotor-stator interactions . . . . . . . ... ... Lo Lo
2.3 Particle image velocimetry . . . . . . . ... L
2.3.1 Seeding . . . . ..
2.3.2 Light source and camera . . . . . . . . .. ... Lo
2.3.3 Calibration . . . . . . . . ..
2.3.4 Interrogation area . . . . . . . . ... L L e
2.3.5 Evaluation . . .. .. ...
2.3.6  Post-processing . . . . . . ...
2.3.7 Power spectrum . . . . . ... Lo
2.3.8 Quantifying uncertainty of PIV measurements . . . .. .. .. ... ...

3 Methodology
3.1 Testrig . . . . o o e e
3.2 Turbine operating parameters . . . . . . . . ... ...

3.3 PIVequipment . . . . . . . . . .

iii

vii

xi

xii

W N =

© 0o o ot W,

13
15
18
19
22
23
25
27
28
29
32
34
35



5

6

3.4 Experimental PIV set-up . . . . . . .. .o
3.5 PIV calibration . . . . . . . . .. L L
3.6 PIV recording parameters . . . . . . . . . . ... e

3.7 PIV measurement uncertainty . . . . . . .. ... L Lo oo

Results and discussion

4.1 Time-averaged velocity fields . . . . . .. . ... ..o Lo
4.2 Time-averaged velocity profiles . . . . . . . . .. .. ... ... ... ..
4.3 RST . . e
4.4 Vortex shedding . . . . . . . .. L L L

Conclusion

Further work

Appendices

A

B

C

D

E

Coordinate systems

Laser subsystem, laser overlap test and PTU synchronization test
Sensor uncertainty

Power spectra for different operating points

Risk Assessment Report and Attachment to Risk Assessment Report

55
95
o8
60
62

66

67



List of Figures

1.1 Velocity distribution in guide vane cascade and vaneless space. Reproduced from
[10]. .« o o
2.1 Francis turbine components. Reproduced and modified from [12]. . . . . . .. ..
2.2 Volute, stay and guide vanes and runner blades of a Francis turbine. Reproduced
from [12]. . . . .
2.3 Hill diagram for Francis runner at NTNU. Reproduced from [16]. . . . . . .. ..
2.4 Boundary layer development over a flat plate at zero incidence. . . . . . . . . ..
2.5 Common terms related to foils. . . . . . . . . ... Lo
2.6 Boundary layer separation due to adverse pressure gradients. . . . . . .. .. ..
2.7 Wake behind a body. Reproduced from [19]. . . . . . .. ... ... ... ... .
2.8 Separation points, wake flow and velocity profiles downstream of a body. Repro-
duced from [21].. . . . . . .
2.9 Separation point and wake for different angles of attack. Reproduced and modified
from a PowerPoint presentation [22]. . . . . . . .. .. ... L L.
2.10 Flow around a cylinder for different Reynolds numbers. Reproduced from [24].
2.11 Visualization of the von Karman vortex street behind a circular cylinder in air
flow. Reproduced from [27]. . . . . . . . ... L
2.12 Strouhal number as a function of Reynolds number for a circular cylinder. Re-
produced from [29] . . . . . ..
2.13 Geometry constants for different trailing edges. Reproduced from [33]. . . . . . .
2.14 Vortex shedding frequency and natural frequency for increasing flow velocity.
2.15 Different rotor-stator interactions. Reproduced from [42]. . . ... ... ... ..
2.16 The effects of runner blades and guide vanes on the flow field. Reproduced from
[A4]. .
2.17 The viscous wake interaction point with the runner for different guide vane angles.
Reproduced from [45]. . . . . . . ...
2.18 Experimental arrangement for PIV. Reproduced from [48, p. 8].. . . . . . . . ..
2.19 Light scattered by a 10 pm glass particle in water according to Mie theory. Re-
produced from [48, p. 33-51]. . . . . . ...
2.20 Three modes of tracer particle image density: a low (PTV), b medium (PIV),
and c high image density (LSV). Reproduced from [48, p. 8-15]. . ... ... ..
2.21 An example of aliasing as a result of under-sampling. . . . . . . .. ... ... ..
2.22 Time delay between pulses and image rate. . . . . . ... ... .. ... .....
2.23 Timing diagram for dual-frame image capture with a sSCMOS image sensor show-
ing synchronization with double cavity pulsed Nd:YAG laser. Reproduced from
[48, p. 120-122]. .« o oo
2.24 FOV divided into IAs. Reproduced from [58]. . . . . . ... ... ... ... ...
2.25 PIV images with varying seeding densities and the corresponding correlation func-
tions. Reproduced from [48, p. 203-229]. . . . . . . . ... ...

vii

o

O © 9 O

10
11

11

12
13

14



2.26

2.27

2.28

2.29

2.30
2.31

2.32

2.33

2.34

3.1

3.2
3.3
3.4
3.5
3.6
3.7
3.8

3.9

3.10

3.11

3.12

3.13

3.14

3.15

Two consecutive samples and their cross-correlation plane. Reproduced from [48,
. LAB-171]. .« o o o
Analysis of double frame recordings using the digital cross-correlation method.
Reproduced from [48, p. 145-171]. . . . . . . ...
PIV images with varying background noise level and the corresponding correlation
functions. Reproduced from [48, p. 203-229]. . . . . .. ... ... ... ... ..
An area with a large number of incorrect velocity vectors. Reproduced from [48,
PD. 243-256]. . .o
Sketch of data grid points with vector notations. . . . . . . .. .. ... ... ..
Input function (red) approximated by six sinusoidal functions (blue). Single shot
of an animation by LucasVB [63]. . . . . . . . ... ... oL
Resulting peaks in the frequency domain of the function. Single shot of an ani-
mation by LucasVB [63]. . . . . . . . . ...
The concept of accuracy and precision illustrated. A modified version from [48,
D 203-220. . ..
Histograms of the estimated displacement. Left: a particle image diameter of
1 pixel illustrating peak locking. Right: a particle image diameter of 3 pixels.
Reproduced from [48, p. 203-229]. . . . . . .. ... ...

Closed loop configuration with arrows indicating fluid trajectory. Reproduced

Geometry of guide vanes in model turbine. Reproduced and modified from [21]. .
Test section with main PIV components. Reproduced and modified from [8].
Integrated plexiglass windows. . . . . . . . . . . ... L L o oo
Close-up of measurement set-up. Reproduced and modified from [8]. . . . . . ..
Calibration target. . . . . . . . . . L L
Laser boxes mounted on the camera and laser sheet optics. Reproduced and
modified from [8]. . . . ...
Coordinate system shown on the calibration target. The solid and dashed rectan-
gles are the two different FOV sizes of 1280 x 1024 pixels and 1280 x 600 pixels,
respectively. . . . . . .o
Calibration target with a 1280 x 1024 pixels resolution FOV. . . . . ... .. ..
The 1280 x 1024 pixels FOV and 1280 x 600 pixels FOV in the measurement
plane with the 50 mm objective. . . . . . . . . .. . Lo oo
Images before and after applied time filter. . . . . . . ... ... ... .. ....
Illustration of two consecutive frames and final IAs of size 24 x 24 pixels.
Average velocity field at BEP for final TA of size, a: 48 x 48 pixels, b: 32 x 32
pixels, c: 24 x 24 pixels, d: 16 x 16 pixels. . . . . . . . .. ... ... ...,
Histogram representation of the probability density function of an instantaneous

velocity field. . . . . . .

viii

30

35



3.16 Cross correlation uncertainty of the absolute velocity for an instantaneous velocity

field. . . . . o 54
4.1 Time-averaged absolute velocity fields. . . . . . . ... ... ... ... ...... 56
4.2  Uncertainty of the time-averaged absolute velocity field at BEP.. . . . . . . . .. 57
4.3 x-positions of velocity profiles indicated by dashed black lines. . . . . . ... ... 58

4.4 Velocity profiles along four lines in the wake for a ramp up measurement at BEP. 58

4.5 Velocity profiles along two lines in the wake for two ramp up measurements at

BEP. . e 59
4.6 Pos. 1 indicated in the 1280 x 600 FOV. . . . . . . .. .. .. ... ... ... .. 60
4.7 Power spectrum obtained for cross flow velocity component at Pos. 1 at BEP. . . 60
4.8 Instantaneous vector field coloured according to vorticity at BEP. . . . . . . . .. 62

4.9 Power spectrum obtained from cross flow velocity component at position (15, 0)
at BEP. . . . e 63
A.1 An overview of the local coordinate system of the FOV and the global coordinate
system of the turbine. . . . . . . ... L oo
D.1 Power spectrum obtained from cross flow velocity component at position (15, 3)
for a guide vane opening of 6.7 degrees. . . . . . . .. ...
D.2 Power spectrum obtained from cross flow velocity component at position (15, -2)
for a guide vane opening of 12.4 degrees. . . . . . . . . . . . ... ... ...
D.3 Power spectrum obtained from cross flow velocity component at position (15, -4)

for a guide vane opening of 14 degrees. . . . . . . . . . . .. ...

ix



List of Tables

3.1
3.2
3.3
3.4
4.1
4.2
4.3
Al

C.1

Operating points. . . . . . . . . . . L e 40
Arithmetic mean and relative standard deviation of operating parameters. . . . . 41
PIV components. . . . . . . . . . 42
PIV recording parameters. . . . . . . . . ... ..o 48
FOV average absolute velocity for each operating point. . . . . . ... ... ... 57
Mean vortex shedding frequency for different operating points. . . . . . . .. .. 64
Estimated vortex shedding frequency. . . . . .. ... ... ... ... ... ... 64

Local coordinates that bound the 1280 x 1024 FOV converted into to global
coordinates. . . . . . . .. L e e

Combined relative uncertainties at different operating points. . . . . . . ... ..



Abbreviations

Symbol
BEP
FFT
FL
FOV
HL

1A
LSV
LTS
NTNU
PIV
PL
PTU
PTV
RSI
TE

Description

Best Efficiency Point

Fast Fourier Transform

Full Load

Field of View

High Load

Interrogation Area

Laser Speckle Velocimetry
Laser Timing Stabilizer
Norwegian University of Science and Technology
Particle Image Velocimetry
Part Load

Programmable Timing Unit
Particle Tracking Velocimetry
Rotor-Stator Interaction

Trailing edge

X1



Nomenclature

Symbol
B

Ners

NED

QED
Ry
Re,.
St

At

Uds

Description

Trailing edge geometry constant
Chord length

Runner outlet diameter
Specified factor

Guide vane passing frequency
Natural frequency

Runner blade passing frequency
Vortex shedding frequency
Gravitational constant

Net head

First sample frame

Second sample frame
Characteristic length

Number of samples

Effective number of samples
Runner rotational speed

Speed factor

Pressure

Discharge

Discharge factor
Cross-correlation function
Reynolds number

Chord based Reynolds number
Experimental standard deviation
Strouhal’s number

Trailing edge thickness

Time delay between pulses

Characteristic velocity

Absolute velocity downstream of guide vane

x-component of velocity
y-component of velocity

Absolute velocity

Uncertainty of time-averaged absolute velocity

x-component of velocity
y-component of velocity
Number of guide vanes

Number of runner blades

xii



Greek letters

Symbol

a

agv

quOq

T X =

v

Description

Angle of attack

Guide vane angle
Boundary layer thickness
Virtual boundary layer thickness
Dynamic viscosity
Kinematic viscosity
Density of fluid

Density of tracer particle
Standard deviation of |V|
Vorticity

xiii



1 Introduction

This section starts off by presenting the background of the master thesis, followed by a descrip-
tion of the main objective. Finally, some previous experimental measurements and numerical

simulations in the vaneless space are presented.

1.1 Background

Climate change is one of the greatest challenges of the 21st century, and the general consensus
is that human activity is the main driver of change. EU’s goal of a climate neutral economy
by 2050 necessitates a significantly increased deployment of renewables into the energy system
[1]. Renewable energy sources have large potential to mitigate climate change by replacing fossil
fuels. Over the past years, renewable and intermittent energy sources such as solar and wind

power, have become increasingly widespread [2].

The increased penetration of intermittent energy sources into the grid network has raised con-
cern for grid stability [3, 4]. Hydropower benefits the power system as it offers energy storage,
and enables power to quickly be produced at times when the generation of electricity is lower
than the demand. Unlike solar and wind power, hydropower is not strictly dependent on the
weather conditions, and is the most flexible power technology with among the best conversion

efficiencies of all energy sources [5].

The Francis turbine is the most common hydraulic turbine in use today [6, 7]. To maintain
the stability of the grid, the hydraulic turbines are required to operate at off-design conditions
more frequently. Consequently, the hydraulic turbines have to be able to operate properly over
a wider range of operating conditions than they traditionally have been designed for [3]. This
causes the need for a thorough understanding of the fluid flow inside a Francis turbine at differ-

ent operating conditions.

It is hypothesized that several of the undesirable phenomena in the Francis turbines are related
to the flow characteristics in the vaneless space. The vaneless space is located between the outlet
of the guide vanes and the inlet of the runner blades. The Francis test rig at the Waterpower
Laboratory at NTNU has been modified to allow for particle image velocimetry (PIV) mea-
surements in the vaneless space. PIV is a measurement technique that enables capturing the
detailed flow field, and makes it possible to investigate the flow phenomena occurring in this
region at different operating conditions. The Francis turbine, on which the measurements have
been carried out, has a geometry that is open to the public. As a result, the measurements can

serve as a comparison basis for flow simulations of the same Francis turbine.



1.2 Objective

The ultimate objective of this work is to obtain an increased understanding of the flow charac-
teristics in the vaneless space in a Francis turbine. To achieve this, PIV measurements have been
planned, conducted and documented for five different operating points in steady operation; at
part load, best efficiency point, and high load. The results obtained from the PIV measurements
are discussed with emphasis on the flow separation, wake, RSI and vortex shedding occurring

in the vaneless space.

As the flow in the vaneless space is affected by flow separation, wakes, vortex shedding and RSI,
a literature study on these flow phenomena has been carried out. Several aspects have to be
taken into account when planning and performing a PIV measurement. An extensive literature

study regarding this measurement technique has been conducted.

Due to time constraints and limited access to the laboratory, transient measurements have not
been performed. Recordings with both 50 mm and 100 mm objective lenses were executed. Due
to time limitations, only the measurements with the 100 mm objective lens were processed and

will be presented in this thesis.

A project thesis has been written by the author prior to this master thesis, and the following
parts in the theory are partly reused and modified versions from the project thesis: 2.2.3, 2.2.5,
2.2.6, 2.3.1, 2.3.5.



1.3 Previous work

Similar measurements to those conducted in this thesis, have previously been carried out in the
same Francis turbine and are described in the following subsection. Numerical simulations have
also been performed for the Francis turbine at the Waterpower Laboratory at NTNU, and will

be presented as well.

PIV measurements in the vaneless space of a Francis turbine have previously been performed
at the Waterpower Laboratory at NTNU by Straume [8]. The measurements were conducted
at best efficiency point (BEP) corresponding to a guide vane opening of 10 degrees. Straume
investigated the velocity field, RSI frequency and vortex shedding frequency. Velocity profiles
at different x-positions indicated that the wake behind the guide vanes gradually weakened with
an increasing distance from the trailing edge. Power spectra were computed for the vertical
velocity component at several points located near the runner inlet and in the wake. The RSI
frequency was dominating near the runner inlet, and decayed with distance from the runner
inlet. The power spectrum computed from a point near the runner inlet showed a dominant
peak coinciding with the blade passing frequency of 166.6 Hz, and a second peak matching the
second harmonic frequency of about 333 Hz. The vortex shedding frequency was investigated
for different points located in the wake, and it was found to be in range of 1800 - 2000 Hz. As
several peaks were present in the power spectra, a definite vortex shedding frequency was not
determined. Brekke’s formula yielded in a vortex shedding frequency range of 1044 - 1656 Hz,

and hence underpredicted the vortex shedding frequency.

In an in-house measurement report of Sagmo [9], PIV measurements in the vaneless space of a
Francis turbine at BEP have been documented and discussed. A vortex shedding frequency of
1850 Hz was estimated from a power spectra computed of the cross stream velocity component
from a point in the wake. The resulting power spectra showed several frequency peaks, and the
shedding frequency was determined from the mean of the dominant peaks in each measurement

series. The Strouhal relation underpredicted the shedding frequency.

Trivedi et al. [10] have carried out numerical simulations of the Francis turbine at the Water-
power Laboratory. Four different operating conditions have been studied; two at part load, at
BEP and at high load. The resulting velocity distribution in the guide vane cascade and in the
vaneless space is shown in Fig. 1.1. Fig. 1.1a shows that the flow accelerates through the guide
vane passages. From Fig. 1.1b-1.le, the flow velocity around the guide vane trailing edge is
observed to generally increase with lower guide vane openings. The separation of the boundary
layer occurs slightly upstream of the tip on the suction side of the guide vane. For a guide vane

opening of 6.7°, the separation occurs more upstream than for the other openings.
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Figure 1.1: Velocity distribution in guide vane cascade and vaneless space. Reproduced from
[10].



2 Theory

The theory section is divided into three parts, the first about the Francis turbine, the second
about the flow characteristics in the vaneless space and the third about the PIV measurement
technique. In the first part, basic theory regarding the Francis turbine and its components will
be presented. Furthermore, the location of the vaneless space and different operational condi-
tions are defined. As the flow in the vaneless space is affected by flow separation, wake, vortex
shedding and the interaction between static and rotating parts of the turbine, the second theory
part contains a literature study on these flow phenomena. In the third part each subsystem in a
PIV measurement will be described thoroughly. As it is a relatively complicated measurement

technique, an extensive literature study has been carried out for this topic.

The following sub-subsections are partly reproduced and modified from the author’s project thesis:
2.2.3, 2.2.5, 2.2.6, 2.3.1, 2.3.5

2.1 Francis turbine

In hydropower plants the most commonly used type of turbine is the Francis turbine, responsible
for approximately 60% of the generated hydropower worldwide [7]. In the following subsection

important definitions regarding hydropower plants and Francis turbines will be introduced.

In hydropower plants there are typically two reservoirs located at two different vertical altitudes.
The gross head or hydraulic head is equivalent to the height difference between the lower and
higher water level. The effective head or net head takes the losses caused by pipe friction into
account [11]. Accordingly its value will be reduced compared to the hydraulic head. From here

on the net head will be referred to as only head and denoted by H.

With the help of a dam, the water is accumulated in the reservoir at high elevation. Via a
penstock, the water flows from the reservoir to a spiral casing that surrounds the runner, called
a volute. An illustration of a Francis turbine with its components is shown in Fig. 2.1. The
spiral casing has a decreasing cross-sectional area along the flow path [13]. The purpose of this
design is to obtain a uniform velocity distribution in the circumferential direction at the outlet
of the volute [14]. Before the flow enters the runner, it first passes a set of fixed vanes called
stay vanes, and then passes adjustable vanes called guide vanes. The main function of the stay
vanes is to support the pressure loads in the volute and turbine head cover [14]. Their second
purpose is to steer the flow with an optimal incidence angle towards the guide vanes. To control
the discharge through the runner, the guide vane angles can be adjusted [15, p. 837-838]. A
change of the guide vane angle, also referred to as guide vane opening, is equivalent to a change
of the load on the turbine.

The vaneless space in a Francis turbine refers to the gap between the outlet of the guide vanes

and the inlet of the runner blades. In Fig. 2.2, R1 illustrates the location of the vaneless space.
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Figure 2.1: Francis turbine components. Reproduced and modified from [12].

Figure 2.2: Volute, stay and guide vanes and runner blades of a Francis turbine. Reproduced
from [12].

The vaneless space narrows with an increasing guide vane angle. The runner is located down-
stream of the vaneless space, and is fitted with a set of runner blades. As water flows through the
runner and makes it rotate clockwise, momentum of the flow is exchanged between the fluid and
the runner and the pressure drops significantly [15, p. 837-838]. At design condition, flow enters

the runner radially, and leaves axially. The draft tube is located at the exit side of the runner [13].

A Hill diagram, also commonly referred to as a characteristic diagram, provides an overview of

the efficiency at different operating points for a turbine. All Francis turbines have their unique



characteristic diagram. The efficiency is a function of the runner rotational speed, discharge and
guide vane angle denoted by n, @@ and agy, respectively. The best efficiency point is at which
the efficiency of the turbine is at its optimum. The operating points with smaller guide vane
openings that for one at BEP, is referred to as part load (PL), while high load (HL) and full

load (FL) correspond to larger guide vane openings than for one at BEP.

In Fig. 2.3, a hill chart for the Francis runner at the Waterpower Laboratory at NTNU is shown
[16]. The runaway curve or no-load curve, for which the torque is equal to zero, is presented in
the figure. Based on the efficiency curves, it can be observed that the guide vane angle at BEP

is approximately 10°.

Qep [

Figure 2.3: Hill diagram for Francis runner at NTNU. Reproduced from [16].

In the figure above, the rotational speed and discharge are converted into dimensionless parame-
ters. In the Hill diagram for the Francis runner at the Waterpower laboratory, the dimensionless

parameters are calculated as shown below. The dimensionless speed factor, ngp, is calculated:

nD,
n =
Vel

where D, is the runner outlet diameter, g is the gravitational constant and H denotes the head.

(2.1)

The dimensionless discharge factor, Qgp can be computed as follows:

QEp = _Q
D2gH



2.2 Flow characteristics in the vaneless space

Flow characteristics in the vaneless space will be highly affected by the flow phenomena occurring
around the guide vanes. The guide vanes are shaped as hydrofoils, hence general foil theory can
be applied to guide vanes. The following subsection covers the commonly used terms, definitions,

and concepts concerning flow around foils, as well as the rotor-stator interaction.

2.2.1 Reynolds number and boundary layer

The following sub-subsection explains the concepts of laminar and turbulent flows, and boundary
layers. This will serve as a foundation for understanding the later presented flow phenomena.
The Reynolds number is a dimensionless parameter that describes the ratio of inertial forces to
viscous forces in Newtonian fluids. Water is considered to be a Newtonian fluid [15, p. 52]. The
Reynolds number, Re, is defined in (2.3).

inertial forces  pul  ulL

Re = (2.3)

viscous forces 7 v

Where p denotes the density of the fluid, u is the characteristic velocity, L presents the char-
acteristic length, p is the dynamic viscosity of the fluid, and v is the kinematic viscosity of the

fluid. For foils, the chord length is typically used as the characteristic length [17].

Low Reynolds numbers correspond to laminar flows because viscous forces are dominant, while
high Reynolds numbers correspond to turbulent flows and are dominated by inertial forces.
Laminar flow is characterized by smooth layers of fluid with different velocity without substan-
tial exchange of fluid particles perpendicular to the flow direction. Contrary, turbulent flow is
characterized by irregular, random, fluctuating motion. The critical Reynolds number refers to
the Reynolds number at which a laminar-turbulent transition occurs. The intermediate range
between laminar and turbulent state is defined as the transitional range. For instance, the crit-

ical Reynolds number is found to be 5 - 10° for a flow over a flat plate at zero incidence [17].

Prandtl introduced the boundary layer theory, suggesting that all fluid flows moving past a solid
surface can be divided up into two regions, an outer and an inner region. The outer flow region
is considered inviscid, meaning that the viscosity can be neglected. In the inner region, the
viscosity must be taken into account to satisfy the no-slip condition at the wall. This region is
referred to as the boundary layer, and is the thin layer of viscous fluid in immediate vicinity of

a solid surface [17].

All objects in contact with a moving stream will have boundary layers formed adjacent to the
solid surface [17]. The boundary layer thickness, d, is typically measured from the solid surface
to the point at which the viscous flow velocity approaches the free stream velocity [15, p. 554-
583]. Within the boundary layer the flow can be both laminar and turbulent. For flow over a

flat plate at zero incidence, the flow within the boundary layer will undergo a laminar-turbulent



Laminar Transition

Figure 2.4: Boundary layer development over a flat plate at zero incidence.

transition [17], which is illustrated in Fig. 2.4. The increasing thickness of the boundary layer

along the plate is also observable.

2.2.2 Separation and wake flow around a foil

In Fig. 2.5, some common foil terms are presented. As shown in this figure, the foil has a leading
edge upstream and a trailing edge (TE) downstream. On one side, shown as the upper side in
the figure, the static pressures are considerably lower than on the opposite side [18]. Hence
the upper surface is referred to as the suction side, while the lower surface is referred to as the
pressure side. « denotes the angle of incidence or angle of attack, and is the angle the incoming
fluid stream makes with chord line [15, p. 610-643].

Leading edge  Suction side
//—M\

_— (/
~. Chord Jjp.

Trailing edge

Pressure side L
ol

Figure 2.5: Common terms related to foils.

As with the flat plate, a laminar boundary layer starts to develop at the leading edge of a foil.
In a similar fashion, a laminar-turbulent transition occurs after a certain distance along the
contour of the foil. The position of this transition strongly depends on the pressure distribution
imposed by the outer flow [17].

Along the curved surface of a foil there will be various pressure gradients, ‘;—I;, as shown in Fig.
2.6. Immediately downstream the leading edge of the foil, the inviscid outer flow accelerates,
which indicates that the pressure is decreasing while the velocity increases. In this case, the
boundary layer thickness is typically thin and hugs closely to the wall due to the accelerating

flow. Therefore the boundary layer is not likely to separate from the wall, causing what is called



a favourable pressure gradient [15, p. 554-583].

Favourable pressure gradient Adverse pressure gradient
oy vy
ox Ox

- —
o o
—

Separation point

Figure 2.6: Boundary layer separation due to adverse pressure gradients.

As the flow moves closer to the trailing edge of the foil, the inviscid outer flow decelerates, mean-
ing that the pressure is increasing and the velocity decreases. This leads to an adverse pressure
gradient where the pressure is pushing in the opposite direction to the bulk fluid motion. The
thickness of the boundary layer tends to increase, and the boundary layer does not hug as closely
to the wall anymore. Given that the adverse pressure gradient is strong enough, it will eventu-
ally cause the flow to reverse close to the wall as shown in the figure. This phenomenon is called
backflow. The separation point is located at which the velocity of the boundary layer relative
to the body is close to zero. This happens when the boundary layer moves far enough against
an adverse pressure gradient. As a result, the fluid flow detaches itself from the surface of the
foil, and vortices begin to form from the backflow [15, p. 554-583].

Flow separation occurs when the fluid detaches itself from the surface of the body. The location
of the separation point is dependent on several factors such as Reynolds number, the surface
roughness and the level of fluctuations in the free stream. It is usually difficult to predict exactly
where the separation will occur on the foil. The pressure is low downstream of the separation
point, and recirculating flow and backflow occur [15, p. 610-643]. When the boundary layer has
separated and left the body, so-called free shear layers are developed further downstream, and

forms a viscous wake [17].

The wake is defined as the friction-dominated region of disturbed flow downstream of a body,
where the effects of the body are felt on velocity. The viscous wake will create a velocity defect
on the flow, affecting the velocity distribution [19]. Wakes are characterized by high shear with
the lowest velocities in the centre of the wake and highest velocities at the edges. The wake
extends downstream of the body until the fluid regains its velocity and the velocity profile is
nearly uniform again [15, p. 610-643|. Fig. 2.7 shows a wake behind a foil and velocity profiles
at different x-positions. Au denotes the velocity deficit in the wake, and b is the width of the

wake.
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Figure 2.7: Wake behind a body. Reproduced from [19].

Generally, wake flow can be divided up into three zones [17, 19, 20], as visualized in Fig. 2.8.
Close to the trailing edge there will be a near-wake or dead water zone, followed by a mixing
zone before the far-wake or pure wake is developed. The flow in the dead water zone is char-
acterized by circulation of fluid from the upper and lower shear layers. At a distance Ly from
the trailing edge, the mixing zone starts and momentum is transferred between the wake flow
and the free stream. In this zone, the upper and lower shear layers interact which may initiate
vortex shedding. This flow phenomenon is represented by the blue lines in the figure and will be
described in further detail in the next subsection. When pure wake flow is obtained, the wake

width has increased and the velocity profile will have a self preserving shape [19].

Separation point Lo ], N
< r i) F Y

Near-wake Mixing-wake Far-wake

>

Figure 2.8: Separation points, wake flow and velocity profiles downstream of a body. Repro-
duced from [21].

As shown in Fig. 2.9, the angle of attack on bodies such as hydrofoils affects the location of
the separation point and the wake size. For large angles of attack, the separation point tends to

move upstream towards the leading edge on the upper surface of the foil, the suction side. The

11



width of the wake increases with an increasing angle of attack. Stall occurs if the critical angle
of attack is exceeded, and the separation bubble covers almost the entire upper surface of a foil
[15, p. 610-643]. Since the guide vanes are adjustable, the angle of attack will correspond to the

turbine operating at different loads.

~Separation points

= 0°
Turbulent wake
Separation point moves
o= 50 slightly forward
a= 16° § Separation point j
(Stall angle) point Jumps

Separated flow region
expands and reduces lift

Large turbulent wake

Figure 2.9: Separation point and wake for different angles of attack. Reproduced and modified

from a PowerPoint presentation [22].
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2.2.3 Vortex shedding

Vortex formation behind bluff bodies was first observed in experiments by Strouhal in 1878 [23].
A vortex is associated with the rotating motion of fluid around a centre line, and is the formation

and shedding of a circulating fluid structure [15, p. 156-157].

Vorticity can be produced by different mechanisms. As previously explained, there will be
boundary layers adjacent to the upper and lower surfaces of a foil that is subjected to a moving
stream. In the thin boundary layer the velocity will increase from being zero at the surface
because of the no-slip boundary condition, to being close to the free stream velocity. Hence, the
vg-velocity varies greatly with y, while the vy-velocity gradients are small in this layer. From
the definition of vorticity in (2.4), the vorticity in the boundary layer will be as shown in (2.5)
[15, p. 156-157].

W=V x1U (2.4)
ovy  Ovg, ovg _,

J= (=Y - ) — 2.

w (8:13 8y)z 8yz (2:5)

Here v, denotes the y-component of the velocity, while v, denotes the x-component of the veloc-
ity. Vortices with a negative value of vorticity will rotate clockwise, which can be demonstrated
in the following example. Downstream of the separation point shown in Fig. 2.6, the vortices
formed from the backflow will have a clockwise rotation seen from a physical perspective. The
same figure shows that the partial derivative of the streamwise velocity with respect to the per-
pendicular variable to the streamwise velocity yields a positive value. From (2.5), the vorticity
will consequently have a negative value. With the same reasoning, vortices with positive values

correspond to anticlockwise rotating.

N5
O OO

Re<10 Creeping flow 40 < Re < 200,000 Von Kérman vortex trail

_/O\ L._\

S AT
@ LTINS
M Re = 200,000 Fully turbulent wake

Figure 2.10: Flow around a cylinder for different Reynolds numbers. Reproduced from [24].
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Vortex shedding is a flow phenomenon that occurs, under certain conditions, when a structure
is subjected to a moving stream. Low-pressure vortices start forming and shedding in the wake
region as a consequence of boundary layer separation. Separation of the boundary layer occurs
both on the upper and lower surfaces. As a result, two shear layers are developed downstream
of the body. The velocity gradients in the shear layers initiate the generation of vortices. Ini-
tially, a pair of vortices are formed in the separated region because of the velocity difference
between the innermost and the outermost portions of the shear layer. One of the vortices will
always break away first and move downstream in the wake, while another will begin growing
in its place. Later, the second mature vortex will break away [25]. Hence, a process is started
whereby vortices are shaped and shed in an alternating manner from the two separation points

at a frequency as shown in Fig. 2.10 up to the right.

Vortex shedding is dependent on the Reynolds number of that fluid flow. Fig. 2.10 shows how
the flow around a cylinder evolves for different Reynolds numbers [24]. The figure shows that
attached vortices are formed at Reynolds numbers between 10 and 40, and von Karméan vortex
street appears for Reynolds numbers in the range from 40 to 200 000[24, 26]. The figure also
shows an upper row of clockwise rotating vortices and a lower row of anticlockwise rotating

vortices.

Von Karmén vortex street is defined as the periodic generation of vortices caused by vortex
shedding. This phenomenon occurs downstream of the trailing edge of a body. In hydraulic
turbomachinery, von Karméan vortex street can be found downstream of the trailing edges of
stay vanes, guide vanes and runner blades [26]. In Fig. 2.11, a von Kérmdn vortex street behind

a circular cylinder is illustrated.

Figure 2.11: Visualization of the von Kdrmén vortex street behind a circular cylinder in air

flow. Reproduced from [27].

The alternating vortex shedding in the wake of the body induces periodic pressure variations
on the structure. For each formed vortex, both transverse and parallel forces to the free stream
are employed on the body. The direction of the transverse force switches with the alternating

shedding vortices [28].
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2.2.4 Vortex shedding frequency

A lot of research has been dedicated to estimate the vortex shedding frequency. In this sub-
subsection some different empirical formulas for calculating the shedding frequency and previous

experiments will be presented.

The vortex shedding frequency for circular cylinders has been found to follow the Strouhal
relation. Strouhal’s number is defined in (2.6) [29].

_ fsL
U

where fs is the frequency of the vortex shedding, L is the characteristic length of the body under

St

(2.6)

consideration, and U is the free stream velocity.
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Figure 2.12: Strouhal number as a function of Reynolds number for a circular cylinder. Re-

produced from [29]

The Strouhal number has been found to be a function of the Reynolds number for a given
cross-section. In Fig. 2.12, the Strouhal number is plotted as a function of the Reynolds
number for a circular cylinder. As can be observed, for circular cylinders the Strouhal number
is approximately at 0.2 for a wide range of Reynolds numbers [29, 30]. By assuming a Strouhal

number of 0.2, reorganizing of (2.6) gives the vortex shedding frequency:

U U
fs = Stf = 0.2f (2.7)

15



Although the Strouhal relation proved to be a good estimate of the vortex shedding frequency be-
hind cylinders, Gongwer [31], Donaldson [32] and Heskestad/Olberts [28] modified the Strouhal

formula to make it suitable for runner blades.

Gongwer [31] suggested to take into account the trailing edge thickness, ¢, and virtual boundary

layer thickness, ¢,, in the calculations of the vortex shedding frequency:

U
= St—— 2.
f SH&U (2.8)

It is important to note that the trailing edge thickness, ¢, is in unit millimetres. Empirically,

the virtual boundary layer thickness can be estimated as [31]:

5, = 0.0293— S (2.9)

(Rec)s

Where ¢ is the chord length of the blade, and Re. is the chord based Reynolds number. Fur-
thermore, Gongwer [31] found that a Strouhal number of 0.19 is more appropriate when using

the sum of §, and c¢ as characteristic length.

Based on the work of Gongwer, additional experiments on other trailing edge geometries were
conducted by Heskestad and Olberts [28]. As opposed to Gongwer and Donaldson, a correlation
between the vortex shedding frequency and the trailing edge geometry was found. Hence, the

formula was modified in order to take into account the trailing edge geometry as follows:

B U

fs =500t 0,

(2.10)

Here, B, is a constant related to the geometry of the trailing edge. Its value for different trailing

edge geometries can be found in Fig. 2.13.

In the work of Brekke [33, 34] it is presented a simplified formula, (2.11), which assumes a con-
stant virtual boundary layer thickness of 0.56 mm and a Strouhal number of 0.19. The relative
amplitude of the von Kédrmén vortex street is also found to be dependent on the trailing edge
geometry, and is denoted by A in Fig. 2.13 [33, 34].

B U

=190—
fs 100t + 0.56

(2.11)

It is important to note that all the aforementioned estimates of the vortex shedding frequency
come from measurements of rectangular geometries upstream of the trailing edge, with parallel
upper and lower surfaces. This is a simplification, and is usually not the case for actual vanes

and blades in hydraulic turbomachinery. In addition, neither of the estimates take into account
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Figure 2.13: Geometry constants for different trailing edges. Reproduced from [33].

different angles of attack, and all formulas are based on measurements of isolated foils [28, 31, 33,
34]. Therefore the presented formulas are not necessarily applicable for guide vanes operating

at different angles in a cascade.

Experimentally, the vortex shedding frequency can be investigated by spectral analysis. In
a turbulent flow regime, the vortex shedding has been found to have frequencies appearing
randomly about the nominal vortex shedding frequency [35-37]. As several frequencies coexist
in turbulent vortex shedding regimes, the determination of the vortex shedding frequency is a
matter of determining the most dominant frequency of the prominent frequencies. In the work
of Sagmo et al. [38] the obtained frequency spectra for an isolated foil displayed a broad range
of peaks resembling a Gaussian distribution about the vortex shedding frequency. An exception
is when the shedding frequency is in proximity to the natural frequency of the structure, which

will be explained in the next sub-subsection.
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2.2.5 Lock-in

Natural frequency, f,, is an inherent property of an object, and is the frequency at which a
structure tends to oscillate in the absence of an outside force. If the shedding frequency ap-
proaches the natural frequency of the structure, a lock-in may occur. In this case the vortex
shedding frequency will latch onto the natural frequency if in proximity, and stay equal to it
over a range of flow velocities [39]. Lock-in is usually an unwanted effect, as it may lead to

premature failure of a system due to a significant increase of the vibration amplitude [40].

The lock-in region is defined as the region at which the shedding frequency is close enough to
the natural frequency, and the vortex shedding frequency may be locked-in at the natural fre-
quency as illustrated in Fig. 2.14. The interaction between the fluid and the structure imposes
a self-reinforced process that forces the vortex shedding frequency to be constant for a range of

velocities [41]. It follows from the figure that the Strouhal’s law is not valid for the lock-in region.

Frequency

Natural frequency, f,,

Flow velocity

Figure 2.14: Vortex shedding frequency and natural frequency for increasing flow velocity.

According to Antonsen [19], the vortex shedding from the guide vanes will usually have high
frequencies and low amplitude due to their typically slim profile and thin trailing edge. If
resonance frequencies are avoided, the vortex shedding from the guide vanes will rarely results
in severe problems. A central influence from the guide vanes is the viscous wake, and the creation
of a non-uniform flow field in which the runner blades will rotate [19]. This is described in further

detail in the next sub-subsection.
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2.2.6 Rotor-stator interactions

A Francis turbine contains a supporting structure called a stator, and a rotating structure called
a rotor. The stator consists of stationary vanes such as stay vanes and guide vanes, and the rotor
consists of rotating runner blades. The interaction between the rotating and stationary blades
that causes flow unsteadiness, is referred to as rotor-stator interaction (RSI). Even though the
rotating runner blades are downstream of the vaneless space in a turbine frame of reference,
some effects of the RSI propagate upstream, and hence influence the flow characteristics in the

vaneless space [42].

Rotor-stator interaction in hydraulic turbomachinery can be classified into two different inter-
actions; potential interactions, and wake interactions. [42]. Fig. 2.15 shows an overview of the
different classifications of RSI. The shock interactions only apply if the fluid is compressible,

and is not relevant to water flow applications.

shock interaction
stator ; §§

potential interaction

\
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wake interaction ﬁ

Figure 2.15: Different rotor-stator interactions. Reproduced from [42].

Flow unsteadiness caused by pressure waves is defined as potential interaction. The rotating
runner blades cause periodical perturbations that propagate to the flow in the vaneless space.
Flow field distortion in the vaneless space due to the pressure field caused by the runner is
visualized to the left in Fig. 2.16. As observed from this figure, the velocity upstream of the
leading edge of a runner blade is relatively low due to stagnation. The intensity of the potential
interaction part of RSI is highly dependent on the size of the vaneless space. The most important
potential interaction will arise in cases where the clearance gap between the guide vanes and the
runner blades is small [42, 43]. This corresponds to larger guide vane openings in which one of

the runner blades is in the closest position to a guide vane trailing edge.
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Figure 2.16: The effects of runner blades and guide vanes on the flow field. Reproduced from
[44].

Wake interactions refer to the flow unsteadiness caused by viscous wakes from the upstream
blade row, which in a turbine is the cascade of the guide vanes. Fig. 2.16 shows the reduced
velocity in these wakes [43, 44]. Since the wake follows the slipstream of the guide vanes, the
wake path varies with the guide vane angle. Fig. 2.17 illustrates how the interaction point
moves for different guide vane angles due to the changes in wake paths. The effects on the flow
caused by a wake are expected to reduce as the distance increases. A larger guide vane angle
decreases the distance between the trailing edge of the guide vane and the interaction point. The
wake is directed more towards the runner for larger guide vane openings, hence the viscous wake

interaction in the vaneless space is expected to be the most visible at these guide vane angles [45].

Interaction point moves with
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Figure 2.17: The viscous wake interaction point with the runner for different guide vane angles.
Reproduced from [45].

There are two different frames of reference in a system consisting of both a rotating and a
stationary part. In a stationary frame of reference, for instance in the vaneless space or at the
guide vanes, the main frequency due to RSI is the runner blade passing frequency, f., [Hz],
shown in (2.12) [46].

nZrp
60

Iro = (2.12)
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Where the rotational speed of the runner is denoted by n in rpm, and Z,, is the number of
runner blades. This blade passing frequency is found in the work of Su et al. [47] to coincide

with the periodic changes of flow and pressure fluctuations at the runner inlet.

In a rotating frame of reference, for example at the runner blades, the main frequency due to
RSI is the guide vane passing frequency shown in (2.12) [46]. The guide vane passing frequency,
fgv [Hz], can be computed according to (2.13) .

nZ gy
60

fov = (2.13)

Where Zg, is the number of guide vanes. In the work of Su et al. [47] the periodic cycle of the
flow separation at the runner blade was found to correspond to the guide vane passing frequency.
Performance and effective life of Francis turbines are highly influenced by the flow phenomena
caused by RSI. Frequencies stemming from RSI can create, under certain conditions, severe
pressure pulsations throughout the turbine. This can lead to fatigue, which may cause cracks

in the turbomachinery [42].
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2.3 Particle image velocimetry

In the following subsection the different subsystems of the PIV measurement technique will be
discussed. At first, the PIC concept is presented, followed by an introduction to the particle
seeding, light source and camera, calibration, interrogation area, evaluation, post-processing,

power spectrum and uncertainty quantification of PIV in more detail.

PIV is a measurement technique that was developed in the 1980s [48, p. v|, which makes it a
relatively new measurement technique. This optical measurement technique enables the cap-
turing of the entire velocity field of a flow. The flow field is measured indirectly by recording
images of tracer particles in the flow at successive instants in time, and then calculating the
flow’s velocity based on the movement of the tracer particles within this time interval [49]. It
is a non-intrusive measurement technique as it allows the sensors to be placed outside the flow.
Both planar and volumetric velocity fields can be found through PIV measurements. However

in this thesis, only two-dimensional PIV measurements will be examined.

The experimental set-up of a PIV system consists of the following subsystems: seeding, illumi-
nation, recording, calibration, evaluation, and post-processing. Fig. 2.18 visualizes an experi-

mental arrangement for two-dimensional PIV [48, p. §].
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Figure 2.18: Experimental arrangement for PIV. Reproduced from [48, p. §].

Prior to the measurement, tracer particles are added to the flow. The plane of interest within

the flow, which will be referred to as the field of view (FOV), is illuminated twice by means of
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a laser light sheet. Depending on the flow velocity, the time delay between the two laser pulses
is selected. A camera located perpendicular to the laser sheet records the light scattered by the
tracer particles on two separate frames that together make up one image. In order to evaluate
the digital PIV recordings, the FOV is divided into small subareas called interrogation areas
(IA). Local displacement vectors are computed with cross-correlation between the two frames
for each IA. Hence, each IA results in one displacement vector. The velocity field can then be
determined by taking into account the displacement vectors and the time delay between the laser
illuminations [48, p. 8-15]. Processing of the PIV recordings is performed in a PIV software,
and in this thesis DaVis 8.4 Software is used.

2.3.1 Seeding

A PIV measurement requires that the flow is seeded with particles acting like fluid tracers. The
tracer particles need to follow the motion of the flow faithfully without interfering with the flow
or the fluid properties. In addition, the scattering properties of the tracer particles need to be

taken into account when determining which kind of tracer particles to use [48, p. 33-51].

In order to obtain neutral buoyancy condition, the density of the fluid, p, must be equal to the
density of the tracer particles, p,. If the neutral buoyancy condition is obtained, there will be
no error due to gravitational forces. This condition is easier to achieve in water flows because
of the high viscosity and typically lower speed compared to air flows. Therefore, larger tracer

particles can be employed while still maintaining a good tracing fidelity [48, p. 33-51].

Light

OI'I ,‘

Figure 2.19: Light scattered by a 10pm glass particle in water according to Mie theory.
Reproduced from [48, p. 33-51].

The light scattered by the tracer particles is a function of the size, shape, and orientation of
the particle, and the ratio of the refractive indices of the particles and the surrounding medium.
There is a clear tendency that a larger particle size increases the scattered light intensity. How-
ever, the particles need to be small enough to act as good flow tracers and reduce the background
noise. Mie scattering refers primarily to the elastic scattering of light from a particle for which
the diameter is larger than the wavelength of the incident light. The Mie scattering diagram in

Fig. 2.19, shows that the light is not blocked by the particles, but disperses in all directions.
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Hence, the light captured by the recording lens is not only due to direct illumination, but also
due to portions of light scattered by many particles. Consequently, a large particle density

contributes to a scattering efficiency enhancement [48, p. 33-51].

The appropriate size of the tracer particles depends on the optical set-up and the magnitude
of the flow phenomenon measured. According to Raffel et al. [48, p. 33-51], tracer particles
used for PIV experiments in water typically have diameters in the range between 10 pm and
30 pm. Goyal, Gandhi and Cervantes [46] reviewed ten different PIV measurements executed in
hydraulic turbines. The presented measurements used particle diameters in the range from 10
10 pm to 55 pm, where seven out of ten experiments used tracer particle with diameters between
10 pm and 20 pm. Even though these experiments can be useful suggestions, the tracer particle
size should be seen in relation to the calibration of the imaging system, laser characteristics and
camera resolution in order to avoid peak locking effects. Peak locking will be described further

in detail in sub-subsection 2.3.8.

Regarding tracer particle material, hollow, coated glass spherical particles have proved to offer
good scattering characteristics and good tracking capability for multiple water flow applications
[50, 51]. The majority of the PIV measurements reviewed by Goyal, Gandhi and Cervantes used
spherical glass particles [46].

Fig. 2.20 illustrates three different states of tracer particle image density, where the middle
picture illustrates the density appropriate for PIV evaluation. The low and high particle image
densities are appropriate in Particle Tracking Velocimetry (PTV) and Laser Speckle Velocimetry
(LSV), respectively.

(a)

Figure 2.20: Three modes of tracer particle image density: a low (PTV), b medium (PIV),
and c high image density (LSV). Reproduced from [48, p. 8-15].
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2.3.2 Light source and camera

In PIV measurements, a laser is used as light source to illuminate the area of interest. The
laser fires short pulses of light at a high repetition rate. In order to accommodate the low time
delay between the pulses typically needed in PIV applications, the laser typically must operate
in dual cavity mode. In this mode the two consecutive laser pulses originate from two separate
laser cavities. As a consequence, a higher repetition rate is obtainable in this case than for a
single laser cavity [48, p. 8-15]. Since the successive pulses are fired from different sources, it
is important to ensure that the beams overlap. The beam overlap should be inspected both
near field (0.2 - 0.8 m) and far field (3 - 5 m), and careful adjusted for in accordance with the
Product-Manual of Laser Guiding Arm [52].

A final laser beam overlap test should also be performed by recording a frame pair of a nearly
still fluid injected with particles. By having a very small time delay between the pulses, At, one
can examine whether the laser pulses illuminate the exact same area. Numerically this can be
performed by checking the global normalized correlation values of all pixel intensities from first
to second frame. DaVis 8.4 offers this function, the so-called beam-overlap value. A correlation
value equal to 1 indicates identical particle patterns and hence a good beam overlap, while a

value of 0 indicates that the beams are misaligned [53].

The laser beam is reshaped into a thin light sheet by means of a multiple-lens configuration.
The lens configuration consists of cylindrical and spherical lenses in order to expand the beam
in one axis and obtain the desired thickness, respectively [48, p. 60-80]. In 2D PIV, the velocity
field is supposed to be measured only in two dimensions, hence a sufficiently thin laser sheet
is desirable. As a rule of thumb, the fastest particle should not travel more than 1/4 of the
light sheet thickness [46]. This is to avoid out-of-plane motion that refers to particles moving
in and out of the light sheet. In multiple hydraulic machinery measurements, sufficient light
sheet thickness is found to be between 0.5 to 5 mm to keep out-of-plane displacement of seeding
particles low [46, 47, 54, 55].

The time delay, At, between the pulses is dependent on the flow velocity, and represents the time
between the two frames of one image. It must be short enough to prevent too many particles
with an out-of-plane velocity component to leave the light sheet. However, At needs to be long
enough in order to determine the displacement of the tracer particles with sufficient resolution
[48, p. 8-15]. The one-quarter rule is a common guideline for the maximum displacement and
serves as an upper bound for the displacement between the two frames. This rule states that the
maximum displacement of the particle images both in-plane and out-of-plane should be equal
to or less than one quarter of the TA size in xy-direction and z-direction, respectively. A particle
displacement of 5 to 10 pixels between the first and second frame is commonly suggested in

literature to minimize the relative uncertainty [48, p. 203-229).
The image rate of a recording is the reciprocal of the time between each frame pair, and becomes
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the frequency of the obtained images or vector fields. If a certain frequency in the velocity field
is of interest to capture, the image rate has to be selected according to the Nyquist sampling
theorem to avoid aliasing. The Nyquist sampling theorem states that the sampling rate has to
be at least twice as large as the highest frequency in the signal that is to be sampled [56]. If
this criterion is not met, the signal might be incorrectly reproduced. This distortion or artifact
of a signal is known as aliasing. Fig. 2.21 shows the concept of aliasing. The black curve is
the actual signal, while the blue curve is the sampled signal reproduced from the blue points

indicating the sampling rate.

Figure 2.21: An example of aliasing as a result of under-sampling.

The distinction between At and image rate is illustrated in Fig. 2.22. In addition, the difference
between frame and image is shown. The maximum image rate for a recording is determined by
the spatial resolution of the camera. Hence, a lower resolution of the camera enables a higher

image rate.

At

Laser pulse

1
Image rate

Camera shutter

— —
Frame 0 Frame 1
———
Image

v

Time
Figure 2.22: Time delay between pulses and image rate.

The recording subsystem consists of a digital camera that records the FOV synchronous with
each illumination. In the recordings, each pair of successive exposures are grouped as two frames
of one image. Electronic equipment is used for the matter of synchronizing the laser pulsing with
the camera’s frame rate timing sequence. In Fig. 2.23, the synchronization of a sSCMOS image
sensor with double pulsed laser system of type Nd:YAG for PIV is shown. Note that the time
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delay between the pulses, At, is denoted by 7 in the figure. As shown in the figure, the first frame
associated with the first laser pulse, is exposed for a very short time while the second frame is ex-
posed for an extended period of time. This corresponds to the readout time of the first recording
from the sensor [48, p. 120-122]. A data acquisition system is used to record sequential images

from the camera. The recordings are then transferred to the memory of a computer [48, p. 8-15].

: Pulsc delay | T
Event trigger I :4_.‘
Inherent delay i i i
Exposure of Frame #1 ; |—:—| ;
Laser pulse #1 : A :
Charge transfer (~200ns) : : I :
Exposure of Frame #2 ; E I_E—‘
Laser pulse #2 : : A
Camera readout : : | :' Frame #1 " Frame #2

;<—typ. >10ms —> : <—;—typA >10ms —>

Laser, Flash lamp #1 : | ot

Laser, Q-Switch #1 typ. 200us

Laser, Flash lamp #2 ; I :
Laser, Q-Switch #2 i : i

Figure 2.23: Timing diagram for dual-frame image capture with a sCMOS image sensor
showing synchronization with double cavity pulsed Nd:YAG laser. Reproduced from [48, p.
120-122).

2.3.3 Calibration

In order to obtain results in scaled units that represent the true dimensions, a calibration of
the measurement area is required. The actual spatial dimension can be related to the pixel
size in the recording plane by means of a calibration target or calibration plate. Typically, the
calibration target is covered by multiple equally spaced marks with known spatial dimensions,
and is located to align with the centre of the light sheet plane. Usually, 20-30 identified marks
on the calibration target in the FOV is sufficient [57].

In order to scale inter pixel distance, a fit mapping function can be applied to the marks found
in the image. 3rd order polynomial functions or pinhole functions can be computed by DaVis
8.4 to create a grid defining the spatial dimensions. The average deviation of the dewarped mark
positions to the grid is calculated by the software and presented as root mean square (RMS)
of fit, in pixels. This value quantifies the precision of the calibration, and a low value indicates
a high precision. The RMS of fit should be seen in relation to the camera resolution and the
interrogation area used for evaluation. For a 2 megapixel camera a value lower than 1 pixel is

considered good cause it is small in comparison, while a value higher than 2 pixel is considered
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questionable [57].

From the calibration a scale factor can be obtained. The scale factor is determined by estimating
the number of pixels covered by a known dimension in the imaging plane [55]. Its value is in

pixels per millimetre and hence converts pixels to millimetres.

2.3.4 Interrogation area

Prior to the evaluation of images via correlation, the complete FOV is divided into [As as illus-
trated in Fig 2.24. The evaluation will yield one velocity vector for each IA. The correlation can
either be done in a single step or iteratively via multi-pass evaluation. Besides choosing between
the single-pass and multi-pass interrogation schemes, DaVis 8.4 requires the user to decide the

IA size(s) and the IA overlap percentage.

Figure 2.24: FOV divided into IAs. Reproduced from [58].

There are two types of pass interrogation schemes, single-pass and multi-pass evaluation tech-
nique. Single pass evaluation does not involve window shifting of the TA and the TA size is
constant. Each vector calculation is done in one pass, therefore this is a relatively fast method
[53].

In multi-pass evaluation the vector field can be calculated by an arbitrary number of iterations
on the same image with either a constant or decreasingly smaller TA size. In the first pass a
reference vector for each IA is computed and used as a best-choice window shift in the next pass.
In this manner the window shift is adaptively improved to calculate the vectors in the following
steps more accurately. Multi-pass interrogation schemes enhance the signal-to-noise ratio of the
correlation peak, but compromises the processing time [53]. If a decreasingly smaller TA size
scheme is used, both an initial and final TA size must be defined by the user. As the final IA size
can be chosen smaller than the initial one, the spatial resolution of the vector field is improved

by this scheme compared to a multi-pass evaluation with constant IA size.

As every TA produces one velocity vector, the resolution of the velocity field increases with
smaller IA sizes and overlapping IAs. However, seeding density, laser thickness and flow velocity
in the measurement area have to be taken into account when choosing the appropriate size of the

[As. Literature commonly suggests that each interrogation area should have a seeding density of
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at least 10 particle images [49, 55, 59, 60], and the particle image displacement between frames
should be less than one quarter of the IA in xy-direction and z-direction [60, 61]. However,
in the case of multi-pass evaluation with a decreasing IA size, these criteria only apply for the
initial TA. The final A size only needs a particle image density of at least 5 [48, p. 203-229].
To increase spatial resolution, the TAs can partially overlap with their neighbours. A higher

percentage overlap increases the processing time.

Fig. 2.25 shows the different correlation functions corresponding to different seeding densities
Nppp within a 32 x 32 pixel IA. An increased seeding density causes the signal strength of the
correlation peak to increase with respect to correlation noise. This will lead to a reduced uncer-
tainty of the shift vector [48, p. 203-229).

W

N = 5/322 Nypp = 10/322 Nypp = 50/322

E

Nppp = 5/322 Nypp = 10/322

Figure 2.25: PIV images with varying seeding densities and the corresponding correlation
functions. Reproduced from [48, p. 203-229].

2.3.5 Evaluation

Cross-correlation is the statistical evaluation method used to obtain a local displacement vector
from each pair of IAs. By taking into account the known time delay between frames for which
the displacement vector is made, local velocity vectors can be computed. All vectors are then
combined to yield a complete 2D vector field of the image. The velocity fields present the op-

portunity of deriving several other flow parameters.

Each particle image in the first frame can be matched with a number of different particles in the
second frame. Therefore the displacement vector is determined statistically from the movement
of the ensemble of particles. The cross-correlation function statistically measures the degree of
match between the two samples for a given image shift. The highest value in the cross-correlation
plane, also called the peak, can then be used as a direct estimate of the particle image displace-

ment [48, p. 145-171]. For further explanation of the cross-correlation technique, the reader is
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referred to Raffel et al. [48, p. 145-171].

In Fig. 2.26, the cross-correlation function is computed for the two samples. The first frame
or sample, is denoted I, while the second frame is denoted I’. Within I’ the white rectangle
indicates the best match of I, and illustrates the image shift for the given case. The cross-
correlation plane indicates that the mean shift of the particle images is approximately 12 pixels
to the right. [48, p. 145-171].

Sample 1 I(x,y) Sample 2 I'(x,y)

Cross-correlation plane
Ry (xy)

+16 -

Figure 2.26: Two consecutive samples and their cross-correlation plane. Reproduced from [48,
p. 145-171].

The cross-correlation plane is computed from the cross-correlation function, Ryy. For each choice
of image shift, (z,y), the sum of the products of all overlapping pixel intensities produces one
cross correlation value, defined in (2.14) [48, p. 145-171].

K L
Ri(w,y)= Y > I60)I(E+,5+y) (2.14)
i=—K i=—L
Fast Fourier transform (FFT) is commonly used in PIV software to calculate the cross-correlation
for the purpose of decreasing computational operations. FFT uses the correlation theorem
showed in (2.15), that states that the cross correlation of two functions is equivalent to a complex

conjugate multiplication of their Fourier transforms [48, p. 145-171].

Ry < 1-17 (2.15)

I and I’ are the Fourier transforms of the functions I and I’. The term on the right hand side is
inversely Fourier transformed in order to compute the cross-correlation plane [48, p. 145-171].

This procedure is illustrated in Fig. 2.27.

It is often advantageous to perform image pre-processing prior to cross-correlation because it
may result in enhanced correlation signals. The correlation signal is strongly affected by the
image intensity, and the brighter particle images will have a dominating influence on the correla-

tion peaks compared to the weaker particle images. Background noise in the images causes the

30



—
—>
Mo

t+AtE

Figure 2.27: Analysis of double frame recordings using the digital cross-correlation method.
Reproduced from [48, p. 145-171].

shift vector uncertainty to increase and results in a loss-of-correlation. Fig. 2.28 shows how the
correlation functions change with different background noise levels o,,/Iy. This figure illustrates

the effect of loss-of-correlation due to image noise [48, p. 203-229].

L on/ly=0.01 W 0u/I)=0.10
] "
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Figure 2.28: PIV images with varying background noise level and the corresponding correlation
functions. Reproduced from [48, p. 203-229].

There are many image enhancement methods such as background subtraction, high-pass filters,
image binarization, low-pass filters and range clipping, but only the first two methods will be
explained as these have been applied to the results later presented. Background subtraction
from the PIV recordings decreases the effects of laser flare and other stationary image features.
The background subtraction can either be performed by a recording of the FOV without seeding,
or by recording of a sufficiently large number of raw images that can make up a basis for an
average or minimum intensity image of the background. A high-pass filter can remove the
background variations with low spatial frequency. This way, the large intensity fluctuations in
the background may be filtered out while the small intensity fluctuations of the particle signal
will pass through [53, 61].
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2.3.6 Post-processing

Spurious vectors in the velocity field contribute to error in velocity results. This brings up the
need for a proper validation scheme for spurious vectors, which in PIV is referred to as post-
processing. A typical feature of spurious velocity vectors, frequently called incorrect velocity
vectors, is that their magnitude and direction significantly deviate from the surrounding neigh-
bours. They may appear as isolated spurious vectors or clustered in groups [48, pp. 243-256]. In
Fig. 2.29, both isolated and clustered spurious vectors can be observed. The amount of spurious
vectors usually arises with poor seeding, low light levels, strong out-of-plane motion or a high

degree of small-scale turbulent components in the flow [53].
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Figure 2.29: An area with a large number of incorrect velocity vectors. Reproduced from [48,
pp. 243-256].

Human perception is very efficient in detecting spurious vectors. However, since PIV measure-
ments often involves great amounts of data, visual detection of spurious vectors is not viable.
This promotes the need for a purely statistical approach for the post-processing of the PIV
data. Several different validation algorithms for PIV can be found in literature, and the reader
is referred to Raffel et al. [48, pp. 243-256] for an extensive overview. Westerweel [62] proposes
a validation scheme for spurious velocity vectors by means of a median filter. The validation
method used in the post-processing in DaVis 8.4 is based on this validation scheme [53] and
will be explained in more detail. In order to explain this detection scheme, some notations are
important to define. Fig. 2.30 shows eight neighbouring grid points for one spurious velocity

vector in two dimensions, U(i,j) and V (4, j).

The median of the velocity vectors is computed by arranging up to eight neighbour velocity
vectors according to their magnitude. FEach velocity component, U and V, is separately arranged.
If eight neighbour vectors exist, the average of the fourth and fifth value in the sorted list is

defined as the median value, U,,¢q and V,,.q. This procedure prevents big outliers at either end
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Figure 2.30: Sketch of data grid points with vector notations.

of the sorted list to affect the median value [53]. Next, the standard deviation is calculated
for both velocity components, yielding U,,s and V,p,s. The median test is shown in (2.16) and

(2.17), for U- and V-component respectively [53].

Umedian - f ' Urms < U(l,]) > Umedian + f : Urms (216)

Vmedian - f : V;‘ms < V(Z7.7) > Vmedian + f ' ‘/rms (217)

Here, f is a user-specified factor [53]. The velocity vector under inspection is considered valid
if both these criteria hold. If not valid, the velocity vector will be regarded as a bad vector and

removed from the vector field.

If a velocity vector has been identified as false, the 2nd, 3rd and 4th highest correlation peaks
are checked whether they meet the given criteria for replacement. The replacement criteria may
be the same as the ones given above, but a lower user-specified factor may be implemented to

obtain a stricter replacement criterion [53].
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2.3.7 Power spectrum

From a velocity field, a power spectrum analysis can be carried out. In DaVis 8.4 the com-
putation of the power spectrum is based on discrete-time Fourier transform of the velocity
development over time at a specific point or in an area. The Fourier transform decomposes a

time-domain signal into a frequency-domain signal, and the concept will be described as follows.

Figure 2.31: Input function (red) approximated by six sinusoidal functions (blue). Single shot
of an animation by LucasVB [63].

Fourier proved that any signal can be represented or approximated by a number of sine and
cosine functions [56]. The summation of these sine and cosine functions is called a Fourier
series. An illustration of this concept is shown in Fig. 2.31, where the red input function is
decomposed into six blue sinusoidal functions. Each sine and cosine function will have a respec-
tive frequency and amplitude [56]. Hence, a frequency domain of the function can be created
from the Fourier series shown to the right in Fig. 2.32. In the frequency domain, the x-axis

represents the frequency and the y-axis represents the peak amplitude of the sinusoidal functions.

Figure 2.32: Resulting peaks in the frequency domain of the function. Single shot of an
animation by LucasVB [63].

This way, periodical fluctuations in the velocity over time at a certain point or in an area can

be transformed into Fourier series with respective coefficients.
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2.3.8 Quantifying uncertainty of PIV measurements

Any experimental measurement will contain some level of error. Error is the deviation of a
measurement from its true value. As the true value is rarely known, the term uncertainty is
commonly used. The uncertainty describes the possible error or range of error which may exist
in a measurement. According to GUM [64], accuracy is defined as the degree of conformance of
a measured value to its standard or known value. Precision refers to how well two or more ob-
servations agree with each other. High accuracy requires both high trueness and high precision

[64]. Fig. 2.33 shows the difference between accuracy and precision.
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Figure 2.33: The concept of accuracy and precision illustrated. A modified version from [48,
p. 203-229].

Errors and uncertainties can be classified into three types, spurious, systematic and random.
Spurious errors are due to human and instrumental failure typically caused by accident. Re-
peated measurements do not provide information on spurious errors, unless the introduction of
the error occurs during the repetitions. Good supervision, maintenance, inspection, and training

can minimize the chance of spurious errors [65].

Systematic errors are errors that persist and cannot be considered random. They usually cause
persistent error on one side of the true value. These kind of errors are due to deviations from
standard device dimensions, abnormalities to the installation and potential bias in the calibra-

tion. Repeated measurements cannot remove or detect systematic errors [65].

The random error of a measurement is typically non-predictable. Its magnitude and sign may
vary for each single measurement. The experimental standard deviation characterizes the dis-
persion about the mean of the observed values. Hence, it is a measure of the uncertainty of the

mean due to random effects [64]. The arithmetic mean value of x, Z, can be calculated:

1
T = N;xk (2.18)

where N is the sample size. The experimental standard deviation or sample standard deviation,
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s(zk), can then be computed as follows

n 2
() = [Nﬂl > (- x>2] (2.19)
j=1
A PIV measurement involves multiple variables and instruments which makes quantifying the
uncertainty far more complex than most measurement techniques. However, DaVis 8.4 Software
do provide some methods to quantify the error of a PIV measurement. In the results presented
later the systematic error source caused by peak locking, random errors from cross-correlation
and uncertainty of the average vector field have been investigated. For that reason, these meth-

ods will be presented as follows.

Peak locking is a significant systematic error source in PIV. Peak locking occurs when the particle
image size becomes too small and its continuous intensity distribution is insufficiently sampled
by the discretized digital camera sensor. If the particle image is represented by one pixel with
maximum intensity while the adjacent pixels have low intensities in same order as the image
noise level, the sub-pixel positions is lost and cannot be recreated [48, p. 203-229]. In this case
the centre of the particle image will be estimated to the middle of the pixel by the software, and

its measured location and displacement will tend to be biased towards integer values.

A displacement histogram such as shown in Fig. 2.34, is a way of displaying the degree of peak
locking effects. In the figure, large peak locking effects are illustrated in the left histogram
where there are large peaks in each integer. Such a distorted histogram may indicate that the
systematic errors are larger than the random noise in the displacement estimates. Peak locking
can also be observable in the velocity field when the variation of the measured velocities is small
and vortices are present in the flow. In this case the vortices become more rectangular in shape
instead of circular. Systematic errors due to peak locking can be prevented by having particle

image diameters of at least two pixels [48, p. 203-229].

7000
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Figure 2.34: Histograms of the estimated displacement. Left: a particle image diameter of 1
pixel illustrating peak locking. Right: a particle image diameter of 3 pixels. Reproduced from
[48, p. 203-229].
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DaVis 8.4 Software computes a histogram of the decimal places of the velocity components for
each vector field. From the centre of mass of the histogram, a peak lock value is calculated.
According to the manual for DaVis 8.4 Software [66] a peak lock value below 0.1 indicates a

satisfactory degree of peak locking, while a value of 1 indicates strong peak locking effects.

A method for quantifying the uncertainty from correlation statistics is introduced by Wieneke
[67]. This method involves mapping the second image frame from the PIV evaluation onto the
first image frame by using the computed displacement vector. The uncertainty of each dis-
placement vector is derived by using a statistical analysis of how each pixel contributes to the
cross-correlation peak shape. A detailed presentation of this method can be found in [53, 67].
This method is tested with synthetic data for varying random Gaussian noise, particle image
size and density, in-plane and out-of-plane motion, and is shown to provide an accurate estimate
of the true random error [67]. Davis 8.4 Software offers the user to calculate the uncertainty

from correlation statistics for each vector in the instantaneous vector fields.

The uncertainty of the time-averaged absolute velocity field, A|V], can be calculated in DaVis
8.4 by the relation shown in (2.20) [66].

[ 1

Here, o)y denotes the standard deviation in [V| across all samples during a measurement series,
and Ngr is the effective number of the independent samples of [V|. N.¢s takes into account
the correlation between the absolute velocity vectors in the samples, and will approach the total

number of samples in a signal if all samples of |V| are completely independent.
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3 Methodology

In this section, test rig specifications will first be presented followed by an overview of the
operational conditions under which the measurements have been conducted. Then the PIV

equipment, experimental PIV set-up and PIV specifications will be thoroughly discussed.

3.1 Test rig

All measurements were conducted at the Waterpower Laboratory at NTNU in a reduced scale
(1:5.1) model of a prototype Francis turbine operating at Tokke power plant in Norway. The
test rig was operated in a closed loop configuration, which can be viewed in Fig. 3.1. The green
arrows indicate the fluid trajectory from the pump to the test section, while the red arrows show
its return route to the pump. This configuration made it possible to keep the density of tracer

particles constant during the different measurements.

Francis turbine/
test section

Main pump

Figure 3.1: Closed loop configuration with arrows indicating fluid trajectory. Reproduced
from [8].

A closer look at the test section is presented in Fig. 3.2, where the flow inlet and outlet is
indicated by green and red arrows. The Francis turbine is equipped with 14 stay vanes in the
volute, 28 guide vanes in the wicket gate and 30 runner blades, of which 15 are splitter blades.
The guide vanes have an opening range from 0° to 14°, and the runner inlet and outlet diameters

are 0.631 m and 0.349 m, respectively.
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Outlet

Figure 3.2: Test section with arrows indicating flow inlet and outlet.

The geometry of the guide vanes in the model turbine is shown in Fig 3.3. The chord length
of the guide vane is 105 mm, the vertical height of the guide vane is 58.6 mm, and the trailing
edge thickness at the indicated location is 0.64 mm. It can be observed that the guide vane is

asymmetric, and the trailing edge is oblique.

Yy

Figure 3.3: Geometry of guide vanes in model turbine. Reproduced and modified from [21].
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3.2 Turbine operating parameters

Prior to the measurements, calibrations of the flow meter and of both inlet and differential pres-
sure cells were performed. All the calibrations were executed in accordance with the Waterpower
Laboratory calibration procedures [68, 69]. The flow meter was calibrated with a weighing tank,
and the pressure cells were calibrated with dead weighs. The combined relative uncertainty of

the turbine parameters obtained from calibration can be found in Appendix C.

The measurements were executed at different operating conditions at PL, BEP, HL and FL, and
are listed in Table 3.1 with corresponding names. The governing operating parameters are the
guide vane angle, rotational speed of the runner and head value. Measurements were conducted
with a constant rotational speed of the runner at 333 rpm, giving npp = 0.18, for a head of 12

m, and with five different guide vane angles, agy .

Table 3.1: Operating points.

Operating point agy Q QED

PL1 4° 0.09 m3/s  0.07 [-]
PL2 6.7  0.14m3/s 0.11 []
BEP 10° 020 m3/s 0.15 [-]
HL 12.4° 0.24m3/s 0.18 []
FL 14° 027 m3/s 0.20 [-]

The measurements were conducted in the following order:
14° —12.4° — 10° — 6.7° — 4°
4° = 6.7° — 10° — 12.4° — 14°
14° — 12.4° — 10° — 6.7° — 4°
4° — 6.7° — 10° — 12.4° — 14°

The first and third line will from now on be referred to as ramp down measurements, while the
second and fourth line will be referred to as ramp up measurements. As the procedure shows,
two ramp down measurements and two ramp up measurements have been carried out for each
guide vane opening. After each change of operating conditions, the test rig ran between 5-15

minutes to ensure that the system was stable before a measurement could be performed.

The head value, rotational speed, guide vane angle and flow rate were sampled and logged
throughout the measurements. The arithmetic mean and relative standard deviation (RSD) of
the logged turbine parameters have been calculated according to (2.18) and (2.19). The RSD is
presented relative to the mean. Table 3.2 shows the arithmetic mean and RSD of the operating

parameters for each operating point.
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Table 3.2: Arithmetic mean and relative standard deviation of operating parameters.

(a) PL1 (b) PL2
Parameter Mean RSD Parameter Mean RSD
Guide vane angle 4.00° Guide vane angle 6.72°
Head 12.00 m 0.23 % Head 12.00 m 0.18 %
Rotational speed 332.47 rpm 0.07 % Rotational speed 333.16 rpm 0.16 %
Discharge 0.09 m3/s  0.15 % Discharge 0.14m3/s  0.13 %
(c) BEP (d) OL
Parameter Mean RSD Parameter Mean RSD
Guide vane angle 10.02° Guide vane angle 12.39°
Head 11.97 m 0.37 % Head 11.96 m 0.33 %
Rotational speed 333.30 rpm  0.16 % Rotational speed 333.26 rpm  0.17 %
Discharge 020 m3/s  0.25 % Discharge 024m3/s  022%
(e) FL
Parameter Mean RSD
Guide vane angle 13.98°
Head 11.95 m 0.33 %
Rotational speed 333.25 rpm  0.19 %
Discharge 027m3/s  0.18 %
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3.3 PIV equipment

The PIV equipment used in the measurements is listed in Table 3.3.

Table 3.3: PIV components.

Component Name

Camera Photron, FASTCAM Mini UX100
Lens Tokina, AT-X Pro 100 mm, f/2.8
Laser Litron, LDY300 PIV
Synchronization unit LaVision PTU X

Timing stabilizer LaVision LTS

Software Davis 8.4, CW, Diode client PIV 1.0

The high-speed camera has a CMOS image sensor with a sensor resolution of 1280 x 1024 pixels.
It is possible to attain an image rate of 2166 Hz at maximum resolution. The resolution can

be reduced in order to allow for a higher frame rate. A lower resolution results in a smaller FOV.

The images were captured with a 100 mm macro lens with an f-number of £/2.8. The f-number
is written as a fraction. A large aperture size, corresponding to a large f-number, captures more
light than a smaller one. The aperture size also controls the depth of field. A larger aperture
results in a shallow depth of field. Since the measurements are supposed to be in two dimensions,

large f-numbers were preferred for a shallow plane depth.

The laser light is generated by the Litron LDY300 PIV dual cavity laser head which emits the
laser light in an angle set by a series of mirrors and lenses. The light then goes through a
mounting block and guiding arm, and gets transformed into a laser sheet by means of sheet
optics. The laser head is connected to a laser power supply that has several functions. It con-
trols the laser emission settings, delivers the required power to the laser head, and contains a
laser cooling section that cools the laser diodes and the laser rods during operation. To mitigate
the systematic timing errors of the lasers and to ensure a precise time separation between the
two laser pulses, a LaVision laser timing stabilizer (LTS) is connected to the laser head. The
LaVision programmable timing unit (PTU) serves the purpose of synchronizing the laser and
the camera according to parameters set in the system software, and is connected to the LTS,

camera and computer.
CW Diode Client 1.0 was used to remotely control the laser power supply, the diode current

percentage, and the laser shutter. The calibration, recordings, and processing of the results were

performed in DaVis 8.4 Software.
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3.4 Experimental PIV set-up

A risk assessment was performed prior to the measurements, and the full report can be found
in Appendix E. An overview of the experimental PIV set-up and components is shown in Fig.
3.4. Since the Litron LDY300 is a class 4 laser, and therefore hazardous to both eyes and skin, a
black fabric tent surrounded the entire test section during measurements. The set-up including

the tent is illustrated in Attachment A in Appendix E.

Far overlap tube —

Dual cavity laser head

Laser power supply

Figure 3.4: Test section with main PIV components. Reproduced and modified from [8].

Prior to the measurements, two tests were performed. One laser beam overlap test and one laser
and camera synchronization test. The beam overlap was inspected both near field and far field
by the use of the tube shown in Fig. 3.4. A detailed explanation of these tests can be found in
Appendix B.

Plexiglass

(a) Plexiglass window on the side of volute. (b) Plexiglass window under volute.

Figure 3.5: Integrated plexiglass windows.
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The measurement area in this thesis is the vaneless space, which is the narrow gap between the
trailing edge of the guide vanes and the leading edge of the runner blades. In order to allow for
PIV measurements of the flow in the vaneless space, some adjustments to the turbine have been
made. Plexiglass windows had already been installed on the side and under the spiral casing
to allow for the laser sheet and camera to illuminate and get optical access to the measurement

area. Fig. 3.5 shows the integrated plexiglass windows in the spiral casing.

The camera was situated below the spiral casing and directed perpendicular to the laser sheet
as depicted in Fig. 3.6a. In Fig. 3.6b, the measurement area and the laser sheet’s path are
shown. In order for the laser sheet to reach the measurement area, two of the stay vanes and
three of the guide vanes were replaced with vanes partially made of plexiglass. The plexiglass
guide vanes do not have the exact same shape as the original guide vanes made of steel. As
the three guide vanes inside the camera window were made of plexiglass, the measurement area
was located downstream of an original steel guide vane as shown in Fig. 3.6b. This prevented
the different shape of the plexiglass guide vanes to have an impact on the velocity field in the

measurement area.

2 :‘“ — :: - - = = | ; . ement area Laser sheet
—ﬁ ‘ . \

I | J g

| (=

Camera window

(a) Camera and laser view from outside. (b) Measurement region inside seen from above.

Figure 3.6: Close-up of measurement set-up. Reproduced and modified from [8].

The leading and trailing edges of the stay vanes and guide vanes acted as lenses spreading and
concentrating the laser light. To limit this effect from happening in the FOV, the laser sheet was
directed at an angle into the measurement area. As the aim was to measure in two dimensions,
the laser sheet thickness needed to be as thin as possible. The focus length of the laser sheet

was adjusted accordingly.
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3.5 PIV calibration

Prior to the measurements, spatial calibration was performed by use of a calibration target.
The calibration target contains a pattern of equispaced large dots, crosses, and small dots. The
distances between two large dots, two crosses, and two small dots are 10 mm, 5 mm, and 2.5

mm, respectively. A picture of the calibration target is shown in Fig. 3.7.

Figure 3.7: Calibration target.

In order for the calibration target to fit in the turbine, the three guide vanes inside the camera
window previously shown in Fig. 3.6b had to be removed prior to calibration. The calibration
target was located 28.3 mm above the bottom level of the guide vanes, which is in agreement
with earlier measurements performed by Straume [8]. This is approximately at the mid-height
of the guide vane, as shown in Fig. 3.3. The vertical height of the laser sheet was adjusted

according to the bottom of the calibration plate.

To ascertain whether the position of the camera and laser sheet optics moved during measure-
ments, two boxes with class 2 lasers were attached to both apparatuses. Each of the boxes
contains four lasers pointing in different directions which this is illustrated in Fig. 3.8. The
original position of the laser lights were marked on fixed surfaces and used as reference points.
These marks were up to 3 m apart from the boxes, hence a small position change would be
evident. Neither the camera nor the laser sheet optics noticeably changed positions during the

measurements.

When the location of the calibration target was in compliance with earlier measurements, the
test section was filled with water to best replicate the measurement conditions. The focus of
the camera was adjusted with respect to the calibration target with the help of a functionality

in DaVis 8.4 Software called focus quality.
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Figure 3.8: Laser boxes mounted on the camera and laser sheet optics.

modified from [8].

The 100 mm objective was calibrated for two different resolutions, 1280 x 1024 pixels and 1280
x 600 pixels. The local coordinate system, and the sizes of the two different FOV are shown in

Fig. 3.9. The reader is referred to Appendix A for an overview of the global coordinates of the

1280 x 1024 FOV.
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Figure 3.9: Coordinate system shown on the calibration target. The solid and dashed rectan-

gles are the two different FOV sizes of 1280 x 1024 pixels and 1280 x 600 pixels, respectively.

The calibration procedure was performed in DaVis 8.4 Software. In the calibration the smaller

dots were used, which satisfies the condition of having at least 20-30 marks in the FOV [57].
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Three marks on the calibration target were defined by the user, followed by a mark search per-
formed by the software. Then, 3rd order polynomial functions were fitted to the marks by the
software to produce a corrected image. Fig. 3.10 shows the pre-calibrated image in unit pixels

and the corrected image in unit millimetres.

pixel

mm

400

pixel

(a) Pre-calibrated image. (b) Corrected image.

Figure 3.10: Calibration target with a 1280 x 1024 pixels resolution FOV.

As can be observed in the images in Fig. 3.10, the calibration target did not cover the entire
FOV. As a result of this, there will be a higher uncertainty related to the vectors in the un-
covered region. The image scaling calibration RMS error of the 3’rd order polynomial fit was
approximately 0.51 pixels for the calibration. This is considered good as it is small in comparison
to the pixel resolution of the camera in use. If the value had been above 1 pixel, it would be

considered questionable [57].

After the measurements, a post-calibration was executed. The scale factor from the pre-
calibration was compared to the scale factor in the post-calibration. For the 1280 x 1024 pixels
FOV, the scale factor in the pre-calibration was approximately 29.20 pixel/mm, while the scale
factor in the post-calibration was 29.17 pixel/mm. This deviation may produce a small system-

atic error in the velocity field, but as it was so low this was neglected.

During post-calibration, an attempt to quantify the vertical height uncertainty of the mea-
surement plane was made. By carefully adjusting the vertical height of the calibration plane
according to the laser sheet and focus of the camera, the post-measurement vertical height could
be measured. The resulting vertical height uncertainty of the measurement plane was estimated
to be 28.3 £ 1 mm.
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3.6 PIV recording parameters

Table 3.4: PIV recording parameters.

Resolution 1280 x 1024 pixels 1280 x 600 pixels
Field of view 43.8 mm x 35.1 mm 43.8 mm x 20.5 mm
Image rate 0.2 kHz 4.166 kHz
Duration of recordings 21.84 s 1.79 s

Sample size 4367 7453

Initial TA size 64 x 64 pixels with 50% overlap
Final TA size 24 x 24 pixels with 50% overlap
Time delay between pulses 15ps - 17ps

Tracer particle type Hollow glass spheres

Mean tracer particle diameter 15.5 pm

Tracer particle density 1.1 g/cm?

The particles were injected into the water loop at the inlet pipe. A valve was opened for a
selected time interval in order to add the particles into the closed loop of water. This was done
repeatedly, and the seeding density was measured by recording images during this procedure
until the seeding density was considered satisfactory. A combination of hollow glass spheres
with diameters of 11 pm and 20 pm were injected into the water, making the average tracer
particle diameter roughly 15.5m. The tracer particle density was 1.1 g/cm?, nearly fulfilling
the buoyancy criterion since the water had a density of approximately 1 g/cm? [48, p. 33-51].

A final laser beam overlap test was performed in DaVis 8.4 after the tracer particles had been
added to the flow. By recording an image pair with a small pulse separation of 6 us of a nearly
still fluid, a beam overlap of 0.98 was achieved where a value of 1 indicates two identical images

[53]. This was found acceptable.

Images were recorded at two different FOVs by the 100 mm objective. One at a high resolution
of 1280 x 1024 pixels, and one at a lower resolution of 1280 x 600 pixels. An overview of the
PIV recording parameters is presented in Table 3.4. With an obtained scale factor of 29.20
pixel/mm from the calibration, the resulting sizes of the areas were approximately 43.8 mm x

35.1 mm and 43.8 mm x 20.5 mm. Fig. 3.11 shows the different FOVs in the measurement plane.

The image rate for the high resolution recordings was 0.2 kHz, which was the lowest attainable
image rate for that resolution in the software. In order to obtain an accurate steady state veloc-
ity field from the high resolution FOV, these recordings lasted as long as the equipment allowed.
The image sampling lasted for about 21.84 seconds, giving 4367 images per recording. This time

period corresponds to about 3600 runner blade passings or 120 runner rotations. Time-averaged
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Figure 3.11: The 1280 x 1024 pixels FOV and 1280 x 600 pixels FOV in the measurement

plane with the 50 mm objective.

vector fields were computed from the high resolution recordings. Velocity profiles were extracted
from these fields with the aim of relating the velocity development to the theory. In addition,
velocity profiles from two different measurements at the same operating point were compared in

order to quantify the difference in the steady state field.

The low resolution recordings had an image rate of 4.166 kHz, and lasted for approximately 1.79
seconds. This corresponds to roughly 300 runner blade passings or 10 runner rotations. 7453
images were obtained from each of these recordings. This image rate was deemed necessary to
capture the vortex shedding frequency according to Nyquist’s sampling theorem [56]. The RSI
and vortex shedding frequencies were analyzed through spectral analysis of the low resolution
recordings. The vertical velocity component at points near the runner and in the wake were
analyzed to obtain power spectra. The PL1 recordings for the low resolution FOV were not

evaluated because of spurious measurement errors.

The time delay between the laser pulses was chosen with the aim of obtaining a particle move-
ment of about 5-6 pixels between each image frame. It was varied between 15us and 17 ps
depending on the operating points. The operating points with the smallest guide vane openings

had the shortest time delays, and the largest guide vane openings had the longest time delays.

Prior to the processing, a time filter aiming to eliminate background noise was added to the

recorded images in DaVis 8.4. The filter subtracts the minimum intensity from the source, with
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(a) Before. (b) After.

Figure 3.12: Images before and after applied time filter.

a filter length of 5 [57]. Fig. 3.12 shows the image prior to and after this filter was applied.
To prevent intensity fluctuations in the background due to reflections, a high pass filter called
subtraction of a sliding background was applied with a scale length of 12 pixels [53]. As the
FOV contains areas without particles, a geometric mask was applied to the PIV algorithm. The

geometric mask is illustrated by the white polygon shown in Fig. 3.13.

Frame 1 Frame 2

IA 1 1A 2

Figure 3.13: Illustration of two consecutive frames and final IAs of size 24 x 24 pixels.
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Cross-correlation of the image frames was done with a multi-pass approach with a decreasing TA
size. The initial and final TA sizes were 64 x 64 pixels and 24 x 24 pixels, respectively. Both with
a 50 % overlap and 2 passes each. The initial TA size was chosen according to the one-quarter
rule, and the rule stating it should be at least 10 particles in each initial TA [49, 55, 59, 60].
Several different final IA sizes were investigated, and are shown in Fig. 3.14. With the use of
multi-pass evaluation, the final TA only needs a seeding density of at least 5 [48, p. 203-229].
Fig. 3.13 shows the seeding density for a 24 x 24 pixel IA. As can be concluded from this figure,
the final interrogation size could not be smaller than 24 x 24 pixels. Because of this a final TA

size of 24 x 24 pixels was chosen in order to obtain the highest possible resolution of the vector
field.
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Figure 3.14: Average velocity field at BEP for final TA of size, a: 48 x 48 pixels, b: 32 x 32
pixels, c: 24 x 24 pixels, d: 16 x 16 pixels.

The amount of spurious vectors was found to be acceptable for the chosen interrogation area size.
Different numbers of passes were tried during processing, but no observable difference was found
by increasing the number of passes past 2. A round Gaussian weighting function was used on the

final TA since this is shown to generally improve the accuracy in the vector field computation [53].
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In the vector post-processing, a median filter was applied to the PIV algorithm. The method
used was adopted from Westerweel [62] which is described in 2.3.6. The factor f in (2.16) and
(2.17) was specified as 2, making the allowable range £+ 2 times the standard deviation of the
neighbours. If a vector is outside this range it is discarded. Another vector is reinserted if one

of the other three highest correlation peaks fits into the range.
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3.7 PIV measurement uncertainty

The uncertainty of the vector fields obtained from PIV measurements can be quantified by
DaVis 8.4. In the software it is possible to obtain the probability density function of a vector
field. DaVis 8.4 computes a histogram of the decimal places of the velocity components and a
peak lock value. These calculations serve as an indicator of the peak locking effects. Fig. 3.15
shows a histogram representation of the probability density function of the integer modulus of
the x- and y-velocity vectors from a sample vector field at BEP. No strong peak locking effect is
observed in this histogram. The peak lock value for the other measurements was also inspected,
and the maximum value found was 0.08. Hence the degree of peak locking was satisfying for all

measurements [66], as expected as the average particle size is well above 1 pixel.
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Figure 3.15: Histogram representation of the probability density function of an instantaneous

velocity field.

DaVis 8.4 provides a method to quantify the systematic uncertainty from correlation statistics.
Fig. 3.16 illustrates the uncertainty estimate of the absolute velocity for an instantaneous ve-
locity field in accordance with the method of Wieneke [67]. The instantaneous velocity field is
obtained from a ramp up measurement at BEP with an average absolute velocity of 9.8 m/s.
The maximum uncertainty is in the order of 4.5% relative to the average velocity in the field,
but it is generally less than 2%. The uncertainty of the other measurements with different guide

vane angles, yielded an uncertainty of approximately the same order.
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Figure 3.16: Cross correlation uncertainty of the absolute velocity for an instantaneous velocity
field.
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4 Results and discussion

In this section, results are presented and discussed starting with the time-averaged velocity fields

and velocity profiles, followed by RSI frequency, and ending with vortex shedding frequency.

4.1 Time-averaged velocity fields

Time-averaged velocity fields are obtained from the 1280 x 1024 pixels recordings with an image
rate of 0.2 kHz for a ramp up measurement. The recording sequence lasted for approximately
22 seconds giving 4367 samplings from which the average velocity field is calculated. The ve-
locity component presented is the absolute velocity. The reader is referred to Fig. 3.11 for an
illustration of the FOV location, which shows what the lines represent in the figures on the next

page. The velocity is differently scaled by means of color for each operating point.

Fig. 4.1 presents time-averaged absolute velocity fields obtained from five different operating
points. The pressure side is the upper side of the guide vane, and the suction side is the lower
one. Downstream of the guide vane TE there is an elongated zone with lower velocity compared
to the surroundings. This is the wake, and in line with wake theory the largest velocity deficit
can be found right behind the guide vane TE. As expected from the wake theory presented in
2.2.2, the velocity in the wake is observed to increase with an increasing distance from the TE

of the guide vane.

The wake path is dependent on the guide vane angle. At PL1, for which the velocity field is
depicted in Fig. 4.1a, the wake is directed slightly upwards. Fig. 4.1b-4.1d show that the wakes
propagate more and more downward with a larger guide vane angle. For the guide vane opening
of 14 degrees, illustrated in Fig. 4.1e, the wake and the runner interaction point is located at
about (-15, -5) in the FOV. In agreement with previously presented theory regarding RSI in
2.2.6, the interaction point changes with different guide vane openings. For the larger guide vane
openings, such as 12.4° and 14°, the distance between the guide vane TE and runner interaction
point is considerably smaller than for the 4° guide vane angle. This indicates that the wake

effects are felt stronger in the runner for the larger guide vane openings.

By comparing the PIV results to the numerical simulations [10] presented in 1.3 Previous work,
there are similar velocity ranges for all the different operating points. However, the simulation
results seem to slightly underpredict the velocity deficit in the far-wake compared to the PIV

measurements.

Regarding boundary layer separation, the width of the wake near the trailing edges might suggest
a separation slightly upstream of the tip at the suction side for all operating points. The same
separation trend has been illustrated both in experimental and numerical studies for the same
Francis turbine performed by Straume [8] and Trivedi et al. [10]. As stated earlier in 2.2.2, the

separation point will be dependent on the angle of attack. It is however difficult to determine
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the exact position of the separation as the trailing edge of the guide vane made of steel obstructs

the laser light, and no velocity field is computed below the trailing edge.
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Figure 4.1: Time-averaged absolute velocity fields.
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(d) Guide vane opening of 12.4 degrees.
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Computed from (2.20), the uncertainty of the time-averaged absolute velocity field in Fig. 4.1c

is given in Fig. 4.2. As can be observed, the largest uncertainty is in the wake. This is expected

as the velocity fluctuation is the largest in this area.
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Figure 4.2: Uncertainty of the time-averaged absolute velocity field at BEP.

Table 4.1 shows the average absolute velocity component for each field in Fig. 4.1. The aver-
age velocities are calculated from four measurement series, two ramp up and two ramp down
measurements. The discharge is the highest for the largest guide vane angles, hence the radial
velocity upstream of the guide vane is the highest for these angles. However, the average veloc-
ity in the FOV and the guide vane angle are negatively correlated. This reveals that the flow
has a higher acceleration through the guide vane passage for smaller guide vane angles than for
larger ones. This is in agreement with the numerical simulation results from Trivedi et al. [10]

previously presented in 1.3 Previous work.

Table 4.1: FOV average absolute velocity for each operating point.

Guide vane angle Average velocity

4° 10.55 m/s
6.7° 10.25 m/s
10° 9.81 m/s
12.4° 9.42 m/s
14° 9.12m/s
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4.2 Time-averaged velocity profiles

Velocity profiles have been extracted at BEP from Fig. 4.1c, along the dashed lines visible in
Fig. 4.3. The dashed lines correspond to x-locations 0, 5, 10 and 15.
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Figure 4.3: x-positions of velocity profiles indicated by dashed black lines.

The velocity profiles in Fig. 4.4 illustrate the expected trend of an increased velocity deficit near
the trailing edge. Along x = 15, the largest velocity deficit is at a y-position of approximately
0. The wake centre shifts slightly upwards as the flow travels downstream. Regarding the wake

width, it appears to have increased a bit from x = 15 to x = 0.
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Figure 4.4: Velocity profiles along four lines in the wake for a ramp up measurement at BEP.
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The velocity profiles at x = 0 and x = 15 have been plotted in Fig. 4.5 for two different ramp
up measurements at BEP with the aim of observing the deviation between each field. The first
measurement is denoted Set 1, and the second one is denoted Set 2. At x = 15, the velocity
difference between the two sets is slightly higher than for one at x = 0. The maximum deviation
between the two sets is 0.074 m/s, which gives a deviation of 0.81 % relative to the absolute
velocity at that point. This gives an indication of how well the sampling with a duration of 22
seconds captures the steady state field. Further inspection of the deviation between different

measurements could have been of interest, but due to time constraints this was not done.
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Figure 4.5: Velocity profiles along two lines in the wake for two ramp up measurements at
BEP.
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4.3 RSI

The following results are obtained from the 1280 x 600 pixels recordings with an image rate of
4.166 kHz. A power spectrum analysis was carried out on the cross flow velocity aiming to find
the dominating frequencies. A power spectrum was obtained in the position indicated by Pos.
1 in Fig. 4.6.
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Figure 4.6: Pos. 1 indicated in the 1280 x 600 FOV
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Figure 4.7: Power spectrum obtained for cross flow velocity component at Pos. 1 at BEP.

The power spectra for a ramp up and ramp down measurement at BEP are given in Fig. 4.7.
The dominating frequency is about 166.5 Hz for both measurements, which coincides with the
runner blade passing frequency calculated from (2.12) for a rotational speed of 333 rpm. The
second harmonic frequency is also present as a peak in the figure at about 333 Hz. These findings
are in line with the results of Straume [8]. Power spectra from other points in the FOV were

also investigated. The runner blade passing frequency was dominating near the runner inlet,
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but it gradually diminished with an increased distance from the runner inlet.

Although not presented, the power spectra from Pos. 1 for all the different guide vane openings
were computed. Each operating point was measured four times, two in ramp up and two in
ramp down, giving in total 20 measurement series. The maximum deviation from the theoret-
ical runner blade passing frequency was 2 Hz. A small variation in the runner blade passing

frequency was expected as the runner rotational speed varied slightly during each recording.

From the velocity fields in Fig. 4.1, the wake interaction part of the RSI appears to the largest
for the highest guide vane openings. This is in line with the theory presented in the 2.2.6 RSI.

61



4.4 Vortex shedding

The following results are obtained from the 1280 x 600 pixels recordings with an image rate of
4166 Hz. Each operating point except PL1, has been measured four times, giving in total 16

measurement sets. Each measurement set contains 7453 images.
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Figure 4.8: Instantaneous vector field coloured according to vorticity at BEP.

Fig. 4.8 shows an instantaneous vector field coloured according to vorticity for a guide vane
opening of 10°. The vorticity is calculated from (2.4) in the xy-plane. A distinct von Kérmén
vortex street behind the guide vane trailing edge can be observed in the vorticity field. Though
turbulent, vortices of opposite rotation are clearly formed. Also observable is the two opposite
re-circulation zones right downstream of the trailing edge, indicating a dead water zone [17, 19,
20]. Over the course of the recordings, the vortex street appears not to be regular, but rather
with deforming vortices. In the instantaneous field at BEP depicted in Fig. 4.8, the dead water
zone seems to end at a x-location of about 18.

It is important to note that the water flows from right to left which results in negative horizon-
tal velocity components in the defined axis system. The figure shows that the vortices initiated
from the upper surface have positive vorticity values, and the vortices originating from the lower
surface have negative values. This is in agreement with vorticity theory presented earlier in 2.2.3
as —%L; yields a positive value adjacent to the upper surface, and a negative value close to the

lower surface.

To capture the vortex shedding frequency, the vertical velocity component at a point in the
wake can be used to compute a power spectrum. Careful considerations regarding the positions
of the points are important. The chosen position should experience fluctuations in the vertical

component of the velocity. As a result, the vorticity field for each guide vane angle should be
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separately assessed when deciding the location of the point.
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Figure 4.9: Power spectrum obtained from cross flow velocity component at position (15, 0)
at BEP.

Fig. 4.9 shows the power spectrum obtained from the vertical velocity component at position
(15, 0) at BEP from four measurement series. Amplitudes are normalized with respect to each
power spectrum’s maximum amplitude for the four different measurement sets. As the vortex
street in the FOV is observed to be disorganized and change during the sampling time, the
power spectrum is expected to show a range of peaks [35-37]. The spectrum for Set 1 shows
a distribution similar to a normal distribution of frequency peaks. This is in agreement with
earlier measurements for an isolated hydrofoil in lock-off condition performed by Sagmo et al.
[38]. Thus, the broad range of frequency peaks indicates that there are no present lock-in effects.
For Set 2 and 3, high peaks can be observed in the order of 2000 Hz. This demonstrates that a
higher image rate, which allows for higher frequencies to be captured according to the Nyquist

theorem, could be beneficial for this case.

The dominating frequencies for sets 1, 2, 3 and 4 are 1807 Hz, 2004 Hz, 1848 Hz and 1860 Hz
respectively. In order to quantify the vortex shedding frequency, the mean is calculated from
the dominating peak in each of the four measurement sets. In the case of BEP shown in Fig.
4.9, the calculated mean vortex shedding frequency is 1880 Hz. This frequency is within the
range of 1800-2000 Hz found by Straume at BEP [8]. In an in-house measurement report by
Sagmo [9], the vortex shedding frequency at BEP was estimated to 1850 Hz, which is relatively
close to the mean vortex shedding frequency calculated here. However, it is important to stress
that several other methods to quantify the vortex shedding could give more accurate shedding

frequencies.
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The aforementioned procedure for quantifying the vortex shedding frequency has been carried
out for all the operating points, and the resulting shedding frequencies are shown in Table 4.2.
The power spectra for the other guide vane openings can be found in Appendix D. As can be seen
from the table, the vortex shedding frequency tends to decrease for higher guide vane openings.
This indicates that the vortex shedding frequency and the guide vane downstream velocity are

positively correlated.

Table 4.2: Mean vortex shedding frequency for different operating points.

Operating point  Vortex shedding frequency

PL2 1977 Hz
BEP 1880 Hz
HL 1818 Hz
FL 1803 Hz

The vortex shedding frequencies for the different guide vane openings have been estimated by
Brekke’s formula (2.11) and are shown in Table 4.3. The assumed free stream velocity is the
average absolute velocity along the line x = 15, which is the velocity downstream of the guide
vane, Ugs. The trailing edge thickness was chosen as 0.64 mm corresponding to the earlier indi-
cated length in Fig. 3.3. A geometry constant of 131 was chosen from Fig. 2.13, and a Strouhal

number of 0.19 was assumed in accordance with Gongwer and Brekke [31, 34].

Table 4.3: Estimated vortex shedding frequency.

Operating point Uy, Brekke f
PL1 9.9 m/s 2053 Hz
PL2 9.5m/s 1970 Hz
BEP 9.1 m/s 1887 Hz
HL 89 m/s 1846 Hz
FL 8.7m/s 1804 Hz

By comparing the measured shedding frequencies with the corresponding ones estimated by
Brekke’s formula, there is a strong agreement between the two. The maximum deviation be-
tween the estimated and measured frequency is at the HL operating point, with a discrepancy
of 1.5% relative to the measured vortex shedding frequency. However, it is important to stress
that several assumptions regarding the free stream velocity, trailing edge thickness, and geome-

try constant have been made in the empirical estimation of the vortex shedding frequency.
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There is especially large uncertainty related to the value of the free stream velocity for foils in
a cascade. For an isolated foil, the free stream velocity is equal to the velocity upstream of the
foil. However, for foils in a cascade such as guide vanes, the fluid flow will accelerate through
the guide vane passage. This makes the determination of the free stream velocity more difficult.
In Brekke’s formula, the vortex shedding frequency is proportional to the free stream velocity.
The velocity upstream of the guide vane increases with a larger guide vane opening. By using
the velocity upstream of the guide vane as the free stream velocity in Brekke’s formula, it would
have resulted in higher vortex shedding frequencies for the larger guide vane openings. However,
the measured vortex shedding frequencies tend to decrease for larger guide vane openings. To
use Uy, as the free stream velocity instead of using the upstream velocity in Brekke’s formula
seems to better predict the aforementioned trend of the vortex shedding frequency. This may
indicate that a velocity near the guide vane trailing edge gives a more accurate estimate of the

vortex shedding frequency, though further investigation is needed.
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5 Conclusion

PIV measurements at five different operating points in a Francis turbine have been successfully
conducted in the vaneless space. The PIV measurement system is a valuable asset for flow
investigation in turbomachinery, and gives access to steady values of velocity as well as their
periodic fluctuations. Consequently, a wide range of flow phenomena can be examined, such as

vortex detection, wake propagation and rotor-stator interaction.

Rigorous considerations regarding the optical configuration, calibration set-up and recording
parameters are the ingredients of a successful PIV experiment. The PIV set-up and PIV record-

ing parameters have been presented, and may aid future PIV measurements in the vaneless space.

The time-averaged vector fields show close resemblance to previously conducted measurements
in the vaneless space [8]. The geometry of the Francis turbine used in the measurements is
open to the public. Accordingly, the measurement results can serve as a comparative basis for

numerical simulations and flow measurements in the vaneless space.

The runner blade passing frequency was dominating near the runner inlet, and the vortex shed-
ding frequencies were in the range of 1803-1977 Hz. The vortex shedding frequency increased
with a decreasing guide vane angle and was found to be positively correlated with the absolute
velocity downstream of the guide vane. The velocity field and vortex shedding frequency for the
guide vane geometry at hand can be used as a baseline for further investigation on the trailing

edge geometry of guide vanes.
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6 Further work

PIV recordings were performed for two different lens objectives, 100 mm and 50 mm. In this
thesis only the 100 mm recording were processed and presented. In the future it is of interest to
process the 50 mm recordings and compare the results with the evaluated 100 mm recordings.
In addition, the 50 mm recordings have an enlarged FOV which contains both the pressure and
suction side of a plexiglass guide vane. This FOV might be better for a further assessment of
the flow separation near the trailing edge since the area below the plexiglass guide vane suction
side is illuminated. This could have given a clearer indication of the boundary layer separation

points for the different guide vane openings.

Several vortex shedding frequency peaks in the range 1900-2080 Hz were present in the power
spectra. This indicates that an image rate of 4166 Hz may not be sufficient in detecting the vor-
tex shedding frequency. To allow for a higher image rate, a smaller FOV with a lower resolution
than 1280 x 600 pixels is necessary. In order to satisfy the Nyquist theorem in the evaluation
of the vortex shedding frequency, an image rate of at least 5000 Hz is suggested in future mea-
surements. In addition, it is recommended with a higher seeding density allowing for a smaller
interrogation area size is in future measurements. It could have been of interest to observe if
this would result in different power spectra, and the vortex shedding frequencies would appear

more dominant.

As the resolution of 1280 x 1024 pixels includes relatively large areas not containing any par-
ticles, a smaller FOV could have been used without the risk of losing any vector field. To
investigate the rotor-stator interaction in further depth, a time-correlation for the PIV data
with the runner blade position would be favourable. This could have shown how each runner
blade passing impacts the instantaneous velocity fields in the vaneless space. Pressure measure-
ments in combination with velocity measurements from PIV could have been very interesting in

order to relate the two parameters with each other.

The hydraulic turbines are required to start and stop more frequently in order to sustain the
stability of the grid. To investigate the influence such operation will have on the hydraulic tur-
bines, PIV measurements under transient operating conditions would be a natural continuation

of this work.
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Appendices

A Coordinate systems

Below, in Fig. A.1, is presented the local coordinate system of the measurement area and the
global coordinate system of the Francis turbine. Note that the turbine is seen from below and
the z-axis is directed perpendicular to the xy-plane in the depth.

Figure A.1: An overview of the local coordinate system of the FOV and the global coordinate

system of the turbine.

Table A.1 presents the local and global coordinates that the 1280 x 1024 pixel FOV is bounded
by.

Table A.1: Local coordinates that bound the 1280 x 1024 FOV converted into to global

coordinates.

Local coordinates (x, y) Global coordinates (x, y)
(22.566, 17.961) (347.137, -8.453)

22.566, -17.076) (313.908, 2.658)

21.239, -17.076) (300.017, -38.886)
21.239, 17.961) (333.245, 49.997)

(
(
(




B Laser subsystem, laser overlap test and PTU synchronization
test

The laser subsystem consists of a laser head, mounting block, laser guiding arm, and sheet op-
tics. Inside the laser head there are two lasers, and two respective cavities with the purpose
of aligning the lasers. The mounting block contains a mirror that changes the direction of the
incoming lasers 90 degrees. On the mounting block, the laser guiding arm is mounted. On the
outlet of the laser guiding arm, sheet optics are placed with the purpose of transforming the

laser light into a laser sheet [52].

It is crucial that the two laser beams perfectly coincide with each other and the FOV. Several
tests have been performed to assure that the two lasers illuminate the exact same plane. The
first tests were performed on the laser head. To check if the two laser beams were aligning inside
the laser head, one test over a short distance and one over a longer distance were performed.
Inside the laser head there are located several angled mirrors that can become misaligned due
to for example shipment or movement of the equipment. Laser 1 and laser 2 do not originate
from the same location, but need to come out perpendicular from the laser head and overlap
over a short and long distance. The short distance test were performed by mounting a beam
adjustment tool directly to the laser head. In order to assure that the lasers are coming out
perpendicular to the laser head, the laser beams have to point through the orange apertures
inside the laser beam adjustment tool. Both lasers were repeatedly turned on an off to assure
that both were perpendicular to the laser head and coinciding. Next, a long distance test was
performed by using a pipe with a length of about 2 metres. On the outlet of the pipe there was

placed a grid paper to determine if the lasers were coinciding over a long distance.

After the laser head alignment was shown sufficient, the adjustment of the mounting block were
to be performed. This was executed by mounting the mounting block to the laser head, and
mount the outlet of the mounting block to the beam adjustment tool. Vertical and horizontal
adjustments of the mirror inside the mounting block were done in order to have the beams to
point through the orange apertures. Then a test of the laser guiding arm were to be done. Now
the laser guiding arm were mounted to the mounting block, while the beam adjustment tool
were mounted to the outlet of the laser guiding arm. The same procedure as with the mounting

block was performed.

It is important that the laser pulses are properly synchronized with the camera by the PTU.
The synchronization between the laser and camera have been checked according to the following
routine. At first, the first pulse was deactivated while the camera recorded two successive frames.
Here, only the first image should be illuminated. Then the second pulse was deactivated while
the camera recorded two successive frames. Now, only the second frame should be illuminated.
At last, both pulses were activated while recording two frames. Here both frames should be

illuminated.



C Sensor uncertainty

Prior to the measurements, calibrations of the flow meter, and inlet and differential pressure
cells were performed in accordance with calibration procedures at the Waterpower Laboratory at
NTNU [68, 69]. By following GUM 2008 [64], the combined relative uncertainties of the head and
discharge in each operating point were calculated, and are presented in Table C.1. The uncer-

tainties are presented relative to the head and discharge value for the considered operating point.

Table C.1: Combined relative uncertainties at different operating points.

Operating point Relative uncertainty, H Relative uncertainty, @

PL1 0.024% 0.052%
PL2 0.024% 0.064%
BEP 0.024% 0.132%
OL 0.024% 0.096%
FL 0.023% 0.030%

The uncertainties of the rotational speed and guide vane angle were not quantified by the author.
Trivedi [70] has in 2018 quantified the uncertainty of the runner rotational speed to be £ 0.035%
and the uncertainty of the guide vane angular position to be + 0.7% at BEP. This was quantified
in accordance with IEC 60193 [71].



D Power spectra for different operating points

Below are presented power spectra obtained from the cross velocity flow component for operat-
ing points: PL2, OL and FL. Amplitudes in Fig. D.1, Fig. D.2 and Fig. D.2 are normalized
with respect to each set’s maximum amplitude. Since the RSI frequency is the most dominant
frequency for Set 2 and Set 3 in Fig. D.3, the amplitudes in these sets are normalized with

respect to the second most dominating frequency.
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Figure D.1: Power spectrum obtained from cross flow velocity component at position (15, 3)

for a guide vane opening of 6.7 degrees.
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Figure D.2: Power spectrum obtained from cross flow velocity component at position (15, -2)

for a guide vane opening of 12.4 degrees.
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Figure D.3: Power spectrum obtained from cross flow velocity component at position (15, -4)

for a guide vane opening of 14 degrees.
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1 INTRODUCTION

PIV measurements will be performed on a Site Acceptance Test-rig in accordance with the
new PIV equipment at the Waterpower Laboratory. Measurements will be performed in

February-April, 2019.

2 ORGANISATION

Role

Project leader

Pal Tore Storli

Equipment manager

Bard Brandastrg

Room manager

Bard Brandastrg

HSE coordinator

Morten Grgnli

HSE responsible (linjeleder)

Therese Lgvas

3  RISK MANAGEMENT IN THE PROJECT

Hovedaktiviteter risikostyring

Nodvendige tiltak, dokumentasjon

DATE

Prosjekt initiering
Project initiation

Prosjekt initiering mal

Veiledningsmgte
Guidance Meeting

Skjema for Veiledningsmgte med

pre-risikovurdering

Innledende risikovurdering
Initial Assessment

Fareidentifikasjon — HAZID
Skjema grovanalyse

Vurdering av teknisk sikkerhet
Evaluation of technical security

Prosess-HAZOP
Tekniske dokumentasjoner

Vurdering av operasjonell sikkerhet
Evaluation of operational safety

Prosedyre-HAZOP
Oppleeringsplan for operatgrer

Sluttvurdering, kvalitetssikring
Final assessment, quality assurance

Uavhengig kontroll
Utstedelse av apparaturkort
Utstedelse av forsgk pagar kort
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4 DESCRIPTIONS OF EXPERIMENTAL SETUP

Drawings and photos describing the setup.
Process and Instrumentation Diagram {PID) with list of components
Location of the operator, gas bottles, shutdown valves for water / air.

5 EVACUATION FROM THE EXPERIMENTAL AREA

Evacuate at signal from the alarm system or local gas alarms with its own local alert with
sound and light outside the room in question, see 6.2

Evacuation from the rigging area takes place through the marked emergency exits to the
assembly point, (corner of Old Chemistry Kjelhuset or parking 1a-b.)

Action on rig before evacuation:
Describe in which condition the rig should be left in case of evacuation (emergency shutdown
procedure, water, gas, electric supply, etc.}

6 WARNING

6.1 Before experiments

Send an e-mail with information about the planned experiment to:
iept-experiments@ivt.ntnu.no

The e-mail must include the following information:
o Name of responsible person:

¢ Experimental setup/rig:

e Start Experiments: (date and time)

e Stop Experiments: (date and time)

You must get the approval back from the laboratory management before start up. All
running experiments are notified in the activity calendar for the lab to be sure they are
coordinated with other activity.

6.2 Non-conformance

FIRE

If you are NOT able to extinguish the fire, activate the nearest fire alarm and evacuate area.
Be then available for fire brigade and building caretaker to detect fire place.

If possible, notify:

NTNU SINTEF

Morten Grenli, Mob: 918 97 515 Harald Maehlum, Mob: 930 14 986

Therese Lgvas, Mob: 91897007 Anne Karin T. Hemmingsen Mob: 930 15 669
NTNU — SINTEF Beredskapstelefon 800 80 388
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GAS ALARM

If a gas alarm occurs, close gas bottles immediately and ventilate the area. If the level of the
gas concentration does not decrease within a reasonable time, activate the fire alarm and
evacuate the lab. Designated personne! or fire department checks the leak to determine
whether it is possible to seal the leak and ventilate the area in a responsible manner.

PERSONAL INJURY

= First aid kit in the fire / first aid stations

*  Shout for help

*  Start life-saving first aid

e CALL 113 if there is any doubt whether there is a serious injury

OTHER NON-CONFORMANCE (AVVIK)

NTNU:
You will find the reporting form for non-conformance on:
https://innsida.ntnu.no/wiki/-/wiki/Norsk/Melde+avvik

SINTEF:
Synergi

7  ASSESSMENT OF TECHNICAL SAFETY

7.1 HAZOP

See Chapter 13 "Guide to the report template”.

The experiment set up is divided into the following nodes:
Node 1 | Blade cascade

Node 2 | Laser class IV

Node 3 | Tent/enclosure

Attachments, Form: Hazop_mal

Conclusion
Node 1:
e Pressure is supervised during operation
Node 2:
o Radiation area shielded
o Appropriate signalling and lights in place, light active during operation
Node 3:
» Appropriate signalling and lights in place, light active during operation

7.2 Flammable, reactive and pressurized substances and gas

See Chapter 13 "Guide to the report template”.
[NO |
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7.3 Pressurized equipment

See Chapter 13 "Guide to the report template”.
Les | |

7.4 Effects on the environment {emissions, noise, temperature, vibration, smell)

See Chapter 13 "Guide to the report template”.
[NO__| |

7.5 Radiation

See Chapter 13 "Guide to the report template”.
l YES | Radiation Sources need to have an own risk assessment |

Attachments: Radiation risk assessment
Conclusion:

7.6 Chemicals

See Chapter 13 "Guide to the report template”.
[NO |

7.7 Electricity safety (deviations from the norms/standards)

See Chapter 13 "Guide to the report template”.
[NO ]

8 ASSESSMENT OF OPERATIONAL SAFETY

Ensure that the procedures cover all identified risk factors that must be taken care of. Ensure
that the operators and technical performance have sufficient expertise.

8.1 Procedure HAZOP

See Chapter 13 "Guide to the report template”.
The method is a procedure to identify causes and sources of danger to operational problems.

Attachments:: HAZOP_MAL_Prosedyre

8.2 Operation procedure and emergency shutdown procedure

See Chapter 13 "Guide to the report template”.
The operating procedure is a checklist that must be filled out for each experiment.
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Emergency procedure should attempt to set the experiment set up in a harmless state by
unforeseen events.

Attachments: Procedure for running experiments
Emergency shutdown procedure:

8.3 Training of operators
8.4 Technical modifications

8.5 Personal protective equipment

» [t is mandatory use of appropriate eye protection in the rig zone

8.6 General Safety

* The area around the staging attempts shielded.
* Operator has to be present during experiments.

8.7 Safety equipment

* Warning signs and warning light, see the Regulations on Safety signs and signalling in the
workplace

8.8 Special predations

9 QUANTIFYING OF RISK - RISK MATRIX

See Chapter 13 "Guide to the report template”.
The risk matrix will provide visualization and an overview of activity risks so that
management and users get the most complete picture of risk factors.

IDnr | Aktivitet-hendelse Frekv-Sans | Kons RV

1 Unintentional rarefaction/reflection of laser beam 1 A .:

2 People without protective goggles entering radiation | 1 C 1C
area

3 Damaging lab equipment 2 B

4 Water-damage on lab equipment 3 B 3C

5 Structural failure due to high pressure 1 C 1C

Conclusion: There is little remaining risk. The most prominent risk is that people unintentionally
wander into the radiation area without protective goggles, but proper signalling and blocking
should prevent this. The risk is therefore acceptable.
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10 REGULATIONS AND GUIDELINES

Se http://www.arbeidstilsynet.no/regelverk/index.html

Lov om tilsyn med elektriske anlegg og elektrisk utstyr (1929)

Arbeidsmiljgloven

Forskrift om systematisk helse-, miljg- og sikkerhetsarbeid (HMS Internkontrollforskrift)

Forskrift om sikkerhet ved arbeid og drift av elektriske anlegg (FSE 2006)

Forskrift om elektriske forsyningsanlegg (FEF 2006)

Forskrift om utstyr og sikkerhetssystem til bruk i eksplosjonsfarlig omrade NEK 420

Forskrift om handtering av brannfarlig, reaksjonsfarlig og trykksatt stoff samt utstyr og

anlegg som benyttes ved handteringen

Forskrift om Handtering av eksplosjonsfarlig stoff

Forskrift om bruk av arbeidsutstyr.

Forskrift om Arbeidsplasser og arbeidslokaler

Forskrift om Bruk av personlig verneutstyr pa arbeidsplassen

Forskrift om Helse og sikkerhet i eksplosjonsfarlige atmosfaerer

Forskrift om Heytrykksspyling

Forskrift om Maskiner

Forskrift om Sikkerhetsskilting og signalgivning pa arbeidsplassen

Forskrift om Stillaser, stiger og arbeid pa tak m.m.

Forskrift om Sveising, termisk skjaering, termisk sproyting, kullbuemeisling, lodding og

sliping (varmt arbeid)

e Forskrift om Tekniske innretninger

e Forskrift om Tungt og ensformig arbeid

e Forskrift om Vern mot eksponering for kjemikalier pa arbeidsplassen
(Kjemikalieforskriften)

o Forskrift om Vern mot kunstig optisk straling pa arbeidsplassen

o Forskrift om Vern mot mekaniske vibrasjoner

o Forskrift om Vern mot stgy pa arbeidsplassen

Veiledninger fra arbeidstilsynet
se: http://www.arbeidstilsynet.no/regelverk/veiledninger.html

11 DOCUMENTATION

Tegninger, foto, beskrivelser av forsgksoppsetningen
Hazop_mal

Sikker bruk av LASERE, retningslinje
HAZOP_MAL_Prosedyre

Forsgksprosedyre

Opplzeringsplan for operatgrer

Skjema for sikker jobb analyse, (SIA)
Apparaturkortet

Forsgk pagar kort




® NTNU SINTEF

12 GUIDANCE TO RISK ASSESSMENT TEMPLATE

Chapter 7 Assessment of technical safety.

Ensure that the design of the experiment set up is optimized in terms of technical safety.
Identifying risk factors related to the selected design, and possibly to initiate re-design to
ensure that risk is eliminated as much as possible through technical security.

This should describe what the experimental setup actually are able to manage and
acceptance for emission.

7.1 HAZOP

The experimental set up is divided into nodes (eg motor unit, pump unit, cooling unit.). By
using guidewords to identify causes, consequences and safeguards, recommendations and
conclusions are made according to if necessary safety is obtained. When actions are
performed the HAZOP is completed.

(e.g. "No flow", cause: the pipe is deformed, consequence: pump runs hot, precaution:
measurement of flow with a link to the emergency or if the consequence is not critical used
manual monitoring and are written into the operational procedure.)

7.2 Flammable, reactive and pressurized substances and gas.
According to the Regulations for handling of flammable, reactive and pressurized substances
and equipment and facilities used for this:

Flammable material: Solid, liquid or gaseous substance, preparation, and substance with
occurrence or combination of these conditions, by its flash point, contact with other
substances, pressure, temperature or other chemical properties represent a danger of fire.

Reactive substances: Solid, liquid, or gaseous substances, preparations and substances that
occur in combinations of these conditions, which on contact with water, by its pressure,
temperature or chemical conditions, represents a potentially dangerous reaction, explosion
or release of hazardous gas, steam, dust or fog.

Pressurized : Other solid, liquid or gaseous substance or mixes having fire or hazardous
material response, when under pressure, and thus may represent a risk of uncontrolled
emissions

Further criteria for the classification of flammable, reactive and pressurized substances are
set out in Annex 1 of the Guide to the Regulations "Flammable, reactive and pressurized
substances"

http://www.dsb.no/Global/Publikasjoner/2009/Veiledning/Generell%20veiledning.pdf

http://www.dsb.no/Global/Publikasjoner/2010/Tema/Temaveiledning_bruk_av_farlig stoff Del 1.p
df

Experiment setup area should be reviewed with respect to the assessment of Ex zone

« Zone 0: Always explosive atmosphere, such as inside the tank with gas, flammable liquid.
* Zone 1: Primary zone, sometimes explosive atmosphere such as a complete drain point

» Zone 2: secondary discharge could cause an explosive atmosphere by accident, such as
flanges, valves and connection points

7.4 Effects on the environment
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With pollution means: bringing solids, liquid or gas to air, water or ground, noise and
vibrations, influence of temperature that may cause damage or inconvenience effect to the
environment.

Regulations: http://www.lovdata.no/all/hl-19810313-006.html#6

NTNU guidance to handling of waste:http://www.ntnu.no/hms/retningslinjer/HMSR18B.pdf

7.5 Radiation
Definition of radiation

lonizing radiation: Electromagnetic radiation (in radiation issues with wawelength <100 nm)
or rapid atomic particles (e.g. alpha and beta particles) with the ability to stream ionized
atoms or molecules.

Non ionizing radiation: Electromagnetic radiation (wavelength >100 nm), og ultrasound,
with small or no capability to ionize.

Radiation sources: All ionizing and powerful non-ionizing radiation sources.

lonizing radiation sources: Sources giving ionizing radiation e.g. all types of radiation
sources, x-ray, and electron microscopes.

Powerful non ionizing radiation sources: Sources giving powerful non ionizing radiation
which can harm health and/or environment, e.g. class 3B and 4. MR; systems, UVC; sources,
powerful IR sources,.

1Ultrasound is an acoustic radiation {"sound") over the audible frequency range {> 20 kHz).
In radiation protection regulations are referred to ultrasound with electromagnetic non-
ionizing radiation.

MR (e.g. NMR) - nuclear magnetic resonance method that is used to "depict" inner
structures of different materials.

3UVC is electromagnetic radiation in the wavelength range 100-280 nm.

4IR is electromagnetic radiation in the wavelength range 700 nm - 1 mm.

For each laser there should be an information binder (HMSRV3404B) which shall include:

¢ General information

* Name of the instrument manager, deputy, and local radiation protection coordinator

* Key data on the apparatus

¢ Instrument-specific documentation

¢ References to {or copies of) data sheets, radiation protection regulations, etc.

¢ Assessments of risk factors

¢ |nstructions for users

* Instructions for practical use, startup, operation, shutdown, safety precautions, logging,
locking, or use of radiation sensor, etc.

* Emergency procedures

o See NTNU for laser: http://www.ntnu.no/hms/retningslinjer/HMSR34B.pdf

7.6 The use and handling of chemicals.

In the meaning chemicals, a element that can pose a danger to employee safety and health
See: http://www.lovdata.no/cgi-wift/|dles?doc=/sf/sf/sf-20010430-0443.html

Safety datasheet is to be kept in the HSE binder for the experiment set up and registered in
the database for chemicals.

Chapter 8 Assessment of operational procedures,
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Ensures that established procedures meet all identified risk factors that must be taken care
of through operational barriers and that the operators and technical performance have
sufficient expertise.

8.1 Procedure Hazop

Procedural HAZOP is a systematic review of the current procedure, using the fixed HAZOP
methodology and defined guidewords. The procedure is broken into individual operations
(nodes) and analyzed using guidewords to identify possible nonconformity, confusion or
sources of inadequate performance and failure.

8.2 Procedure for running experiments and emergency shutdown.

Have to be prepared for all experiment setups.

The operating procedure has to describe stepwise preparation, startup, during and ending
conditions of an experiment. The procedure should describe the assumptions and conditions
for starting, operating parameters with the deviation allowed before aborting the
experiment and the condition of the rig to be abandoned.

Emergency procedure describes how an emergency shutdown have to be done, (conducted
by the uninitiated),

what happens when emergency shutdown, is activated. (electricity / gas supply) and

which events will activate the emergency shutdown (fire, leakage).

Chapter 9 Quantifying of RISK

Quantifying of the residue hazards, Risk matrix

To illustrate the overall risk, compared to the risk assessment, each activity is plotted with values
for the probability and consequence into the matrix. Use task IDnr.

Example: If activity IDnr. 1 has been given a probability 3 and D for consequence the risk value
become D3, red. This is done for all activities giving them risk values.

in the matrix are different degrees of risk highlighted in red, yellow or green. When an activity
ends up on a red risk (= unacceptable risk), risk reducing action has to be taken

Catastrophic

"4

h Major

4

w

8 Moderate
(V1)

2

o Minor

o

Insignificant

Unlikely Possible

PROBABILITY
Table 8. Risk’s Matrix




® NTNU SINTEF

Table 5. The principle of the acceptance criterion. Explanation of the colors used in the matrix

COLOUR DESCRIPTION
Red Unacceptable risk Action has to be taken to reduce risk
Yeilow Assessment area. Actions has to be considered
Green Acceptable risk. Action can be taken based on other criteria

10
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Attachment to Risk
Assessment report

Francis turbine

Project name

PIV measurement in the vaneless space of Francis turbine

Apparatus Double-Cavity High speed laser, 2*¥10Mj, 1000Hz, 527nm
Unit EPT
Equipment manager Bard Brandastrg

Project leader

Pal Tore Storli

HSE coordinator

Morten Gregnli

HSE responsible (linjeleder) Therese Lgvas

Location

Waterpower Laboratory

Room number

11

Risk assessment

performed by | Magne Tveit Bolstad
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ATTACHMENT C: TEST CERTIFICATE FOR LOCAL PRESSURE TESTING

Trykkpakjent utstyr: Rer
Benyttes i rigg:

Design trykk for utstyr (bara): 10bar
Maksimum tillatt trykk (bara):

. . 10bar
(i.e. burst pressure om kjent)

Maksimum driftstrykk i denne rigg: 10bar

Provetrykket skal fastlegges i fplge standarden og med hensyn til maksimum
tillatt trykk.

Prgvetrykk (bara): 10bar
X maksimum driftstrykk:

| folge standard

Test medium: Vann

Temperatur (°C)

Start tid: Fall 2016 Trykk (bara):

Slutt tid: Fall 2016 Trykk (bara):

Maksimum driftstrykk i denne rigg:

Eventuelle repetisjoner fra atm. trykk til maksimum provetrykk.................

Test trykket, dato for testing og maksimum tillatt driftstrykk skal markers p3
(skilt eller innslatt)

an)hbm 2109. 2012

Sted og dato Signatur
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ATTACHMENT E: PROCEDURE FOR RUNNING EXPERIMENTS

PIV measurements in the vaneless space of a Francis
turbine

Dato

Signatur

Apparatur

Double-Cavity High speed laser, 2*10mJ, 1000Hz,

527nm

Prosjektleder
P&l Tore Storli

V-1

R

Conditions for the experiment: Completed
Experiments should be run in normal working hours, 08:00-16:00 during

winter time and 08.00-15.00 during summer time.

Experiments outside normal working hours shall be approved.

One person must always be present while running experiments, and should

be approved as an experimentzl leader.

An early warning is given according to the lab rules, and accepted by

authorized personnel,

Be sure that everyone taking part of the experiment is wearing the necessary

protecting equipment and is aware of the shut down procedure and escape

routes.

Preparations Carried out

1. Make sure the tent is closed.

2. Post the “Experiment in progress” sign.

3. Rotate emergency button so that it clicks in the out position.

4. Turn the system key to “on”.

Turn the pump on in either internal or external mode.

Turn on the warning light to open this laser interlock.

Put on laser googles.

®|N|o|wn

Block the entrance to the experimental area using warning
chains.

9. Turn the laser on in either internal or external mode.

10. Open the shutter when ready to operate safely.

During the experiment

Keep unauthorized personnel out of radiation area

Avoid wearing jewellery and/or shiny objects

End of experiment

Close the shutter.
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Turn the LASER OFF.

Turn the warning light off.

Allow the pump to run for approximately 2 minutes to avoid excess heat to
damage the equipment.

Turn the pump off

Turn the system off

Press the emergency button

To reflect on before the next experiment and experience useful for others

Was the experiment completed as planned and on scheduled in professional
terms?

Was the competence which was needed for security and completion of the
experiment available to you?

Do you have any information/ knowledge from the experiment that you
should document and share with fellow colleagues?

Operator(s):
Name Date Signature
Magne Tveit Bolstad 24.08.\%F ww
o
Kristian Sagmo 731,0%. % " 636¢:ch (ﬁl eg,o.__—-
Anja Marlie 05.02.19 ,

Arf Magee
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ATTACHMENT F: TRAINING OF OPERATORS

Project Signature
PIV measurements in the vaneless space of a Francis Date
turbine

Apparatus
Double-Cavity High speed laser, 2*10mJ, 1000Hz,
527nm A

Project Leader
Pa) Tore Storli % - /%—W

Knowledge about EPT LAB in general

Lab

e Access

e routines and rules
» _working hour

Knowledge about the evacuation procedures.

Activity calendar for the Lab

Early warning, iept-experiments@ivt.ntnu.no

Knowledge about the experiments

Procedures for the experiments

Emergency shutdown.

Nearest fire and first aid station.

1 hereby declare that | have read and understood the regulatory requirements has received
appropriate training to run this experiment and are aware of my personal responsibility by
working in EPT laboratories.

Operator(s):

Name Date Signature

Magne Tveit Bolstad 21.08.\7 WW

Kristian Sagmo 2.0%1F A}hn Cf v/s é’tﬂ_v'/

Anja Mazrlie 09 02.1G w khz?{C v
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ATTACHMENT G: FORM FOR SAFE JOB ANALYSIS

SJA name;

Date: Location:
Mark for completed checklist: |

Participators:

SJA-responsible:

Specification of work (What and how?}:

Risks associated with the work:

Safeguards: (plan for actions, see next page):

Conclusions/comments:

Recommended/approved | Date/Signature: Recommended/approved | Date/Signature:
SJA-responsible: HSE responsible:
Responsible for work: Other, {position):
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HSE aspect

|Yes |No |NA |Comments / actions [ Resp.

Dacumentation, experience, qualifications

Known operation or work?

X

Knowledge of experiences / incidents from
similar operations?

Necessary personnel?

Communication and coordinating

Potential conflicts with other operations?

Handling of an eventually incident {alarm,
evacuation)?

Need for extra assistance / watch?

Working area

Unusual working position

Work in tanks, manhole?

Work in ditch, shaft or pit?

Clean and tidy?

Protective equipment beyond the personal?

Weather, wind, visibility, lighting,
ventilation?

Usage of scaffolding/lifts/belts/ straps, anti-
falling device?

Work at hights?

lonizing radiation?

Influence of escape routes?

Chemical hazards

Usage of hazardous/toxic/corrosive
chemicals?

Usage of flammable or explosive chemicais?

Risk assessment of usage?

Biological materials/substances?

Dust/asbestos/dust from insulation?

Mechanical hazards

Stability/strength/tension?

Crush/clamp/cut/hit?

Dust/pressure/temperature?

Handling of waste disposal?

Need of special tools?

|| x| x| >

Electrical hazards

Current/Voltage/over 1000V?

Current surge, short circuit?

AR

Loss of current supply?

Area

Need for inspection?

Marking/system of signs/rope off?

Environmental consequences?

Key physical security systems

Work on or demounting of safety systems?

Other




APPARATURKORT

Enhet (unit) og bygg/romnr. (building/room no.):
NTNU-E 324 |11 1 etg

Laboratorium

Dette kortet SKAL henges godt synlig ved maskinen!
This card MUST be posted on a visible place on the unit!

Apparatur (Unit)
Double-Cavity High speed laser, 2*10m), 10

Dato Godkjent {Date Approved)
torsdag 7. februar 2019

Prosjektieder (Pr_oject Leader)
Pal Tore Selbo Storli

Telefon mobil/privat (Phone no. mobile/private)
97782146

Apparaturansvarlig (Unit Responsible)
Bard Aslak Brandastrg

-j Telefon mobil/privat (Phone no. mobile/privatei
| 91897257

| sikkerhetsrisikoer (S_afetv hazards)

Use of PIV laser (class IV). Related hazards: Ocular damage (cataract and retinal burn} and/or skin burn.

_Slkk;hetsregler (Safety rules)

- No shiny objects {eg. Jewellery) worn

- Wear appropriate safety goggles for [aser wavelength

Ngdstopp prosedyre (Emer_gency shutdown)

Press the red “EMERGENCY STOP” button on the laser power supply

Prosedyrer (Procedures)
Bruksanvisning (User manual)

Apparaturperm ved laser

Brannslukningsapparat (Fire extinguisher)
Fersthjelpsskap (First aid cabinet)

1. etasje lab (syd)
1. etasije lab (syd)

NTNU
Institutt for energi og prosessteknikk

we 2o b |
Signert \j/{(&\,‘ i
®NTNU @ SINTEF



FORS@K PAGAR | mismor i raeronees

Laboratorium

Dette kortet SKAL henges opp fagr forsgk kan starte!
This card MUST be posted on the unit before the experiment startup!

Apparatur (Unit) Dato godkjent (Date Approved)

Double-Cavity High speed laser, 2*10m)J, | torsdag 7. februar 2019

1000Hz. 527nm —
Prosjektleder (Project Leader) | Telefon mobil/privat (Phone no. mobile/private)
Pal Tore Selbo Storli | 97782146

Apparaturansvarlig {Unit Responsible) | Telefon mobil/privat {Phone no. mobile/private)
Bard Aslak Brandastrg 91897257

Go_dkjente operatgrer {Approved Oéerators) _

Navn/Name Telefon/Phone Mobil

:Sagmo, Kristian | 452 44 270

Bolstad, Magne Tveit

Meerlie, Anja

Prosjekt (Project)

PIV measurements on blade cascade for HiFrancis project

Forsgkstid / éxperimental time (start - stop) |
07._02.2019 - 07.02.2020

Kort beskrivelse av forsgket og relaterte farer {Short description of the experiment and related hazards)

Laser measurements with class IV laser on a blade cascade test section. Danger of eye injury and skin injury. Radiation
area clearly marked. The flashing laser light can in some cases trigger epilepsy if proper goggles are not worn.

NTNU
Institutt for energi og prosessteknikk

-, 2

= 0l
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