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a b s t r a c t 

The effect of the constant relative approach velocity of two Newtonian fluid particles on their coales- 

cence is investigated via a film drainage model. The interfaces are deformable and allowed to have any 

degree of mobility. The thinning equation is derived based on the lubrication theory, and the tangential 

velocity of the interface is determined via the Boundary Integral Method (BIM). The details for the treat- 

ment of the inherent singularity in BIM are provided. As the approach velocity increases, regardless of 

the strength of the van der Waals forces and the value of the viscosity ratio (or the degree of the interfa- 

cial mobility), three types of behavior of the coalescence time are identified: the linear slow, the dimpled 

and the multiple-rim drainage regimes. In the first two regions the coalescence time decreases with the 

approach velocity, eventually passes through a minimum and starts to increase in the third region. The 

slope in the linear region and the critical velocities separating the regimes are used to quantify the be- 

havior, and given as functions of the Hamaker constant and the viscosity ratio. The results are shown to 

be in good agreement with several recent experimental studies in the literature. 

© 2019 The Authors. Published by Elsevier Ltd. 

This is an open access article under the CC BY-NC-ND license. 
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. Introduction 

Coalescence of fluid particles plays an important role in wide

ariety of phenomena including natural ones such as the forma-

ion of the rain droplets, as well as several processes in chemical

nd biochemical industries such as food and beverage production

r petroleum refining, where multiphase flows are frequently en-

ountered. In these industries, chemical and biochemical reactors,

ermentation units, boiling and condensation equipment, and sep-

rators are widely employed; the performance and the efficiency

f which strongly depend on the characteristics of the dispersed

ow within them, i.e., the spatial distribution of the fluid particles

n the continuous phase and their size. Therefore, it is crucial to

nderstand the nature of fluid particle coalescence (and breakage)

n the scale of the equipment of interest, in which a large number

f fluid particles interact at the same time enabling coalescence

nd breakage to occur simultaneously within the unit. That, how-

ver, first requires the understanding of the phenomena on a more

undamental level: the single events of coalescence of two fluid

articles, and the breakage of a single particle. In this work, we fo-

us only on the coalescence of two fluid particles, particularly on
∗ Corresponding author. 

E-mail address: canberk.ozan@ntnu.no (S.C. Ozan). 
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he effect of the relative approach velocity of the particles on the

oalescence time. 

There has been huge interest and effort in gaining better

omprehension of coalescence and its effects on multiphase en-

ineering units for decades, which seemingly resulted in some

onflicting observations and conclusions. One earlier example of

hese contradictions might be seen as in between Shinnar and

hurch (1960) , Shinnar (1961) and Howarth (1964) . The former

laims that immediate coalescence of two fluid particles rarely oc-

urs, but instead the particles rather cohere first entrapping a thin

lm of continuous phase in between. Whereas, the latter supports

he idea of a critical approach velocity, after which immediate

oalescence prevails and before which the probability of coales-

ence is very low. As reviewed by Liao and Lucas (2010) , these two

roposals lay the foundation for two distinct modeling approaches,

he film drainage models and the energy models, respectively. On

he other hand, another critical approach velocity is observed by

ehr et al. (2002) , after which the collision of the fluid particles

esult in bouncing instead of coalescence and before which coa-

escence is rapid. Liao and Lucas (2010) adds Lehr et al. (2002) ’s

odel next to the film drainage and energy models as a third

ranch. Theoretical estimates that are on the same order of mag-

itude as Lehr et al. (2002) ’s measurement for the critical velocity,

re given in the theoretical work of Chesters and Hofman (1982) by
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Nomenclature 

V app Relative approach velocity of the fluid particles 

t c Coalescence time 

λc Coalescence efficiency 

t drainage Drainage time 

t contact Contact time 

λ Dispersed to continuous phase viscosity ratio 

a Reduced particle radius 

a 1 , a 2 Fluid particle radii 

h 0 Minimum initial film thickness 

μd Dispersed phase viscosity 

μc Continuous phase viscosity 

R 1 , R 2 Fluid particle radii 

V 1 , V 2 Approach velocities of the particles 

r Radial distance in the film 

z Axial distance in the film 

t Time 

h Thickness of the thin film 

ā Width of the thin film 

R p Equivalent particle radius 

h̄ Characteristic measure of film thickness 

r̄ Characteristic measure of film width 

ε 1 , ε 2 , ε Length scale ratios 

p Excess pressure in the film 

v r r-component of the continuous phase velocity 

v z z-component of the continuous phase velocity 

v d Dispersed phase velocity field 

p d Dispersed phase pressure 

U Tangential velocity of the interface 

τ d Particle side tangential stress evaluated at the in- 

terface 

A Hamaker constant 

σ Surface tension 

r ∞ 

A large radial distance 

I Boundary Integral Method integrand 

ρ Integral variable in radial axis 

θ Azimuth angle 

λ∗ Dispersed to continuous phase viscosity ratio 

multiplied by ε
A 

∗ Dimensionless Hamaker constant 

Ca Capillary number 
ˆ U Tangential velocity of the interface multiplied by 

λ∗

t̄ Characteristic time scale 

Y 1 − Y 4 Transformed variables employed in spectral ele- 

ment based solvers 

δ A small arbitrary number 

R Radial distance in the polar coordinate system 

used for singularity treatment 

ϕ Azimuth angle in the polar coordinate system 

used for singularity treatment 

[ A ] Integration matrix used for the Boundary Integral 

equation 

V dimp Critical approach velocity separating the linear 

and the dimpled drainage regimes 

V mult Critical approach velocity separating the dimpled 

and the multiple-rim drainage regimes 

I av Averaged Boundary Integral Method integrand 

E Trapezoidal area under Z τ d between [ r − δ, r + δ] 

Z Integration kernel 

v Arbitrary scalar quantity 

ˆ v v in Chebyshev pseudospectrum 
N Number of collocation points minus one 

T Matrix relating a quantity and its counterpart on 

the Chebyshev pseudospectrum based on Cheby- 

shev polynomials 

b Numerical integration vector 

[ B ] Numerical integration matrix 

[ C 1 ] − [ C 3 ] Integration matrices employed to compute [ A ] 

onsidering the changes in the kinetic and the surface energies

f the particles, and by Kirkpatrick and Lockett (1974) via a

lm drainage model. Although these studies aim to explain the

henomenon based on different arguments, they are not entirely

onflicting, but rather might represent different regions of the

article approach velocity spectrum. Yaminsky et al. (2010) iden-

ifies three distinct regimes of coalescence in their experiments

ith air bubbles in water: at very low approach velocities (smaller

han 1 μm/s), the thin film in between bubbles appears to be

table in finite time, at intermediate velocities (upto 150 μm/s)

oalescence occurs in the range of 10–100 s with visible dimpling

f the interface, and finally at large velocities (much larger than

50 μm/s) almost immediate coalescence is observed with very

ittle hydrodynamic resistance from the film and no observable

impling. They associate these three regions with DLVO stability

eaning that the stability stems from the electrical forces acting

etween charged interfaces, viscous film drainage in which the

lm flattens and dimples, and inertial film drainage where coales-

ence occurs before the deformation of the particles, respectively.

orn et al. (2011) discusses several works from the literature

 Chesters and Hofman, 1982; Klaseboer et al., 20 0 0; Yaminsky

t al., 2010; Del Castillo et al., 2011 ) to end up with a single

hart of different possible regimes of coalescence as a function of

he bubble approach speed and the NaCl concentration in their

igs. 2 and 3 . From their map, it is evident that in the limit of zero

aCl concentration, as the approach speed (or the kinetic collision

nergy) increases sequential regimes of 

1. DLVO stability for very low velocity collisions, where no coales-

cence is possible in finite time; 

2. Film drainage governed by viscous effects for collisions with

higher velocity, where time of coalescence might be as large

as 100 s; 

3. Inertia governed rapid film drainage for energetic collisions,

where coalescence is virtually immediate; 

4. Bouncing regime for even more energetic collisions, where co-

alescence does not occur; 

re expected. However, they do not provide information on how

he coalescence time changes within these individual regimes.

rvalho et al. (2015) observes a power-law type relation between

he coalescence time, t c , and the relative approach velocity, V app ,

n their experiments with air bubbles and liquids of different

iscosities. They propose that t c is a linear function of V −0 . 85 
app . On

he other hand, Del Castillo et al. (2011) observes similar trends

n their experiments with air bubbles in pure water, with the

dditional observation of a minimum in V app versus t c as the

pproach velocity further increases. 

In the film drainage models, once the fluid particles are brought

nto contact by the external flow, three consecutive steps are pro-

osed ( Shinnar and Church, 1960 ) 

• A thin film of the continuous phase is entrapped in between

two colliding particles, 

• The film drains until its thickness reaches a critical value, 

• The film ruptures and coalescence occurs upon reaching the
critical thickness. 
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If the particles are allowed to be in contact by the external flow

or sufficiently long time, such that the time required for the film

o drain until the critical thickness is reached, is smaller than the

uration of the interaction between the particles, coalescence oc-

urs. Based on the film drainage approach, Coulaloglou (1975) gives

 statistical formula for the coalescence efficiency, λc , using two

haracteristic time scales, the drainage and the contact times, as 

c = exp 

(
− t drainage 

t contact 

)
(1) 

hich is frequently employed to estimate coalescence behavior in

he scale of the multi-phase equipment such as chemical reac-

ors and separators. The model is restricted to ’gentle’ collisions, in

hich the particles are significantly larger than the radius affected

y the collision (or in other words, the width of the emerging thin

lm) ( Chesters, 1991 ). The energy models, on the other hand, con-

ider more ’energetic’ collisions and relates λc to the kinetic colli-

ion energy and the interfacial energy of the fluid particle instead

f t drainage and t contact . 

To determine the drainage time, t drainage , in Eq. (1) , numerous

odels with varying degree of complexity have been proposed in

he literature. These models are classified based on the deforma-

ility and the tangential mobility of the interfaces ( Lee and Hodg-

on, 1968; Chesters, 1991; Liao and Lucas, 2010 ). The former clas-

ification differentiates between the models for the rigid spheri-

al fluid particles and the ones for the particles with deformable

nterfaces, which are capable of modeling the experimentally ob-

erved dimple formation during the film drainage. In addition to

he formation of the dimple, the pimpling, wimpling and rippling

f the interface are also possible ( Chan et al., 2011 ). The pimple

nd the wimple refer to the emergence of an additional rim at

he interface, and of a local maximum between the rim and the

enter of the interface, respectively. Whereas, the development of

ultiple additional maxima and minima at the interface is termed

s rippling. Next, by following Chesters (1991) and Liao and Lu-

as (2010) , the deformable class can be further divided into three

ubgroups based on the interfacial mobility, as immobile, partially

obile and fully mobile models. Immobile models correspond to

he interfaces with zero tangential velocity, which might stem from

ery high dispersed phase viscosity and/or interfacial tension gra-

ients emerging due to presence of impurities and surfactants ( Lee

nd Hodgson, 1968; Chesters, 1991 ). In that case, the drainage of

he film is governed by viscous forces within the film (resulting in

 parabolic velocity profile) and not coupled to the velocity field

f the dispersed phase ( Liao and Lucas, 2010; Chan et al., 2011 ).

artially mobile and fully mobile names, on the other hand, are

sed for the cases where the contribution of the tangential veloc-

ty of the interfaces on the film drainage are non-negligible. This

on-negligible tangential velocity of the mobile interfaces yields a

lug flow-like contribution to the velocity of the film. According

o Chesters (1991) , for the fully mobile interfaces, the tangential

tress at the interface is effectively zero and the drainage is gov-

rned either by the deformation or acceleration, respectively cor-

esponding to the viscous and the inertial film drainage regimes.

hereas in the partially mobile interface case the tangential stress

t the interface is non-zero and the drainage is controlled by the

ispersed phase viscosity. Based on scaling arguments on the thin

lm in between the fluid particles, Davis et al. (1989) argues that

f the dispersed to continuous phase viscosity ratio, λ, is much

reater than 

√ 

a/h 0 , where a = 

a 1 a 2 
a 1 + a 2 is the reduced particle ra-

ius, a 1 and a 2 are particle radii, and h 0 is the minimum initial

hickness of the film, the fluid particles act as rigid particles, if

<< 

√ 

a/h 0 the interfaces of the particles are fully mobile, and

f λ and 

√ 

a/h 0 are on comparable magnitudes, the interfaces are

artially mobile. 
Modeling of the interface as a mobile one, regardless of its

eformability, requires the coupling of the flow fields inside the

uid particle and within the film. Davis et al. (1989) employs

he Boundary Integral theory to determine the tangential veloc-

ty of the interface, which, then, enables the coupling of two ve-

ocity fields through the no-slip condition at the interface, with-

ut requiring the computation of the velocity profile inside the

uid particle. This approximation lowers the computational ef-

orts significantly and later adapted by many others ( Yiantsios

nd Davis, 1990; 1991; Abid and Chesters, 1994; Saboni et al.,

995; Klaseboer et al., 20 0 0; Bazhlekov et al., 20 0 0 ). Yiantsios and

avis (1990) concludes that a dimple is always formed during

ouyancy-driven interactions between a fluid particle and a sur-

ace regardless of the viscosity ratio. In their following work

 Yiantsios and Davis, 1991 ), they extend their work to the interac-

ions between two fluid particles, in the limits of very small and

ery large interfacial mobilities, and reveal that without the at-

ractive van der Waals forces the coalescence is not possible for

eformable interfaces in finite time. They also identify two differ-

nt rupturing types, the nose and the rim ruptures, which are ob-

erved at strong and weak van der Waals forces, respectively. In

he nose rupture, the van der Waals forces become significant be-

ore dimpling occurs resulting in rupture at the center of the inter-

ace, whereas the relatively weaker van der Waals forces allow the

apillary forces to act first, resulting in formation of a dimple and

 rim away from the axis of symmetry. In that case, the rupture

tarts from the rim earning the name the rim rupture. Abid and

hesters (1994) and Saboni et al. (1995) study centerline collisions

f droplets in the presence of van der Waals forces, assuming a

onstant approach velocity and a constant droplet interaction force,

espectively. They determine the critical film rupture thickness as

 function of the Hamaker constant. In their models, the drop vis-

osity determines the rate of drainage, meaning that the velocity

rofiles are approximated as plug flows, by neglecting the viscous

ffects within the film. Klaseboer et al. (20 0 0) compare their ex-

erimental results obtained for the coalescence of various liquid-

iquid couples to outcomes of two theoretical models, in which the

nterfaces are deformable and the droplets have a constant rela-

ive approach velocity. They conclude that the tangentially immo-

ile interface model, where the velocity in the film is parabolic,

ts their experimental data more accurately in comparison to the

obile interface model, where they assume a plug-like flow within

he film. They suspect that the possibility of very small amount of

urfactants being present in the experiments might be responsible

or the immobilization of the interface. Bazhlekov et al. (20 0 0) in-

estigate the effect of the viscosity ratio on the film drainage by

onsidering either constant approach velocity or constant interac-

ion force collisions of two fluid particles. Their model takes both

he parabolic and plug-like contributions to the film flow into ac-

ount, thereby closing the gap between preexisting immobile and

obile models in the literature. They present estimations for the

inimum film thickness as a function of time and viscosity ratio

n a compact form. However, in their expressions the effect of the

an der Waals forces is not considered. 

Our models follow those of Bazhlekov et al. (20 0 0) ’s and

laseboer et al. (20 0 0) ’s, for the mobile and immobile interfaces,

espectively, with the addition of van der Waals effects. The ad-

ition of the van der Waals forces to the models makes the es-

imation of the coalescence time possible. Furthermore, we ren-

er our equations dimensionless following a different route to set

he relative approach velocity of the particles as a model parame-

er, in order to investigate its effect on the coalescence time ex-

licitly, together with the effects of the disperse to continuous

hase viscosity ratio and Hamaker constant. Although our mod-

ls are similar to the preexisting ones in the literature, the ability

o show the individual effect of the approach velocity on the co-
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Fig. 1. Physical system. 
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alescence time directly, enables us to compare our theoretical re-

sults to the observations from numerous experimental works such

as those of Yaminsky et al. (2010) , Del Castillo et al. (2011) and

Orvalho et al. (2015) , in an efficient and clear manner, thereby al-

lowing us to illuminate some of the missing links between the the-

oretical and experimental works in the literature. 

The article is outlined as follows: The physical configuration of

interest and the mathematical model is presented in Section 2 .

The numerical procedure including the treatment of the singular-

ity inherent to the Boundary Integral Method is given in Section 3 .

Section 4 presents the coalescence time and the time evolution of

the film thickness at different values of the physical parameters of

interest, and the comparison of the models’ outcome to the experi-

mental observations in the literature. Finally, the conclusions of the

work are summarized in Section 5 . 

2. Physical system and mathematical model 

This work considers the axisymmetrical interactions between

two Newtonian fluid particles (either droplets or bubbles) of same

fluid approaching each other at a constant relative approach ve-

locity, V app , along their centerlines, through a continuous medium

of a Newtonian fluid. The depiction of the physical system is pre-

sented in Fig. 1 . The viscosities of the continuous and the dispersed

phases are denoted by μc and μd , respectively, and the fluid par-

ticles are allowed to be of different radii, R 1 and R 2 . The interfaces

between the dispersed and the continuous phases are immiscible,

deformable and characterized by a constant value of surface ten-

sion, σ . As the fluid particles approach each other, they entrap a

thin film of the continuous phase in between them, which even-

tually starts to drain. The thickness of this emergent thin film, h ,

is a function of the radial position r and the time t . It is possible

to identify three distinct lengths governing the film drainage phe-

nomenon: the particle radii R 1 and R 2 , the thickness of the film h ( r,

t ) and the width of the film ā . Although the characteristic length

scales for the first two are straightforward, the width of the film

is not easy to measure. Therefore its magnitude will be related to

the length scales for the particle size and the film thickness later

on during the derivation of the model. Provided that the collision

is a gentle one, meaning that both particle radii are much larger

than the characteristic film width, the equivalent radius, defined

by 

1 

R p 
= 

1 

2 

(
1 

R 1 

+ 

1 

R 2 

)
(2)
an be used as the length scale for both particles ( Chesters, 1991 ).

ue to this approximation, the collision of unequal-sized particles

an be modeled as the collision of equal-sized ones, meaning that

ymmetry around r axis is also introduced to the model in addi-

ion to the axisymmetry. This new symmetry creates four equiv-

lent quadrants, enabling us to seek for the solution only in one

f them. Here, only the solution in r ≥ 0, z ≥ 0 quadrant is sought,

here the interface position is given by z = h (r, t) / 2 . The gentle

ollision resulting in emergence of a thin film suggests a relation

etween the three length scales: 

¯
 << ā << R p (3)

here h̄ and ā are measures of the thickness and the width of the

lm, respectively. In the light of this argument on the length scales,

wo dimensionless ratios are defined as 

h̄ 

ā 
= ε 1 << 1 , 

ā 

R p 
= ε 2 << 1 (4)

hich further suggests that a small number ε can be defined as 

h̄ 

R p 

)1 / 2 

= 

√ 

ε 1 ε 2 = ε (5)

hen, ε can be utilized to relate the three distinct length scales in

he model as 

¯
 = ε2 R p , r̄ = 

√ 

ε 1 
ε 2 

ā = εR p (6)

here, r̄ is employed in order to unify the order of magnitude dif-

erence between the length scales and hereafter, adopted as the

-direction length scale instead of ā . 

.1. Governing equations and boundary conditions 

Based on the arguments in Section 2 ( ̄h << r̄ ) the lubrication

heory is applicable within the film. Following the analysis of

iantsios and Davis (1990) , as ε = h̄ / ̄r << 1 , the flow of the film is

overned by the simplified versions of the Navier–Stokes and the

ontinuity equations 

∂ p 

∂r 
= μc 

∂ 2 v r 
∂z 2 

, 
∂ p 

∂z 
= 0 (7)

nd 

∂v z + 

1 ∂ 
( rv r ) = 0 (8)
∂z r ∂r 
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Fig. 2. Sketch of the coordinate transformation from ( ρ , θ ) to ( R , ϕ) and the integration domain. Labels 1, 2 and 3 stand for the integration subdomains that have to be 

handled separately. 

Fig. 3. Fig. 4 of Klaseboer et al. (20 0 0) reproduced for validation of the immobile solver. Thin film thickness as a function of r and t as λ∗ → ∞ . Here, to match 

Klaseboer et al. (20 0 0) , t is shifted by −17 to set the onset of dimpling as t = 0 . Profiles are obtained with A ∗ = 0 , V app = 1 , h 00 = 10 and r ∞ = 15 . 
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here p is the excess pressure in the film, and, v z and v r are the

 and r components of the continuous phase velocity. The flow

ithin the particles, on the other hand, is approximated by the in-

ompressible Stokes equations 

d ∇ 

2 v d = ∇p d (9) 

nd 

 · v d = 0 (10) 

here p d and v d are the dispersed phase pressure and velocity

elds, respectively. The flows in both phases are coupled via a set

f boundary conditions valid at the interface, z = h (r, t) / 2 : the no-

lip condition, the kinematic condition, and the tangential and the

ormal components of the stress balance given by 

v r | z= h/ 2 = U (11) 

1 ∂h = v z | z= h/ 2 −
1 ∂h 

v r | z= h/ 2 (12) 

2 ∂t 2 ∂r 
μc 
∂v r 
∂z 

∣∣∣∣
z= h/ 2 

= τd (13) 

p = 

2 σ

R p 
− σ

1 

2 r 

∂ 

∂r 

(
r 
∂h 

∂r 

)
+ 

A 

6 πh 

3 
(14) 

espectively. The kinematic condition, Eq. (12) , appears due to the

ontinuity between the normal component of the velocity of the

hin film and the normal speed of the interface (given by 1 
2 

∂h 
∂t 

).

ere, U is the tangential velocity of the interface, τ d is the particle-

ide tangential stress evaluated at the interface, A is the Hamaker

onstant, and the deviations in the particle-side pressure are ne-

lected in Eq. (14) due to the gentle collision assumption. Further-

ore, it is assumed that at a large enough radial distance, at r ∞ 

,

he shape of the interface and the approach velocity are unaffected
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(  
by the collision. Then, the conditions, 

p | r= r ∞ = 0 and 

∂h 

∂t 

∣∣∣∣
r= r ∞ 

= −V app (15)

hold. Eq. (15) form the set of boundary conditions for p and h

together with the symmetry conditions at r = 0 . The initial film

thickness is taken as 

h = h 00 + 

r 2 

R p 
(16)

to resemble the distance between two spherical fluid parti-

cles. To determine U , the boundary integral form of the Stokes

flow is used (reader may refer to Davis et al. (1989) and

Ladyzhenskaya (1969) for further information on the method.) 

 = 

1 

μd 

∫ r ∞ 

0 

I(ρ, θ ) τd dρ (17)

where 

I(ρ, θ ) = 

ρ

2 π

∫ π

0 

cosθ√ 

r 2 + ρ2 − 2 rρ cos θ
d θ (18)

2.2. Dimensionless equations 

By applying the transformations 

˜ h = 

h 

ε2 R p 
, ˜ r = 

r 

εR p 
, ˜ v r = 

v r μc 

ε3 σ
, ˜ v z = 

v z μc 

ε4 σ
, 

˜ 
 app = 

V app μc 

ε4 σ
, ˜ p = 

pR p 

σ
, ˜ τd = 

τd R p 

εσ
, ˜ t = 

tεσ

μd R p 
(19)

the Eqs. (7) –(8) and (11) –(16) are rendered dimensionless as 

∂ ̃  p 

∂ ̃  r 
= 

∂ 2 ˜ v r 
∂ ̃  z 2 

, 
∂ ̃  p 

∂ ̃  z 
= 0 (20)

∂ ˜ v z 
∂ ̃  z 

+ 

1 

˜ r 

∂ 

∂ ̃  r 
( ̃ r ̃  v r ) = 0 (21)

˜ v r | ˜ z = ̃ h / 2 = 

˜ U (22)

1 

2 λ∗
∂ ̃  h 

∂ ̃  t 
= 

˜ v z | ˜ z = ̃ h / 2 −
1 

2 

∂ ̃  h 

∂r 
˜ v r | ˜ z = ̃ h / 2 (23)

− ∂ ˜ v r 
∂ ̃  z 

∣∣∣∣
˜ z = ̃ h / 2 

= ˜ τd (24)

˜ p = 2 − 1 

2 ̃

 r 

∂ 

∂ ̃  r 

(
˜ r 
∂ ̃  h 

∂ ̃  r 

)
+ 

A 

∗

˜ h 

3 
(25)

˜ p | ˜ r = ̃ r ∞ = 0 , 
∂ ̃  h 

∂ ̃  t 

∣∣∣∣
˜ r = ̃ r ∞ 

= −λ∗ ˜ V app (26)

and 

˜ h = 

˜ h 00 + ̃

 r 2 (27)

where A 

∗ = 

A 

6 πε6 R 2 p σ
and λ∗ = 

μd ε
μc 

. The non-dimensionalized nor-

mal stress balance also requires a restriction on the magnitude of

the capillary number, Ca = 

μc V app 

σ ≈ ε4 , as discussed for thin film

analyses in general by Oron et al. (1997) . On the other hand, the

boundary integral equation, Eq. (17) , becomes 

˜ 
 = 

1 

λ∗

∫ ˜ r ∞ 

0 

˜ I ( ̃  ρ, θ ) ˜ τd d ̃  ρ = 

1 

λ∗
ˆ U (28)

and substituting r = ̃  r and ρ = ˜ ρ into Eq. (18) gives ˜ I ( ̃  ρ, θ ) . Here-

after, all equations are given in dimensionless form; therefore,
ildes are omitted in the transformed variables. Solving Eq. (20) ,

nd, applying Eq. (22) at z = h/ 2 together with the symmetry con-

ition at r axis, yields 

 r = 

1 

2 

∂ p 

∂r 

( 

z 2 −
(

h 

2 

)2 
) 

+ U (29)

learly indicating two distinct contributions to the radial velocity,

he parabolic flow driven by the pressure gradient inside the film

nd the interfacially-driven plug flow. Then, the tangential compo-

ent of the stress balance, Eq. (24) , becomes 

h 

2 

∂ p 

∂r 
= τd (30)

nce v r is known, the z component of the film velocity, v z , is de-

ermined via Eq. (21) . Finally, by substituting v z and v r (given by

q. (29) into Eq. (23) , the thinning equation is found: 

∂h 

∂t 
= 

1 

r 

[
λ∗

12 

∂ 

∂r 

(
r 
∂ p 

∂r 
h 

3 

)
− ∂ 

∂r 

(
r ̂  U h 

)]
(31)

espite the differences in the characteristic scales employed, the

quation is exactly the same as the Bazhlekov et al. (20 0 0) ’s thin-

ing equation, and reveals that the effects of the parabolic and the

lug flows in the film are weighted by the dispersed to the con-

inuous phase viscosity ratio via λ∗. That brings out the classifica-

ion of the interfaces in terms of their mobility. At very high values

f λ∗, the interface attains infinitesimal values of ˆ U and becomes

angentially immobile, whereas at low λ∗ the thinning equation is

ominated by the plug flow’s contribution, earning the title of fully

obile interface following Davis et al. (1989) ’s description. In these

xtreme cases, Eq. (31) can be simplified by only taking into ac-

ount the dominant terms for the respective case and neglecting

he other. Then, for the immobile case 

∂h 

∂t 
= 

1 

12 r 

∂ 

∂r 

(
r 
∂ p 

∂r 
h 

3 

)
(32)

nd for the fully mobile case 

∂h 

∂t 
= −1 

r 

∂ 

∂r 

(
r ̂  U h 

)
(33)

an be used as the thinning equation. Notice that, in the immobile

ase, λ∗ is included in the time scale by setting t̄ = 

μc R p 

ε2 σ
, which

urther implies that the right hand side of the velocity boundary

ondition in Eq. (26) becomes −V app . The thinning equation for

he fully mobile case, Eq. (33) , can be obtained by setting λ∗ = 0

n Eq. (31) . Therefore, the fully mobile case is referred to as the
∗ = 0 case, hereafter. However, this only implies that the first

erm on the right hand side of Eq. (31) is negligible, and does not

uggest the physical value of λ∗ to be actually zero. Additionally,

ven though the name ‘the λ∗ = 0 case’ used for the fully mo-

ile case evokes the opposite, the λ∗ appearing in the boundary

ondition, Eq. (26) , is not zero, but it is rather a small physical

alue. On the other hand, at moderate values of λ∗ (corresponds

o Davis et al. (1989) ’s partially mobile interface), contributions of

oth flows have non-negligible effects on thinning and Eq. (31) is

irectly employed without any further simplifications. In all cases,

he thinning equation is coupled with Eq. (25) , and except the im-

obile case, Eqs. (28) and (30) are used to determine ˆ U . 

. Numerical procedure 

For each one of the three mobility cases (the partially mobile,

he immobile and the fully mobile interfaces) given in Section 2.2 ,

 different solver is employed. However, these solvers share some

haracteristics: In all cases, the corresponding thinning equation

 Eqs. (31) , (32) or (33) ) is solved simultaneously with Eq. (25) . The
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oundary conditions given in Eq. (26) hold together with the sym-

etry conditions for both h and p at r = 0 . The spatial discretiza-

ion scheme is either a spectral one based on Chebyshev polyno-

ials, or consists of spectral elements, which are again based on

hebyshev polynomials. The elements are used in some cases to

btain higher spatial resolution without drastically increasing the

omputational efforts. However, when spectral elements are used,

ince Chebyshev polynomials are only c 0 continuous on the ele-

ent boundaries ( Patera, 1984; Karniadakis and Sherwin, 2013 ),

he solver fails to give accurate results for differential equations

ith order higher than one. Therefore, the second order differen-

ial equations, the thinning equation (one of Eqs. (31) –(33) ) and

q. (25) , are converted into a set of four first order differential

quations in the spectral element solvers. The transformation is

one by setting Y 1 = h, Y 2 = 

∂h 
∂r 

, Y 3 = p, Y 4 = 

∂ p 
∂r 

. In all solvers,

he second order backward differentiation is used to discretize the

ime derivatives. 

In mobile cases, computation of ˆ U is required via the Bound-

ry Integral equation, Eq. (28) . However, the equation has an inher-

nt singularity at ρ = r and θ = 0 as can be seen from Eqs. (17) to

18) . To the best of our knowledge, the works in the literature that

imulate similar thinning equations to ours, do not explicitly re-

eal their methods of coping with the singularity. Therefore, we

ttempt to give some insight on our method in this section. First,

tarting with Eq. (28) , the integral defining ˆ U is divided into three

arts to isolate the singularity: 

ˆ 
 = 

∫ r ∞ 

0 

I(ρ, θ ) τd dρ = 

∫ r−δ

0 

I(ρ, θ ) τd dρ

+ 

∫ r+ δ

r−δ
I(ρ, θ ) τd dρ + 

∫ r ∞ 

r+ δ
I(ρ, θ ) τd dρ (34) 

here δ is a small arbitrary number. Here, the singularity is iso-

ated in the second term on the right hand side of Eq. (34) , en-

bling efficient and accurate computation of the first and the last

erms. The kernels in these terms, I ( ρ , θ ), are merely geometric

unctions, and as a result, computed only once at the beginning of

he computation. The singular integral, however, is treated further.

ollowing Section 8.2 of Scott et al. (2013) , a coordinate transfor-

ation (sketched in Fig. 2 ) is applied to shift the singular point to

he origin of a polar coordinate system, from ( ρ , θ ) to ( R , ϕ) via 

− r = R sinϕ, θ = R cosϕ (35) 

s can be seen from Fig. 2 , the transformation requires the inte-

ration domain to be handled in three separate parts. The singular

ntegral, then, is written in terms of the summation of these three

ntegrals as 

∫ r+ δ

r−δ
I ( ρ, θ ) τd ( ρ) dρ

= 

3 ∑ 

k =1 

{∫ R k 

0 

∫ ϕ k +1 

ϕ k 

I ( R, ϕ ) τd ( R, ϕ ) R d ϕ d R 

}
(36) 

here 

R k = 

[
−δ

sinϕ 

, 
π

cosϕ 

, 
δ

sinϕ 

]
, ϕ k = 

[
−π

2 

, tan 

−1 

(
−δ

π

)
, 

tan 

−1 

(
δ

π

)
, 

π

2 

]

nd 

 ( R, ϕ ) = 

( r + R sinϕ ) cos ( R cosϕ ) √ 

r 2 + ( r + R sinϕ ) 
2 − 2 r ( r + R sinϕ ) cos ( R cosϕ ) 

(37) 
A  
ext, by assuming τ d is constant in the δ vicinity of r = ρ,

q. (34) turns out to be 

ˆ 
 = 

∫ r−δ

0 

I(ρ, θ ) τd dρ + τd 

3 ∑ 

k =1 

{∫ R k 

0 

∫ ϕ k +1 

ϕ k 

I ( R, ϕ ) R d ϕ d R 

}

+ 

∫ r ∞ 

r+ δ
I(ρ, θ ) τd dρ (38) 

n which, now, the singular part of the integral is also given

s a purely geometrical function, that is computed only once

hroughout the simulation. Finally, all the integrals, in Eq. (38) , are

ransformed into matrix form using quadrature rules, so that the

oundary Integral equation can be written as 

ˆ 
 = [ A ] τd (39) 

here [ A ] is the integration matrix. Some key details in derivation

f [ A ] is provided in the Appendix A. The accuracy of the approxi-

ation might depend heavily on the value of the small parameter

when it is selected poorly. In our simulations this value is taken

s low as 10 −4 - 10 −5 , around which no further significant depen-

ence of ˆ U on the value of δ is observed. For mobile cases (except

or λ∗ = 0 ), first, the Eqs. (25) and (31) are solved simultaneously

t a given time step; then, through Eqs. (30) and (39) , τ d and 

ˆ U are

etermined; and finally, ˆ U is fed to the next time step as an input.

hereas, in the fully mobile case ( λ∗ = 0 ), Eqs. (25) , (30), (33) and

39) are solved simultaneously to obtain a more stable numerical

cheme, which is found to be a must, especially in the early stages

f the simulation. 

. Results and discussion 

Although the models in this work are not capable of rendering

he rupture of the interface, it is possible to foresee it by consider-

ng non-zero A 

∗ values. At a critical film thickness that depends on

he magnitude of A 

∗, the attractive van der Waals forces become

uch more influential than the resistance within the film. This re-

ults in very rapid thinning of the film, after which the rupture of

he interface is extremely likely. Since the time scale of the rupture

s much smaller than the time scale of the film drainage until the

ritical rupture thickness is reached, the coalescence time is deter-

ined by approximating it as the drainage time, without actually

odeling the rupturing phenomenon itself. Due to this approach,

he value given as the dimensionless coalescence time, t c , is the

imulation time between the beginning of the numerical simula-

ion and the time right before the rupture in the corresponding

imulation. 

.1. Immobile interfaces 

In their Fig. 4, Klaseboer et al. (20 0 0) presents the film thick-

ess profiles at different times obtained for their immobile model

ith the constant approach velocity boundary condition. To vali-

ate the immobile solver described in Section 3 , their results are

eproduced by setting A 

∗ = 0 and V app = 1 , and given in Fig. 3 . The

esults of our immobile solver seem to be in perfect agreement

ith those of Klaseboer et al. (20 0 0) ’s. For t > 0, the formation of

he dimple is clearly seen in Fig. 3 . However, due to the absence

f the disjoining pressure ( A 

∗ = 0 ), the rupture of the film is not

stimated. 

Fig. 4 presents the coalescence time, t c , as a function of the

elative approach velocity for different non-zero values of A 

∗.

or all the values of A 

∗ considered here, three distinct types of

rainage/coalescence behavior are observed. First, at very low

pproach velocities, t c decreases with V app following a power law

ype relation, i.e., a linear relation between log (t c ) and log (V app ) .

n example of the ‘low velocity drainage’ can be seen in Fig. 5 (a),
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Fig. 4. Coalescence time for immobile interfaces as a function of the relative ap- 

proach velocity. Profiles are obtained with h 00 = 10 and r ∞ = 15 . 
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V  
in which the time evolution of the film thickness for V app = 0 . 003

and A 

∗ = 10 −4 is shown. In that type of drainage, the attractive

van der Waals forces become significant before the capillary forces

act substantially, resulting in rupture at r = 0 , the center of the

fluid particle (nose rupture). The low velocity drainage behavior

continues until a critical velocity is reached. After this critical

velocity, the capillary forces become influential before the rupture
Fig. 5. Time evolution of the film thickness in different regimes: (a) the low velocity regi

the multiple rim regime (pimpling and rippling behaviors, respectively). Profiles are obtai
ccurs, and as a result, a dimple shape emerges. Hereafter, this

ritical velocity is referred to as the dimpling velocity, V dimp .

he results indicate that V dimp increases as the attractive forces

ets stronger meaning that stronger capillary forces are required

or the dimple formation as A 

∗ increases. Fig. 5 (b) reveals the

ypical drainage process (obtained for V app = 0 . 01 and A 

∗ = 10 −4 )

n this regime. Although, first two profiles are similar to the ones

bserved in the low velocity drainage regime, in later stages of

he drainage (after t > 1040) the dimple becomes visible, and the

upture occurs on the rim instead of the center (rim rupture).

n this regime, t c continues to decrease with increasing V app , but

he decrease becomes less and less dramatical as V app increases,

nd eventually, t c passes through a minimum. Right after the

inimum, further increase in the velocity brings out the third

egime, where multiple rim-like structures emerge before rupture

nd t c increases with V app . This second critical velocity is denoted

s V mult . Two examples of the time evolution of the film thick-

ess in the ‘multiple-rim’ regime are provided in Fig. 5 (c) and

d), which fall into the category of pimpling and rippling of the

nterface, respectively. Here, the pimple refers to the emergence of

n additional local minimum such that the main rim is positioned

n between the center of the fluid particle and the new local min-

mum, whereas the term ripple is used when multiple additional

inima and maxima are encountered (Reader may refer to Section

.1.2 of Chan et al. (2011) for more detail and visualization of the

nterface shapes). The slope of log (V app ) versus log (t c ) in the first

egion, and the critical velocities, V dimp and V mult , can be used to

dentify each curve in Fig. 4 . The corresponding values are deter-

ined as: d( log (t c )) /d( log (V app )) = [ −0 . 994 , −0 . 992 , −0 . 988] ,

 dimp = [0 . 2 , 0 . 05 , 0 . 01] and V mult = [0 . 9 , 0 . 3 , 0 . 09] , for A 

∗ =
me, the nose rupture, (b) the dimpled drainage regime, the rim rupture, (c) and (d) 

ned with A ∗ = 10 −4 , h 00 = 10 and r ∞ = 15 . 
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Fig. 6. Fig. 4 of Bazhlekov et al. (20 0 0) reproduced for validation of the mobile solvers. Thin film thickness as a function of r and t for (a) λ∗ = 0 , (b) λ∗ = 10 , (c) λ∗ = 100 

and (d) λ∗ = 10 0 0 . In all cases A ∗ = 0 , λ∗V app = 1 , h 00 = 2 and r ∞ = 30 . 
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10 −2 , 10 −3 , 10 −4 ] , implying that, just as V app does, V mult also

ncreases with increasing A 

∗, whereas the slope decreases. The

nalysis is carried out by assuming that the interface immobility

s due to the very high dispersed to continuous phase viscosity

atio, however the applicability of the observations should be

ndependent of the source of the interfacial immobilization, as in

ll types of immobilization the tangential velocity of the interface,
ˆ 
 , is zero. 

.2. Mobile interfaces 

To validate the mobile solvers described in Section 3 , the re-

ults of Bazhlekov et al. (20 0 0) for the constant approach ve-

ocity boundary condition are reproduced by setting A 

∗ = 0 and
∗V app = 1 . Fig. 6 corresponds to their Fig. 4 and presents the evo-

ution of the film thickness as a function of time and radial posi-

ion at different λ∗. For all values of λ∗ presented in the Fig. 6 dim-

le formation at the interface is observed. Although it is not pos-

ible to compare the numerical values for the film thickness di-

ectly, excellent visual agreement is observed for partially mo-

ile cases λ∗ = 10 , λ∗ = 100 and λ∗ = 10 0 0 . For λ∗ = 0 , however,

ur solver does not produce the very sharp gradients shown by

azhlekov et al. (20 0 0) at t = 96 , although at the earlier times the

esults seem to be in agreement. This discrepancy might appear

ue to the different numerical techniques employed, i.e., finite dif-

erence in Bazhlekov et al. (20 0 0) and spectral methods in this

ork, or due to the differences in treatment of the boundary in-

egral. Here, we cannot give any further discussion on the latter
ossibility, since Bazhlekov et al. (20 0 0) does not provide any de-

ailed information on their treatment. 

As mentioned earlier in the end of Section 2.2 , the λ∗ = 0

ase refers to the fully mobile interfaces. In this case, the value

f λ∗ is sufficiently small (yet non-zero) enough to render the

rst term on the right hand side of Eq. (31) negligible, enabling

s to approximate the drainage via Eq. (33) by setting λ∗ = 0 in

q. (31) . However, in the boundary condition, Eq. (26) , λ∗ is not

aken as zero, but rather as the small physical value itself, im-

lying that λ∗V app 	 = 0. Then, a viscosity ratio sweep is carried out

o determine the λ∗ value, below which the drainage can be ap-

roximated with the λ∗ = 0 case. To carry out the viscosity ratio

weep, first, the results for the very low viscosity ratio limit are

btained by solving the λ∗ = 0 case for each value of the non-

imensionalized Hamaker constant, A 

∗ = [10 −2 , 10 −3 , 10 −4 ] . Then,

tarting with λ∗ = 100 , the viscosity ratio is lowered to one tenth

f its previous value, until the results visually converge to the re-

ults of λ∗ = 0 , i.e., the low viscosity ratio limit. For A 

∗ = 10 −2 and

 

∗ = 10 −3 , this value is found as λ∗ = 0 . 1 , whereas for A 

∗ = 10 −4 ,
∗ = 1 seems sufficiently close. For any phyiscal value of λ∗ smaller

han each corresponding limit, the results from the λ∗ = 0 case can

e used to estimate the drainage/coalescence behavior. 

The left column of Fig. 7 reveals the behavior of t c as a function

f λ∗V app , and the actual V app dependence of t c is presented on the

ight column by dividing each dataset by the corresponding value

f λ∗. On the right column, the λ∗ = 0 results are not given, since

t implies a division by zero. However, the curves given on the

eft column for λ∗ = 0 can be adjusted by dividing λ∗V app by the

mall physical value of λ∗. The only restriction is that this physical



232 S.C. Ozan and H.A. Jakobsen / International Journal of Multiphase Flow 119 (2019) 223–236 

Fig. 7. Coalescence time for mobile interfaces as a function of λ∗V app on the left, (a) - (c), and as a function of V app on right, (d) - (f). Each curve corresponds to a different 

λ∗ value: solid line ( λ∗ = 0 ), stars ( λ∗ = 0 . 1 ), dashed line ( λ∗ = 1 ), dotted line ( λ∗ = 10 ), dashed-dotted line ( λ∗ = 100 ). All results are obtained with h 00 = 2 and r ∞ = 30 . 
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value should be smaller than 0.1 for A 

∗ = 10 −2 and A 

∗ = 10 −3 , and

smaller than 1 for A 

∗ = 10 −4 based on the insight obtained from

the viscosity ratio sweeps mentioned earlier in this section. This

implies that the changes in λ∗ in that limit do not actually affect

the behavior of t c against V app , but rather only shifts the values of

V app . 

Similar to the mobile interfaces, three distinct types of behav-

ior are also observed for the immobile interfaces: the linear slow

drainage region for low velocities, the dimpled drainage region af-

ter V dimp is achieved, and after passing a minimum the multiple-

rim region where t c begins to increase with V app . The linear regime

has also been observed experimentally by Orvalho et al. (2015) .

Furthermore, the regime implies that as V app approaches zero, t c 
attains very large values. This observation coincides with the ex-
erimental results of Yaminsky et al. (2010) , where they observe a

table film in finite time in the very small V app limit. Both the first

nd second regimes, as well as the minimum point, have been ob-

erved experimentally by Del Castillo et al. (2011) . However, to the

est of our knowledge, an experimental work that could be used

o validate the multiple-rim region does not exist in the literature.

he right column of Fig. 7 shows that at a given value of V app , t c is

arger for smaller λ∗ as long as V app falls into the linear or the dim-

led drainage regions for both values of λ∗ compared, or in other

ords as long as multiple-rims are not present in neither of the λ∗

alues. On the other hand, as can be concluded from the presence

f intersecting curves in the multiple-rim regime (e.g. λ∗ = 1 and
∗ = 10 curves in Fig. 7 (f)), t c can be larger for higher λ∗. As an in-

rease in λ∗ can be analyzed as a decrease in the continuous phase
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Fig. 8. The slope, d ( log (t c )) /d ( log (V app )) , in the slow drainage regime computed at different A ∗ for λ∗ = 0 , 1 , 10 , 100 . 

Fig. 9. Critical velocities restricting the dimpled drainage region, V dimp and V mult , computed at different A ∗ for λ∗ = 1 , 10 , 100 . The values given for immobile interfaces 

( λ∗ → ∞ ) do not correspond to any particular value of λ∗ and positioned on the far right of the plots only for the purpose of visual comparison between the critical 

velocities. 
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iscosity, higher film drainage rates (and as a results lower t c ) for

igher λ∗ are expected. This behavior is clearly observed for the

rst two regions. However, the possible opposite trend in the third

egion might be explained by the emergence of multiple-rims, as

he emergence of rims is shown to slow down the drainage and

onsequently increase t c . In addition, Del Castillo et al. (2011) ob-

erves an almost constant t c after the minimum point instead of

he obvious increase in the present results, and does not report

ny multiple-rim shape. This deficiency as V app increases drasti-

ally may suggest that the drainage transforms into an inertial one

eaning that it is governed by the acceleration of the particles,

hich is not adequately modeled by the drainage equations em-
loyed in this work, rather than being governed by the viscous ef-

ects in the film or the interfacial deformations. 

In the first region, the slow drainage regime, the attractive van

er Waals forces are dominant compared to the capillary forces.

hat results in no dimpling and the rupture is on the center of

he particle, i.e., the nose type rupture is observed. Here, log (t c )

s a linear function of log (V app ) . As can be seen from Fig. 8 ,

he slope of this linear relation, d ( log (t c )) /d ( log (V app )) , varies

ith A 

∗ and λ∗. In the low viscosity ratio limit, i.e., λ∗ = 0 so-

ution, the respective slopes for A 

∗ = [10 −2 , 10 −3 , 10 −4 ] are deter-

ined as −0 . 853 , −0 . 852 and −0 . 830 , which show an exceptional

greement with the experimentally determined value of −0 . 85 by
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c  
Orvalho et al. (2015) in their experiments with bubbles in liquids

of different viscosities. On the other extreme, λ∗ → ∞ , the val-

ues of the slopes seem to approach those obtained for the im-

mobile interfaces in Section 4.1 , −0 . 994 , −0 . 992 and −0 . 988 for

A 

∗ = [10 −2 , 10 −3 , 10 −4 ] , respectively. 

The dimpled drainage regime, follows the slow drainage region.

Here, with the help of the increasing V app , the capillary forces

manage to act significantly before the coalescence, resulting in

dimpling of the interface. The interface ruptures at the rim instead

of at the center of the particle. The coalescence time still decreases

with V app , but less dramatically compared to the first region, until

it eventually reaches to a minimum. This region is observed for

V dimp < V app < V mult . The critical velocities, V dimp and V mult for dif-

ferent values of A 

∗ and λ∗ are presented in Fig. 9 , with the stars at

the right end standing for the immobile solver’s results, which can

be analyzed as the values for λ∗ → ∞ . As discussed for the immo-

bile interfaces, the critical velocities again decrease with decreas-

ing A 

∗. Now, in addition, the effect of λ∗ on V dimp and V mult are

revealed: in all cases, they decrease with increasing λ∗ and eventu-

ally converge to the values obtained for immobile interfaces. Again,

the increase in λ∗ can be interpreted as a decrease in the film

viscosity. As the film viscosity decreases, the film is expected to

show less resistance both to the drainage and to the emergence

of the rims on the interface. Therefore, for higher λ∗, lower ap-

proach velocities are expected to be required to overcome the re-

sistance from the film against the emergence of rims, which results

in lower critical velocities, V dimp and V mult . The critical velocities

for the λ∗ = 0 case are not given in Fig. 9 , once again to avoid di-

vision by 0. However, the λ∗V app values separating the regions are
Fig. 10. Time evolution of the film thickness for (a) the pimple and (b) the wimple 

interface shapes. All results are obtained with h 00 = 2 and r ∞ = 30 . 
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ound to be λ∗V dimp = [0 . 4 , 0 . 1 , 0 . 05] and λ∗V mult = [17 , 25 , 30] for

 

∗ = [10 −2 , 10 −3 , 10 −4 ] , respectively. In the limit of λ∗ → 0, these

alues can be converted into V dimp and V mult values by dividing

hem by the physical value of λ∗. 

Previously, for the immobile interfaces, the increase in t c in the

ast region has been associated with the emergence of the addi-

ional rims at the interface. This observation still holds for all the

ases where λ∗ 	 = 0. However, when λ∗ = 0 in the drainage equa-

ion, the interface begins to exhibit a wimple shape after V mult is

chieved, instead of pimpling. Just like the pimple or the ripple

hapes, the wimple still leads to an increase in the surface area

nd in t c . Fig. 10 (a) and (b) demonstrate pimpling and wimpling of

he interface, respectively. As can be seen in the case of the pim-

le, a secondary local minimum appears after the rim and dh / dr

etween the center and the rim is negative. On the other hand, in

he case of the wimple, a local maximum appears in between the

im and the center, and dh / dr is positive between center and the

ocal maximum. In all cases where λ∗ 	 = 0 given in this work, no

impled interface is observed. This observation implies that the

xistence of the pressure gradient term in the drainage equation

q. (31) , i.e., the parabolic component of the film velocity, favors

he pimpling or rippling of the interface and prohibits the emer-

ence of a wimple shape. 

. Conclusions 

In this work, the effect of the relative approach velocity ( V app )

ogether with the effects of the dispersed to continuous phase vis-

osity ratio (via λ∗) and the attractive Van der waals forces (via

 

∗) on the coalescence time of two fluid particles colliding along

heir centerlines ( t c ), is investigated. Although models similar to

he ones used in the current work are present in the literature,

he preexisting ones fail to estimate the coalescence time since

hey do not include the disjoining pressure in their models. Fur-

hermore, they fail to investigate the effect of the approach ve-

ocity explicitly on the drainage rate and consequently on the co-

lescence time. The modifications on the models present in the

urrent study enable the investigation of t c as a function of V app ,
∗ and A 

∗, thereby matching some experimental observations such

s those of Yaminsky et al. (2010) , Del Castillo et al. (2011) and

rvalho et al. (2015) . 

The simulations indicate that regardless of the magnitudes of

he viscosity ratio and the attractive Van der Waals forces, three

istinct behaviors of drainage/coalescence are observed as V app 

hanges. In other words, for all values of λ∗ and A 

∗, as V app in-

reases the sequential regimes of the linear slow drainage, the

impled drainage and the multiple-rim drainage are observed. To

uantify the behavior of the coalescence time the critical veloc-

ties separating the regimes, V dimp and V mult , and the slope of

 ( log (t c )) /d ( log (V app )) in the first region are computed. V dimp cor-

esponds to V app at which the interface dimples and the linear

rend between log (t c ) and log (V app ) disappears, whereas V mult is

he value of V app at which multiple-rims begin to emerge and

 c obtains its minimum value. The slope of the linear region de-

reases with increasing A 

∗ for all values of λ∗ including the im-

obile interfaces where λ∗ → ∞ . Similarly, for all values of A 

∗, in-

reasing λ∗ results in a decrease in the slope, which converges to

0 . 99 and −0 . 85 in the limits of λ∗ → ∞ and λ∗ → 0, respectively.

he critical velocities, V dimp and V mult , decrease with increasing λ∗

nd decreasing A 

∗, and eventually converge to the corresponding

alues obtained via the immobile solver ( λ∗ → ∞ ). The former be-

avior is associated to the lower resistance to the emergence of

ims on the interface at higher values of λ∗, i.e., smaller velocities

re sufficient to overcome the resistance in the film against the for-

ation of the rims. On the other hand, the latter is explained by

he requirement of the lower velocities for the capillary forces to
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ominate over the weaker attractive van der Waals forces, which

gain favor the emergence of rims on the interface. Finally, in the

hird region, the interface pimples first and ripples afterwards as

 app further increases when λ∗ 	 = 0, whereas wimpling of the in-

erface is encountered instead of pimpling in the λ∗ = 0 case. This

uggests that the presence of the parabolic contribution in the film

elocity favors the pimpling of the interface rather than wimpling. 

The conclusions derived from the current work coincide with

 number of experimental observations present in the literature.

he trends observed in the linear and the dimpled regions, to-

ether with the presence of a minimum, qualitatively agree with

he results of Del Castillo et al. (2011) obtained in their experi-

ents with air bubbles in pure water. Moreover, in the limit of

 app → 0, the simulations suggest an infinite time is required for

oalescence to occur, which agree with the Yaminsky et al. (2010) ’s

xperimental observation. A quantitative agreement is also present

etween the slopes of the first region obtained via the simula-

ions in the limit of very low viscosity ratios, i.e., λ∗ → 0, and the

lope of the linear trend obtained by Orvalho et al. (2015) in their

xperiments with air bubbles and liquids with various viscosities.

he experimental value determined by Orvalho et al. (2015) reads

 ( log (t c )) /d ( log (V app )) = −0 . 85 , whereas our simulations deter-

ines d ( log (t c )) /d ( log (V app )) = [ −0 . 853 , −0852 , −0 . 830] for A 

∗ =
10 −2 , 10 −3 , 10 −4 ] . The lack of experimental validation of the third

egion present in our simulations may indicate our models’ low

ccuracy in the high V app limit due to additional physical mecha-

isms missing in the models, which might be only non-negligible

or high V app . For further quantitative comparison between t c val-

es obtained in the present work and the ones reported in the ex-

erimental studies, the value of the small parameter, ε, is needed.

he determination of ε requires the knowledge of the particle size

nd the initial separation distance, at which the fluid particles start

o interact, as it can be computed through Eq. (5) . Unfortunately,

he experimental studies mentioned here do not provide clear in-

ormation on the initial separation distance. Once ε is known, the

alues of V app , A 

∗ and λ∗ that coincide with the experimental pa-

ameters can be computed, and the corresponding t c can be read

rom either Fig. 4 or Fig. 7 . Finally, by employing the time scale

iven in Eq. (19) , the dimensionless t c value can be dimensional-

zed to reveal the actual time of coalescence. 
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ppendix 

First, the geometric function I ( ρ , θ ) given by Eq. (18) computed

sing MATLAB’s built-in integration subroutines. In that step, the

alue of I ( ρ , θ ) at the singular points, i.e., ρ = r, is approximated as

he average of I ( ρ , θ ) evaluated at ρ = r − δ and ρ = r + δ. The av-

raged integrand is denoted as I av ( ρ , θ ), hereafter. That enables the

omputation of the non-singular integrals, the first and third ones

n Eq. (38) , as a single continuous integral. However, this approach

esults in a small region in between ρ = r − δ and ρ = r + δ, which

s taken into account by both the new non-singular integral and

he singular integral in Eq. (38) . Then, it is possible to rewrite

q. (38) as 

ˆ 
 (r) = 

∫ r ∞ 

0 

I a v (ρ, θ ) τd dρ + τd 

3 ∑ 

k =1 

{∫ R k 

0 

∫ ϕ k +1 

ϕ k 

I ( R, ϕ ) R dϕ dR 

}
+ E(r) (40) 

here E emerges due to the double-counting of the small region.

nce the integration with respect to θ is carried out in I av ( ρ , θ ),
he θ dependence disappears and a kernel Z ( r, ρ) that multiplies

he stress τ d appears. Then, Eq. (40) becomes 

ˆ 
 (r) = 

∫ r ∞ 

0 

Z(ρ, r) τd dρ + τd 

3 ∑ 

k =1 

{∫ R k 

0 

∫ ϕ k +1 

ϕ k 

I ( R, ϕ ) R dϕ dR 

}
+ E(r) (41) 

ollowing Guo et al. (2013) the definite integration of a quantity v

an be carried out by using the collocation points ( n ) via 

 1 

−1 

v d ρ = −
N ∑ 

e v en,n =0 

2 ̂

 v n 
n 

2 − 1 

(42) 

here v and its counterpart in Chebyshev pseudospecturm, ˆ v , is

elated via 

 

−1 v = 

ˆ v (43) 

nd 

T −1 
)

np 
= 

2 ( −1 ) 
n 

N ̄c n ̄c p 
cos 

(
np 




N 

)
(44) 

here c̄ n = 2 for n = 0 or n = N, and c̄ n = 1 for 1 ≤ n ≤ N − 1 . Here,

he integrand v corresponds to Z ( ρ , r ) τ d for the first integral in

q. (41) . Then, by substituting ˆ v via Eq. (43) 

 1 

−1 

v d ρ = −
N ∑ 

e v en,n =0 

2 ̂

 v n 
n 

2 − 1 

= −
N ∑ 

e v en,n =0 

2 

(
T −1 v 

)
n 

n 

2 − 1 

(45) 

s obtained, where T −1 is known in matrix form as given

y Eq. (44) . This further implies that the right hand side of

q. (45) can be rewritten as 

 1 

−1 

v d ρ = −
N ∑ 

e v en,n =0 

2 

(
T −1 v 

)
n 

n 

2 − 1 

= bv (46)

here b is a known row vector, which multiplies the column vec-

or v to give the result of the integration. Finally, by mapping the

ntegration domain defined in [ −1 , 1] to the domain of interest [0,

 ∞ 

] 
 r ∞ 

0 

v d ρ = 

˜ b v (47) 

elation is obtained. Here, ˜ b is scaled due to the mapping of the

ntegration domain. That operation corresponds to a single inte-

ration with respect to ρ at a given r . It is possible to compose a

atrix [ ̃  B ] , which carries out the integration with respect to ρ for

ll r . This approach is proven to be accurate by testing the matrix

gainst various analytically integrable functions. Then, Eq. (41) can

e written as 

ˆ 
 (r) = [ ̃  B ] Z(ρ, r) τd + τd 

3 ∑ 

k =1 

{∫ R k 

0 

∫ ϕ k +1 

ϕ k 

I ( R, ϕ ) R d ϕ d R 

}
+ E(r) 

(48) 

n which the non-singular part of ˆ U is given in terms of an inte-

ration matrix [ ̃  B ] applying on Z ( ρ , r ) τ d . Since Z ( ρ , r ) is known,

 C 1 (ρ, r)] = [ ̃  B ] Z(ρ, r) is defined in order to write down the equa-

ion in a more compact form. Next, the integrals in the second

erm of Eq. (41) are computed once again using the built-in inte-

ration functions of MATLAB and summed, yielding the multipliers

f τ d in that term, which is denoted as [ C 2 ]. Here, [ C 2 ] is a function

f ρ and r , but it is a diagonal matrix, since this part of the inte-

ral corresponds to the singular part, i.e., defined for ρ = r. Then,

q. (48) becomes 

ˆ 
 (r) = [ C 1 (ρ, r)] τd + [ C 2 (ρ, r )] τd + E(r ) (49)

fter all the manipulations, only E ( r ) remains to be dealt with. This

rea that has been taken into twice corresponds to the area of the

https://doi.org/10.13039/501100005416
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trapezoidal area under Z ( ρ , r ) τ d between ρ = [ r − δ, r + δ] , which

has to be subtracted from 

ˆ U . The area of the trapezoid is given by

Area = 

| ( Z(ρ, r) τd ) | ρ= r+ δ − ( Z(ρ, r) τd ) | ρ= r−δ| 
2 

2 δ (50)

Since δ is a very small number, τd (r − δ) ≈ τd (r) ≈ τd (r + δ) is a

valid approximation. Based on this approximation and since τ d is

always positive in the physical system of the interest, Eq. (50) can

be written as 

Area = 

| Z(ρ, r) | ρ= r+ δ − Z(ρ, r) | ρ= r−δ| 
2 

2 δ τd (51)

Furthermore, due to the averaging procedure carried out in the

beginning of the treatment, Z(r − δ, r) and Z(r + δ, r) are known.

Then, the coinciding area for each point can be written as the

product of a diagonal matrix −[ C 3 ] and τ d via Eq. (51) . Since, the

area has to be subtracted [ C 3 ] τ d corresponds to E ( r ) of Eq. (49) .

Then, 

ˆ 
 (r) = [ C 1 (ρ, r)] τd + [ C 2 (ρ, r)] τd + [ C 3 (ρ, r)] τd = [ A (ρ, r)] τd 

(52)

where [ A ] is the Boundary Integral integration matrix in Section 3 .

Provided that the collocation points are fixed throughout the simu-

lation, [ A ] appears to be purely geometrical meaning that it is com-

puted only once at the beginning of the simulation. The decoupling

of [ A ] and τ d , therefore, significantly lowers the computational ef-

fort. Expressing the Boundary Integral equation in matrix form also

proven to be useful as it enables the implicit implementation of

Eq. (28) to the solver via Eq. (39) . 
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