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Problem Description
Ensuring that a network treats TCP traffic in a "friendly" manner has been an important topic for
at least a decade. A promising stochastic path management (routing) system known as CEAS
(Cross Entropy Ant System) has been developed at the department and Q2S. An important issue is
the level of "TCP friendliness" CEAS may provide.  To investigate this and related questions, it is
suggested to perform comparative studies of the performance of  CEAS based and distant vector
based routing.
 
Work toward this objective ha started as an autumn project, using ns-2 as a tool. The master
thesis is
a continuation of this work, where it will be look at more complex network scenarios. For instance:
- various topologies.
- dependence on the traffic source characteristics.
- multiple TCP streams and background traffic.
- a range of failure characteristics, including link failures statistic observed in operational
networks

An expected outcome of the study is a mapping of the pros and cons of CEAS routed network
relative to distant vector routing for this kind of transport.
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Abstra
t
With the 
ontinuous development of the Internet te
hnologies new routing require-ments have surfa
ed. In response, several adaptive, sto
hasti
 routing algorithms havebeen purposed. The Cross Entropy Ant System (CEAS) is an adaptive, robust anddistributed routing and management system based on the swarm intelligen
e. Severalprototype implementations and enhan
ements have been made on this system, howeverthe level of TCP friendliness the CEAS may provide is yet an important issue.In order to investigate the level of TCP friendliness, the behavior of the CEASsystem during di�erent network dynami
s needs to be understood. For this reason,the behavior of the CEAS system under di�erent network event and its 
orrespondinge�e
ts on TCP performan
e is examined �rst using a simple network. Later the level ofTCP performan
e is measured on 
omplex networks. Also the load sharing 
apabilitiesof the CEAS system is investigated the e�
ien
y of the system to manage and updatea

ording to the network load. Additionally the results are 
ompared against theresults obtained from the standard Link State Routing proto
ol and the Distan
e Ve
torRouting proto
ol under similar 
onditions.In this work, we �nd that the update pro
ess in response to the 
hange in networkdynami
s is slower on CEAS 
ompared to the other systems. However, the updatepro
ess speeds up with the in
rease in the ant rates. During su
h period the useof multiple path redu
es the TCP performan
e. We also �nd that large amount ofpa
kets loop around some links during link failures. Su
h looping redu
es the TCPperforman
e signi�
antly. However, implementing previous hop memory te
hniquei



removes su
h loops and also help TCP resume transmission immediately after the linkfailure.Compare to the LSRP and the DVR, we �nd that CEAS manages network resour
esmore e�
iently to produ
e higher TCP performan
e. We �nd that the CEAS divertsthe data tra�
 on the basis of the quality of the path rather than the length of thepath. We also �nd that the CEAS system handles multiple TCP stream independentlywith equal priority. But the smaller transition delay on the ants 
ompared to thedata pa
ket redu
es the TCP performan
e to some extent. However, for
ing the antsto experien
e longer queuing delay a

ording to the tra�
 load improves the TCPperforman
e as well as helps CEAS update more a

urately.
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Chapter 1
Introdu
tion
1.1 Introdu
tion and MotivationWith the 
ontinuous development of the Internet te
hnologies, large amount of newappli
ations based on the Internet is being evolved. As a 
onsequen
e, the volume ofdata tra�
 is growing enormously. Su
h huge tra�
 
alls for new routing requirementsthose that are s
alable, self adaptive and self manageable. In other words, we requirerouting algorithms that dete
t and utilize its available network resour
es, distributedata tra�
 a
ross multiple paths and qui
kly adapt to the 
hanging network loads andthe network topologies to produ
e low laten
y, low loss and high throughput. A studyby Tangmunarunkit et al. [35℄ shows that the 
urrent IP routing does not make goodutilization of its available network resour
es in order to provide high throughput. Forexample, in a network there may exist some path other than the routing poli
y de�nedpath that has more number of intermediary nodes and yet produ
es better performan
ethan the prede�ned path.In response to these requirements, several adaptive sto
hasti
 algorithms have beenpurposed that make use of multi-path routing. Further, self-organized, distributed al-gorithms inspired by the native behavior of ants have been studied for a while. Su
hsystems are referred to as Swarm Intelligen
e1. Algorithms based on ant 
olony opti-1Swarm Intelligen
e is a de
entralized, self-organized systems that results in an optimal solution by 
olle
tive behavior1



1.1. Introdu
tion and Motivationmizations have been applied to solve various 
ombinatorial optimization problems su
has traveling salesman problem, quadrati
 assignment, protein folding, graph 
oloringet
. Su
h algorithms have been proposed for network routing as well. AntNet [7℄,Ant-based Control [32℄, Adaptive Swarm-based Routing [36℄ et
 are some of the ex-amples of ant based routings. In these algorithms the swarming behavior of ants arerepresented by mobile agents that �ow throughout the network and 
olle
t informationthat are later used for managing and 
ontrolling the network.Typi
ally ant based routing are studied with fo
us on datagram network i.e. UserDatagram Proto
ol (UDP) as a transport layer proto
ol [7, 10℄. However, most of theappli
ations on the Internet use Transmission Control Proto
ol (TCP) as the transportlayer proto
ol for reliability. The nature of adaptive routing is that it makes useof di�erent available paths to transmit data of the same session. At ea
h node theprobability of sele
ting next node is based on the quality of the path between them.At the destination, the data following di�erent paths may rea
h out of order. UDPresponds the out-of-order pa
kets simply by dis
arding them. However, beyond 
ertainthreshold, TCP assumes su
h out-of-order delivery is due to the network 
ongestionand responds by de
reasing TCP throughput. Therefore, the behavior of the TCP ona network using ant based routing should be well studied.A promising sto
hasti
 path management system, based on the swarming behaviorof ants and the rare event optimization method 
ross entropy, know as Cross EntropyAnt System (CEAS) has been developed at the department of Telemati
s, NTNU andQ2S. Several prototype implementations and enhan
ements have been made on thesystem, however the level of TCP friendliness CEAS may provide is yet an importantissue.The main obje
tive of this work is to understand the behavior of the CEAS duringdi�erent network events and its 
orresponding e�e
ts on the TCP performan
e. Thetime taken by the CEAS to update the system in response to the 
hange in the networkdynami
s is an important fa
tor. This helps us to understand how well the TCPof simple lo
al intera
tions between elements of the system.2



Chapter 1. Introdu
tionperforms during su
h events. Thus a part of the work in
ludes measurement of theCEAS update pro
ess and the behavior of the TCP during su
h period. The otherimportant issues are to �nd out the performan
e of TCP during network 
ongestion,the load sharing 
apabilities of the CEAS system et
. One of the main obje
tive ofthis study is also to 
ompare the results against other standard routing systems su
has Link State Routing and Distan
e Ve
tor Routing under similar 
onditions.1.2 Related WorksAnt Based Control (ABC) by S
hoonderwoerd et al. [32℄ was the �rst attemptto implement an ant based optimization method to the network routing. However thisis limited to the symmetri
 
ir
uit swit
hed tele
ommuni
ation network and is notappli
able to the pa
ket swit
hing network like the Internet. Dorigo and Di Caro [7℄later introdu
ed AntNet whi
h is designed for pa
ket swit
hing, 
onne
tionless network.The Cross Entropy Ants System, purposed by Helvik and Wittner [16℄, forms thegroundwork for this work.Godomska and Pa
ut in [10℄ have studied the behavior of TCP on ant based routinglike AntNet and Adaptive Swarm-based Routing. They 
on
luded that, although TCPsets higher demands on the adaptation pro
ess, the load range of the network 
ould beextended in a way to provide e�
ient routing poli
ies. However, their study was basedon the 
omparison of TCP performan
e against UDP.In Master's proje
t [33℄, we 
ompared and analyzed the TCP performan
e in anetwork applying CEAS based sto
hasti
 routing against Link State Routing OSPF.The TCP performan
e were measured using fa
tors like Conne
t time, throughput andgoodputs. The study was based on a small network with only one TCP 
onne
tionwith various ba
kground tra�
 loads. During the proje
t we found that a large amountof TCP pa
kets were lost due to looping after link failures. Su
h looping signi�
antlyredu
ed the TCP performan
e. In this work, we try to avoid su
h looping by imple-menting previous hop memory te
hnique that forbids forwarding pa
kets ba
k to the3



1.3. Resear
h Methodsnode that re
ently forwarded.Further, the proje
t work was 
arried out only using one TCP 
onne
tion on anetwork. In this work, we examine the behavior of the CEAS system during di�erentnetwork events and measure the TCP performan
e. We also examine the performan
eof multiple TCP sour
es using two di�erent variants of TCP.1.3 Resear
h MethodsIn order to evaluate the performan
e of TCP on CEAS system, the following mainquestions are investigated.1. How fast the CEAS system updates and stabilizes in response to the networkdynami
s and how they a�e
t the TCP performan
e?2. Does the use of multipath routing 
auses redu
tion in the TCP performan
e?3. How well the system handles TCP data tra�
 during 
ongestion?4. Does the system re-routes the TCP tra�
 in response to the 
ongestion or theyare 
ontinuously forwarded along the 
ongested path?5. How does the CEAS handles multiple TCP tra�
 when they share 
ommon links?6. Does the CEAS system divert multiple TCP tra�
 on separate path or the TCP
onne
tions struggle to use the best path?7. Does the TCP performan
e on CEAS is better than on the LSRP and DVR?Ea
h of the questions is investigated using simulations. The simulations are 
arriedout in a simple network. The simple network helps us understand and investigate thequestions in an easier way. Further, it is easier to visually examine the simulations togain more insight.All the simulations in this work have been 
arried out using Network Simulator 2(NS 2) 2. NS 2 is a widely used dis
rete event simulator that provides a reprodu
ible and2For more information on NS2, see http://www.isi.edu/nsnam/ns4



Chapter 1. Introdu
tion
ontrollable environment for the evaluation of the Internet proto
ols. All the previousstudies related to the CEAS have been based on the modules developed by Helvikand Wittner [16℄. However, for this work a newer version of the CEAS module hasbeen provided by the department of telemati
s, NTNU. This new version is developedon top of the multi- * network extension by Paquereau and Helvik [26, 27℄. Themodules are written in C ++ and some modi�
ations have been made a

ording toour requirements. 15 independent repli
ations have been simulated for ea
h s
enario,the results have been then syn
hronized to 
al
ulate 95 per
ent 
on�den
e interval.Chapter 3 des
ribes the simulation model in detail as well as the modi�
ations made.The results related to the TCP performan
e as well as CEAS behavior are studied.The results related to CEAS behavior during di�erent network events are used tounderstand the behavior of the TCP. If TCP performan
e shows unexpe
ted results,the CEAS behavior is then studied to �nd logi
al explanations. Further, the simulationsare visually examined to gain more insight during su
h unexpe
ted results. The TCPperforman
e results are then 
ompared with the results obtained from LSRP and DVRunder similar 
on�gurations.Later, two 
ase studies are made to measure the performan
e of TCP in 
omplexCEAS networks. Ea
h 
ase study is based on di�erent topologies. The results from ourbasi
 studies are used as referen
es to reason out the behavior of TCP in the 
omplexnetworks.1.4 Stru
ture of thesisIn this 
hapter, we brie�y outlined the resear
h area and our approa
h. The restof the thesis is organized as follows.Chapter 2 provides the ne
essary ba
kground on sto
hasti
 routing, LSRP andDVR. It also provides brief overview of CEAS system. Se
tion 2.6, gives a brief overviewof TCP and the underlying 
ongestion 
ontrol algorithms. Further, Se
tion 2.7 de�nesthe problems related to TCP on sto
hasti
 networks. Finally, in Se
tion 2.8 we explain5



1.4. Stru
ture of thesisthe 
ongestion 
ontrol algorithm used in di�erent versions of TCPIn Chapter 3, we outline our measurement platform and simulation models. Themodi�
ation made on extension is explained in Se
tion 3.2. The rest of the se
tionsde�nes the implementation, parameters, topologies, network dynami
s used in ourstudy.In Chapter 4, we measure the TCP performan
e on CEAS system under in�uen
eof di�erent network events. The se
tions are organized a

ording to the network events.The results from ea
h events are explained using graphs. The results are also 
omparedwith the results from LSRP and DVR.Chapter 5, presents two 
ase studies based on two di�erent networks. The studiesin this 
hapter mainly fo
us on observing the behavior of the TCP in 
omplex networks.The results from Chapter 4 are used as referen
es to reason out the behavior of the TCPin 
omplex networks. The 
hapter is divided into two se
tions based on the networktopologies; a 12 node network and the 58 node topology from the Uninett network.The main results of this work are summarized in Chapter 6 and the future worksare outlined.
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Chapter 2
Ba
kground
2.1 Sto
hasti
 RoutingBasi
ally IP routing is a set of proto
ols responsible for determining the path thatdata follows from its sour
e to the destination. The path from a sour
e to its destinationmay 
onsist of series of routers. The IP routing proto
ol helps routers maintain a setof rules that they refer while forwarding data pa
kets to the next node towards thedestination [34℄.The state of art Link State Routing proto
ols su
h as OSPF1 and IS-IS2 are de-terministi
. Su
h routing algorithms are �ne tuned in order to pre-determine the bestpath from sour
e to the destination. Ea
h router along the path maintains a next-hoprouting table that 
onsists of the addresses of its neighboring nodes along with theasso
iated path 
ost. The sele
tion of the next hop is based on the 
ost asso
iatedwith the path towards the destination. Similarly Distan
e Ve
tor Routing su
h asRIP 3 uses hop 
ount as routing metri
 to �nd the best path between a pair of nodes.Therefore, the data pa
kets are always routed through the same path de�ned by therouting poli
y even though there may exists multiple paths towards the destination1Open Shortest Path First (OSPF) is an Internet domain routing based on Dijkstra's algorithm. See IETF RFC2328.2Intermediate System to Intermediate System (IS-IS) is similar to OSPF based on Dijkstra's algorithm. See IETFRFC 1195.3Routing Information Proto
ol (RIP) is a distan
e-ve
tor routing that uses hop 
ount as routing metri
. See IETFRFC 1058 7



2.2. Ant Routing[28℄.However, in sto
hasti
 routing, the routing tables maintained by ea
h router 
onsistof possible next node addresses based on a probability distribution. During pa
ketforwarding ea
h node randomly sele
ts next node from its routing table irrespe
tiveof the previous sele
tions. However, the probability of sele
ting a parti
ular nodeamong other possible nodes is proportional to the quality of the path between them.In sto
hasti
 routing there are no pre-determined path de�ned by the routing poli
y.Thus, the data pa
kets do not always follow the same path whi
h makes this routingnon-deterministi
 [28, 6℄. However, swarm based routing algorithms use sto
hasti
optimizationmethods in order to minimize the time �nding the optimized path [22, 15℄.2.2 Ant RoutingA 
olle
tion of numerous simple lo
al intera
tions between elements of self-organizingsystem that results in 
omplex 
olle
tive behavior is known as Emergent behavior .Emergent behaviors are very useful to solve optimization problems [11, 18℄. Su
hbehavior 
an be found in nature, for example; a 
olony of ants sorting eggs withouthaving ants the knowledge of sorting. In this example the optimization pro
ess is not
entrally 
ontrolled but in fa
t the solution is produ
ed by the 
olle
tive behavior ofindividual elements of the distributed system.Swarm based routing algorithms make use of the emergent behavior of Ants sear
h-ing for food. In nature, ants 
ontinuously forge around in sear
h of food. They forma self-organizing system by intera
ting with ea
h other using a 
hemi
al signal 
alledpheromones. During food sear
h ants leave behind pheromones on their way towardsthe food. These pheromones dire
t other ants towards the food. Paths with thestronger pheromones are likely to be followed by most of the ants. As time passesby, the pheromone gradually evaporates, yet the shorter paths tend to have strongerpheromones than the longer paths. Thus, the shortest path is more likely to be followedby further ants. The resulting shortest path is the out
ome of simple lo
al intera
tion8



Chapter 2. Ba
kground[18, 11, 7, 15℄.2.3 Cross Entropy Ant SystemThe Cross Entropy Ants System (CEAS), purposed by Helvik and Wittner [16℄,forms the basi
 foundation of this work. The CEAS routing is based on two keyprin
iples; emergent behavior and the 
ross entropy method for sto
hasti
 optimization.In CEAS, emergen
e 
an be explained by the behavior of numerous ant-like mobileagents that �ows randomly throughout the network in sear
h of possible paths betweentwo nodes. When a path from a sour
e to its destination is found the ants retreatsba
k following the same path as well as updating a parameter, denoted as pheromone.This pheromone is a 
ru
ial element in path �nding as it guides other ants travelingtowards the destination. Ea
h nodes along the path maintains a table that in
orporatesaddresses of its neighboring nodes along with their 
orresponding pheromone valuestowards them [16, 15℄.The CEAS uses a Cross Entropy (CE) method introdu
ed by Rubinstein [30℄ toupdate pheromones. The CE method has been widely used as powerful te
hnique forsolving 
ombinatorial optimization problems. The CE method uses adaptive samplingte
hnique to probabilisti
ally 
onverge random sequen
e of solutions to an optimalsolution. Thus, it is very helpful in �nding optimal solutions in 
ase of rare eventswhere the probability of o

urring an event is very low. For example, on a largenetwork, the probability of �nding an optimal path between two nodes by sear
hingrandomly throughout the network is very low. Hen
e the use of adaptive samplinghelps gradually and iteratively minimize the 
ross-entropy between randomly foundpaths and 
onverge various found paths into an optimized path on the basis of thepath 
ost [30, 16, 15℄.In CEAS system, the sour
e node is responsible for generating simple agents de-noted as ants. All ants are initially generated as forward ants that explore the entirenetwork sear
hing paths towards the destination. The forward ants are of two types:9



2.3. Cross Entropy Ant Systemexplorer ants and normal ants. At ea
h intermediate node, the explorer ants 
hoosethe next node randomly. These explorer ants are responsible for �nding new paths.Unlike explorer ants, normal ants 
hoose the next node a

ording to the probabilitydistribution i.e. the probability pij,t for a normal ant at visit t in node i , is 
al
ulateda

ording the random proportional rule 2.1. Ea
h node maintains a database knownas message database to store the out
ome of the random proportional rule [15℄.
Pij,t =

τij,t.I(j /∈ U)∑
(i,l)/∈E,l/∈U τil,t

(2.1)where, τij,t is the pheromone value of link (i, j) ∈ E at update t, U is a list of forbiddennodes, and E is the set of all links.When a forward ant rea
hes its destination, a path 
ost, denoted by L (ω), is
al
ulated as in 2.2 . The path 
ost L (ω) is the summation of all the link 
osts alongthe path that ant followed. This path 
ost may vary with tra�
 loads and time.
L (ω) =

∑

∀(i,j)∈ω

L ((i, j)) (2.2)where, L((i, j)) is a link 
ost between nodes i and j.In addition to this, a 
ontrol variable, know as temperature, is also updated. Overtime the temperature variable de
reases but as more ants arrive at the destination, thetemperature variable stabilizes.Ba
kward ants then travel ba
k from the destination node to the sour
e node alongthe same path but in reverse order. At ea
h node along the path these ba
kward antsupdate the pheromone values. The pheromone values are updated a

ording to thepath 
ost and the temperature variable. Thus, over time the pheromone values alongthe better path get stronger there by in
reasing the probability of normal ants passingthrough the path (from equation 2.1). As more ants pass through the better paths,the routing table 
onverges to �nd an optimal path among multiple paths [16, 15℄.10



Chapter 2. Ba
kground2.4 Link State Routing (OSPF)Open Shortest Path First (OSPF) is a link-state routing proto
ol and is a familyof Interior Gateway Proto
ol (IGP). As a link-state routing proto
ol, routers dis
overtheir neighbors and their states by ex
hanging link-state messages known as Link StateAdvertisements. Initially LSA messages are �ooded throughout the network (usuallyAutonomous System 4) to dis
over neighboring nodes. On
e the initialization phase is
ompleted the LSA messages are ex
hanged periodi
ally or in response to any 
hange inthe topology. LSA messages helps nodes maintain a link state database regarding theirlo
al and neighbor's information, topologi
al information and the 
ost asso
iated withea
h link towards the neighbors. Upon re
eiving an LSA message ea
h node 
omparesthe message with the entry in their database and updates them provided that the LSAmessage is newer. Thus, every node within the Autonomous System has informationabout the entire network topology whi
h they use to 
al
ulate end-to-end path 
ostusing Shortest Path First or Dijkstra's algorithm. During routing, the next node alongthe path is the one with the lowest path 
ost towards the destination [23, 34℄.The 
omplete knowledge of the entire network topology allows the OSPF nodesto easily 
al
ulate the shortest path from a sour
e node to its destination node. Inaddition to this, it also allows the system to qui
kly respond to any 
hange in thetopologies su
h as link failures and link re-establishments. However, link state routingproto
ols are not s
alable; in
reasing the number of nodes in the network in
reases thevolume of the LSA messages ex
hange as well as in
reases the time require to 
al
ulateentire end-to-end path. Additionally, the proto
ol is not suitable in the environmentwhere the frequen
y of link failures is very high. At su
h high rate of link failures theamount of LSA message ex
hange to update the system in
reases and also the overheadof re
al
ulating the entire end-to-end path 
ost in
reases. A study by Heegaard andWittner [14℄ shows how sto
hasti
 routing CEAS outperforms link state routing in
ase of frequent transient failures in the network.4Autonomous System (AS) is a 
olle
tion of 
onne
ted routers within a 
ontrol of 
ommon network administrator.See IETF RFC 1930 11



2.5. Distan
e Ve
tor Routing (RIP)2.5 Distan
e Ve
tor Routing (RIP)Routing Information Proto
ol (RIP) is one of the IGP proto
ols that are based onDistan
e Ve
tor Routing algorithm. Similar to link state routing RIP is used within asingle Autonomous System. Also RIP nodes send routing-update messages periodi
allyor in response to any 
hange in the topology. Upon re
eiving a new update messageea
h node updates its routing table to re�e
t the 
hanges. However, RIP nodes onlymaintain information regarding the best path towards the destination. Further, RIPuses hop 
ount as routing metri
 to 
al
ulate the distan
e between a sour
e and adestination node. In order to prevent routing loops in the network, RIP de�nes themaximum number of hops in a path to be 15 whi
h in fa
t limits the size of the network.Any destination node beyond this limit is 
onsidered unrea
hable.2.6 TCPThe Transmission Control Proto
ol (TCP) is widely used 
onne
tion-oriented Trans-port Layer proto
ol. TCP ensure end-to-end reliable 
onne
tion over the Internet. By
onne
tion oriented it means that a 
onne
tion must be established between two nodesbefore transferring data. Further, TCP in
ludes error dete
tion and error 
orre
tionme
hanism in order to provide the end-to-end reliability.TCP transfer data in a form of segment whi
h in
ludes both the TCP headerand the payload (user data). The segment size may vary a

ording to the payload.However, it should not ex
eed the Maximum Segment Size (MSS) of the 
onne
tion.Ea
h TCP segment is assigned a unique sequen
e number. When a destination re
eivesa segment it sends ba
k an a
knowledgment (ACK) for the re
eived segment. Thea
knowledgment also 
onsists of the next sequen
e number that the re
eiver expe
tsto re
eive [29℄.2.6.1 TCP 
ongestion 
ontrolTCP uses feedba
k 
ontrol algorithm, additive in
rease and multipli
ative de
rease12



Chapter 2. Ba
kground(AIMD) algorithm, to avoid 
ongestion in the network. Congestion builds up whenthe tra�
 load ex
eeds beyond the network 
apa
ity. The idea is to in
rease thetransmission rate until loss o

urs. The transmission rate is governed by two entitiesCongestion window (
wnd) and re
eiver's advertised window (rwnd). 
wnd limits themaximum amount of data that sender 
an transmit while rwnd limits the maximumamount of data the re
eiver is willing to re
eive. In general, the transmission rateshould not ex
eed the minimum of 
wnd and rwnd [2℄.For every segment transmitted, a timer known as retransmission time-out (RTO)is set. When this timer expires, TCP assumes that the segment is lost. In addition tothis, TCP re
eiver generates DUPACK for every out-of-order segment re
eived. Beyond
ertain threshold, TCP interprets 
ontinuous DUPACKs as pa
ket loss.When a segment is lost, TCP 
ongestion 
ontrol me
hanism interprets the loss asa result of network 
ongestion [17℄, therefore it responds by de
reasing the 
ongestionwindow. The de
rease in 
ongestion window size depends on the TCP variation yetmost of the TCP variants use the following inter-wined algorithms to handle 
ongestion;slow-start, 
ongestion avoidan
e, fast retransmit and fast re
overy.2.6.1.1 Slow start / 
ongestion avoidan
eSlow-start begins when a TCP 
onne
tion is established. Initially a 
ongestionwindow is set to not more than twi
e the maximum segment size (SMSS) that sender
an transmit.
cwnd ≤ 2 ∗ SMSS bytes (2.3)For ea
h ACK re
eived, the 
wnd value is in
reased by one SMSS until it ex
eedsthe slow-start threshold (ssthresh) or 
ongestion o

urs. After this the TCP enters
ongestion avoidan
e phase. During this phase, 
wnd is in
reased by one full sizedsegment for ea
h round-trip time (RTT). In general, 
wnd is in
reased as in equation2.4. Thus, 
wnd grows exponentially during slow-start phase but grows linearly during
ongestion avoidan
e. 13



2.6. TCP

Figure 2.1: TCP 
ongestion 
ontrol me
hanism.
cwnd+ = SMSS ∗ SMSS/cwnd (2.4)When the retransmission timer RTO expires, TCP interprets this as 
ongestion.Then, the lost segment is retransmitted and the ssthresh is set to the half of the 
urrent
wnd value. Thereafter, TCP re-enters slow start phase with 
wnd value set to onefull sized segment [17℄.2.6.1.2 Fast Retransmit / Fast Re
overyFor ea
h out-of-order segment re
eived, a dupli
ate a
knowledgment (DUPACK)is sent by the re
eiver indi
ating segment(s) missing. However, as any of the missingsegments is re
eived, the re
eiver should immediately a
knowledge indi
ating that themissing segment has been re
eived.TCP sender waits for 3 
onjugative DUPACK before retransmitting the �rst un-a
knowledged segment. Thereafter, ssthresh is set to the half of 
wnd, then the 
wnd14



Chapter 2. Ba
kgroundis set as in equation 2.5 and Fast re
overy phase is a
tivated.
cwnd = ssthresh + 3 ∗ SMSS (2.5)For ea
h additional DUPACK re
eived, 
wnd is in
remented by one SMSS to re�e
tthat an additional segment has been sent. A new segment may also be transmitted ifpermitted by the new 
wnd and the re
eiver's advertised window. When a next ACKis re
eived, 
wnd is set to ssthresh. This indi
ates that all the missing segments havebeen re
eived. Figure 2.1 illustrates the whole pro
edure [17℄.2.7 E�e
t of Sto
hasti
 Routing on TCPIn sto
hasti
 routing, the next node along the path is sele
ted randomly irrespe
tiveof their previous sele
tions. Therefore, data pa
kets from a same TCP session mayfollow di�erent paths to the destination. This random behavior has negative e�e
t onthe TCP performan
e. For example; assume p and p′ to be two di�erent paths thatexist between two nodes A and B, where the path p′ has longer propagation delay thanthe path p. Also assume that a TCP 
onne
tion is established between the nodes. Ifa TCP pa
ket generated at time t takes the route through the path p′ and next TCPpa
ket generated at time t+x takes the route through the path p then the later pa
ketrea
hes the destination before the former pa
ket. Thus, pa
kets following di�erent path
auses re-ordering of the pa
kets. Although the out of order pa
ket delivery is not dueto the pa
ket loss, beyond 
ertain threshold TCP treats su
h out of order pa
ket re
eiveas pa
ket loss and a
tivates the 
ongestion 
ontrol me
hanism [17℄.In our example the out-of-order pa
ket delivery is neither due to the pa
ket lossnor due to the 
ongestion yet TCP enters the 
ongestion 
ontrol me
hanism 
ausingredu
e in the TCP performan
e. As explained in Se
tion 2.6.1, TCP respond pa
ketloss by retransmitting the lost pa
kets and redu
ing the window size in order to redu
ethe overload on the network. This unne
essary Fast retransmit / Fast re
overy wastesavailable bandwidth as well as redu
es Data transmission rate [1, 31, 24℄.15



2.7. E�e
t of Sto
hasti
 Routing on TCPGenerally, a TCP sender waits for 3 DUPACKs before retransmitting the �rstuna
knowledged pa
ket. After this, TCP enters the fast re
overy phase. In order toavoid TCP from entering Fast retransmission and Fast re
overy phase the propagationdelay on the longer path p′ should be less than the time required by next 3 
onjugativepa
kets to rea
h the destination. Let x be the interval of pa
ket generation, d and d′ bethe total propagation time for a pa
ket to rea
h from A to B via p and p′ respe
tively.Assume a pa
ket generated at time t takes the longer path p′ and other 3 
onjugativepa
kets generated at t+x, t+2x and t+3x all take shorter path p. Therefore, to avoidretransmission the pa
ket via path p′ should rea
h destination B before time t+3x+d.i.e.
t + d′ < t + 3x + d or

d′ − d < 3x (2.6)Let tpab and tp′ab be the total time, ex
luding queuing delays and router pro
essingdelays, required for a pa
ket to travel from A to B via p and p′ respe
tively. Assuming
tq and tr be the queuing delay and the pro
essing time for a router respe
tively. Alsoassuming that the path p 
onsist of n numbers of routers and p′ 
onsist of n+k numbersof routers then from Equation 2.6;

tp′ab + (n + k)(tr + tq) − {tpab + n(tr + tq)} < 3x, or

tp′ab − tpab < 3x − k(tr + tq) (2.7)The pa
ket generation interval, x is inversely proportional to the Data transmission ratebut dire
tly proportional to the pa
ket size. Further, tp′ab and tpab is also proportionalto the pa
ket size. Therefore, for a path p' with longer delay we 
an avoid spuriousretransmission by redu
ing the Data transmission rate and in
reasing the pa
ket size.However, the Maximum Transmission Unit available for Ethernet frame is 1500 bytes.Further, k in Equation 2.7 indi
ates the number of additional routers in the longer16



Chapter 2. Ba
kgroundpath p′whi
h refers that the delay di�eren
e de
reases as we in
rease the number ofadditional routers in the longer path p′.In addition to this, a study by Blanton and Allman [4℄ lists further negative e�e
tsof pa
ket reordering
• TCP's standard 
ongestion 
ontrol algorithms prohibits to transmit any pa
ketwhen a DUPACK is re
eived until fast retransmit is triggered. However TCPstores permission to send new data and if an ACK 
overing new data arrivesbefore the fast retransmit is triggered then the burst of data is sent on this ACKwill be larger than if reordering had not o

urred.
• TCP reordering 
auses RTT sampling ambiguous; Generally RTT is estimatedusing a timer that starts just before a given segment S is transmitted and thenstopped as the ACK 
overing the segment arrives. During retransmission, thesender 
an not make sure whether the ACK 
overing the segment is in responseof the �rst transmission of the segment or in response to the retransmission.2.8 TCP variantsTCP Reno is widely used TCP proto
ol on the Internet. It uses 
ongestion 
ontrolme
hanism des
ribed in Se
tion 2.6.1. However, fast re
over used in Reno does notre
over e�
iently when there are multiple pa
ket losses in a single �ight [2℄. In orderto deal with multiple pa
ket losses, NewReno [9℄ is designed with modi�
ation in theoriginal Fast Retransmit and Fast Re
overy algorithm.NewReno re
overs multiple losses one pa
ket per round trip time using partiala
knowledgments 
on
ept. During multiple pa
ket losses, the �rst non-dupli
ate a
-knowledgment re
eived does not ne
essarily indi
ate that all the pa
kets transmittedprior to the Fast retransmit have been su

essfully re
eived. However, Reno leavesFast Re
overy phase as soon as it re
eives �rst non-dupli
ate a
knowledgment. Thus,in 
ase of multiple pa
ket losses, the additional DUPACKs re
eived after the �rst non-dupli
ate ACK 
auses Reno to enter another 
y
le of the Fast Retransmit and Fast17



2.8. TCP variantsre
over phase with further de
rease if 
wnd and ssthresh. Unlike Reno, NewReno re-mains in the Fast Re
overy phase retransmitting one pa
ket per RTT until every lostpa
ket have been retransmitted and a
knowledged.During transmission, NewReno saves the highest sequen
e number that has beentransmitted. When a pa
ket loss is indi
ated by 3 
ontinuous DUPACK, it performsFast Retransmission and Fast Re
overy as usual. Reno exits re
overy phase as soonas a non-dupli
ate ACK arrives however, NewReno performs additional veri�
ationto 
on�rm that the ACK a
tually 
overs the highest sequen
e number stored. If theveri�
ation fails, it assumes the ACK as partial ACK and retransmits the �rst una
-knowledged pa
ket.The major drawba
k of NewReno is that it 
annot predi
t multiple pa
ket lossesuntil it veri�es the ACK against the highest sequen
e number stored. Thus, this maytake substantial amount of time to re
over from a series of loss depending on thenumber of pa
kets lost and the size of RTT [9℄.In general, an ACK only 
on�rms that all the pa
kets up to the number indi
atedby that ACK has been su

essfully re
eived but does not provide any information aboutfurther re
eived pa
kets. In other word, TCP does not send ACK for those pa
ketsthat are re
eived beyond the one it expe
ts [2℄.TCP Sele
tive A
knowledgment (SACK) [21℄ is spe
ially designed to handle mul-tiple pa
ket losses 
orre
tly. TCP SACK implementation uses the 
onventional 
on-gestion 
ontrol algorithm as used by TCP Reno. Similarly, the Fast Retransmit andFast Re
overy phase in SACK implementation is triggered after re
eiving 3 
ontinu-ous DUPACK. The main di�eren
e between the two implementations is their behaviorduring multiple pa
ket losses in a single �ight.An ACK with SACK option is sent by re
eiver informing the sender about thearrival of non-
ontiguous segments. The SACK option 
ontains a list of the 
ontiguousdata blo
ks re
eived and queued at the re
eiver. Two 32 bit unsigned integer are usedto indi
ate the starting and the ending of ea
h blo
ks. In general, a 40 byte ACK
an in
lude maximum of 3 SACK blo
ks. The SACK option must always provide18



Chapter 2. Ba
kgroundthe information about the most re
ently re
eived segment to inform sender aboutthe 
urrently missing segments. When missing segments are re
eived they must bea
knowledged immediately. In this way, SACK method helps to inform the senderabout the 
orre
tly re
eived pa
kets as well as the missing pa
kets. The re
eiver usesSACK option as referen
e during retransmission to 
orre
tly retransmit only thosesegments that has been reported missing [21℄.
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Chapter 3
Simulation Module

We used simulations to 
ompare the performan
e of TCP over CEAS, LSRP andDVR routing proto
ols. We 
arried out all our simulations using Network Simulator2 (NS2)1. NS2 is a dis
rete event simulator widely used for resear
h of IP network onthe pa
ket level.3.1 Simulator Basi
sNS2 simulator is a widely used tool for evaluation of Internet Proto
ols whi
his based on two languages; Obje
t oriented C++ 
lasses and OT
l2. The 
ompiledC++ 
lasses a
ting as the kernel of the simulator holds the ne
essary details and theoperations of di�erent proto
ols. On the other hand, the OT
l a
ts as the user interfa
eallowing user to de�ne network topologies, spe
ify proto
ols and appli
ations that onewish to simulate. Thus NS2 provides a reprodu
ible and 
ontrollable environment forthe evaluation of the implemented proto
ols. The standard distribution of NS2 in
ludesall the ne
essary support for the Link State Routing Proto
ol and the Distan
e Ve
torRouting.All previous studies regarding CEAS were based on the NS2 module developed by1For more information on NS2, see http://www.isi.edu/nsnam/ns2OT
l, short for MIT Obje
t T
l, is an extension to T
l/Tk for obje
t-oriented programming. (http://ot
l-t
l
l.sour
eforge.net/ot
l/) 21



3.2. CEAS Extension Modi�
ationHelvik and Wittner [16℄. However, for this work we re
eived a new version of CEASmodule from the department of telemati
s, NTNU. This new CEAS module is designedon top of the NS2 extension that supports multi -* networks developed by Paquereauet al. [27, 26℄. The multi -* network extension provides better support for wirelessand mobile networks. This extension enables nodes to support multiple interfa
es ofdi�erent types. Su
h multiple interfa
es allow the nodes to 
ommuni
ate over multiple
hannel at the same time. All new features are added in a form of modules making iteasier to enable and disable su
h features by enabling and disabling the modules [26℄.Typi
ally a node in NS2 
onsists of two T
l obje
ts: an address 
lassi�er and a port
lassi�er. These 
lassi�ers are responsible for distributing in
oming pa
kets either to a
orresponding agent or to an outgoing link [8℄. The extension provided by Paquereauet al. [26, 27℄ adds two new obje
ts; NetworkLayerManager and NetworkLayerUnit.The NetworkLayerUnit 
onsists of a ForwardingUnit and a RoutingUnit whi
h handlesthe data pa
kets and the routing pa
kets respe
tively The multi-* network extensionis brie�y explained in Appendix A.3.2 CEAS Extension Modi�
ationThe new CEAS extension that we re
eived for this work was still under developingpro
ess. It la
ked support for self-tuned refresh rates [13℄, also the ForwardingUnitmodule for CEAS had not been implemented and the Link 
ost 
al
ulation ignoredthe tra�
 loads on the path. However, features like elite-sele
tion, routing-loops, tem-perature approximation and pheromone approximation were implemented as modulesmaking it easier to 
on�gure through OT
l s
ript.At the time we begin our work, no studies related to data pa
kets had been 
arriedout with the new CEAS extension. Moreover, the in
omplete ForwardingUnit madeour study di�
ult as the unit is responsible for handling data pa
kets. Further, thetra�
 loads on the link had no e�e
t on the link 
ost whi
h made the system di�
ultto handle load balan
ing and re-routing during 
ongestion. So, before pro
eeding to22



Chapter 3. Simulation Modulethe studies our �rst obje
tive is to implement a working ForwardingUnit module andto adjust Link 
ost 
al
ulation.The new CEAS extension is divided into two modules; 
ommon module and plainmodule. The 
ommon module a
ts as the 
ore of the CEAS system. It provides thebasi
 properties and fun
tionalities of the system. It also de�nes the premises of thesystem. The plain module is a sub
lass of the 
ommon CEAS module whi
h de�nesand expands the fun
tionalities of the system.3.2.1 CEAS ForwardingUnit ImplementationThe CEAS ForwardingUnit is an inherited 
lass of the ForwardingUnit (3.1). Thisunit handles all data pa
kets that pass through the CEAS NetworkLayerUnit. All thepa
kets that are destined to the node are passed upwards to the 
orresponding agent.Likewise, the pa
kets that are in transit are either forwarded to a neighboring nodebased on the pheromone level asso
iated with the 
orresponding path or dropped if noneighbor node exist. The sele
tion of next neighbor node along the path is made usingsto
hasti
 sampling with repla
ement method (Roulette wheel method) [3℄ among theneighboring nodes taking asso
iated pheromone values as the parameter of sele
tion.(See Appendix B.1 for detail.)3.2.2 Cost Path Modi�
ationA path 
ost L(ω) is 
al
ulated using the Equation 2.2, whi
h is the sum of all thelink 
osts along the path. The link 
ost is measured using short term average delay onthe link. The average delay 
hanges a

ording to the tra�
 load on the link. Thereforethe 
al
ulation of end-to-end delay as the path 
ost re�e
ts the quality of the path atthe given time.The CEAS extension that we re
eived for our work however did not a

ount anytra�
 load on a path during the path 
ost 
al
ulation. Thus, the path 
ost onlydepends on the transition delay on the links but not on the quality of the path.In order to a
hieve the variable path 
ost that 
hanges with respe
t to the tra�
23



3.3. Produ
tionload we added a time stamp on ea
h ant at the time of their 
reation. This time stampenables us to measure the a
tual end-to-end delay on the path that the ant traveled.We used this information during the path 
ost 
al
ulation.3.2.3 Re
ord Single Hop Route Address ImplementationIn our previous work [33℄, we found that large number of pa
kets are lost due tolooping when there is link failures. Su
h loopings are found in this work as well. (seeSe
tion 4.3 for detail.) To avoid su
h loopings we introdu
e a te
hnique that preventsforwarding pa
kets ba
k to the node that re
ently forwarded them. To implementthis we use prev_hop() method of 
ommon pa
ket header to retrieve the address ofthe re
ently forwarded node. We then remove the node from the list of neighboringnodes so that the next node sele
ted would not be the one that re
ently forwarded thepa
ket. However, in 
onditions where there remain no neighboring node other thanthe previously forwarded node the pa
ket would have to be ultimately dropped by therouters. Thus, in su
h 
onditions we allow forwarding the pa
ket ba
k to the previousnode.
3.3 Produ
tionAll the simulations in this report related to the CEAS system are run with 15repli
ations per s
enarios using di�erent seeds for the random number generator. Othersimulations related to the Link State Routing and the Distan
e Ve
tor Routing are
arried out on
e per s
enario. The simulation output from all the repli
ations aresyn
hronized and post pro
essed using the AWK3 programming language. The graphsfrom the simulation results have been plotted using gnuplot4.3AWK is a general purpose programming language designed for pro
essing text-based data4Gnu plot is a versatile 
ommand-line driven intera
tive utility for generating plots of data and fun
tions.24



Chapter 3. Simulation Module3.4 ParametersThe input parameters to the simulator are given using the TCL user s
ript. Theparameters used for CEAS system are listed in Table 3.1. Similarly the default pa-rameters used for Link State routing proto
ol and Distan
e ve
tor routing proto
ol arelisted in Table 3.2 and Table 3.3.The elite sele
tion was introdu
ed by [12℄ to redu
e the overhead of the ba
kwardants 
arrying insigni�
ant updates. With elite sele
tion only those ants following thepath with the best 
ost values so far are returned to update pheromone. During forwardsear
h explorer ants sele
t next node randomly. Ex
luding the explorer ants updatefrom the elite sele
tion allows the explorer ants to return ba
k. While returning, theexplorer ants update pheromone level along their way. In a small network like 4.1 wherethere are only few paths available and the di�eren
es between the path 
osts are verysmall, su
h updates would in
rease the pheromone level along the alternative paths aswell. Although allowing the explorer ants to return ba
k helps system rea
ts faster tonetwork dynami
s, the in
rease in the probability of sele
ting alternative path 
ausesreordering of the pa
kets. Thus in this study, we use elite sele
tion on all ants.During forward sear
h ants list all the addresses of the nodes that they pass by. Atthe destination, the list is analyzed to remove 
y
li
 paths that the ants have traveled.Sin
e our path 
ost 
al
ulation depends on the entire end-to-end delay, removing su
h
y
li
 paths does not redu
e the delay experien
ed by the ants along the 
y
li
 paths.The ants following the 
y
li
 path experien
e longer end-to-end delay than thosethat travel straight. Suppose after removing the 
y
li
 paths both the paths be
omeidenti
al then this might 
reate an ambiguity during the path 
ost 
al
ulation. How-ever, this is not the 
ase in subpath method introdu
ed by Kjeldsen [19℄, where theants not only stores the addresses of the nodes but also re
ord ea
h link 
ost along thepath. At the destination, the redu
tion of the 
y
li
 path also redu
es the link 
ostaround the 
y
li
 path.
25



3.4. Parameters
Parameter Des
riptionSeed 179324 + timid (for ea
h repli
ation timidis in
remented by 1)Simulation Time Simulation time varies a

ording to thes
enariosInitialization Phase 50 se
ondsInitialization Phase ant rate 100 ants per se
ond (All ants are explorerin this phase)Ant-rate normal 1 to 20 ants per se
ondsAnt-rate explorer 10 % of normal ant ratePro
essing delay 0 (The total delay is spe
i�ed for ea
hlink in the topology)Beta (β) 0.98 (Evaporation, for detail see [16℄)Rho (ρ) 0.01 (Sear
h fo
us, for detail see [16℄)Elite Sele
tion All AntsCy
le treatment Allow 
y
lesTable 3.1: CEAS parameters
Parameter Des
riptionpreferen
e 120advertInterval 1800 se
onds (Periodi
 route updateinterval)Spf wait time 0.01+0.250 (Shortest path �rst wait time)Table 3.2: LSRP parameters
Parameter Des
riptionpreferen
e 120advertInterval 2 se
onds (Periodi
 route update interval)INFINITY 32 (to determine the validity of route, seeNS2 manual for detail)Table 3.3: DVR parameters
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Chapter 3. Simulation Module3.5 TopologiesThree di�erent topologies are used in our studies. A simple eleven node networkas shown in Figure 4.1 is used to understand the behavior of CEAS during di�erentnetwork events and to study its 
orresponding e�e
t on the TCP performan
e. Thiseleven node network is 
hosen in order to have a simple stru
ture in the topology whi
his easier to study as well as easier to visually examine the simulations. Further, wehave used identi
al bandwidth of 100 Mbps and transmission delay of 1 milli-se
ond onea
h links to have a regular stru
ture on the topology. However, in a parti
ular 
asewe varied bandwidth on a link whi
h is explained later. We use the results from thisnetwork as a referen
e to understand and analyze the behavior of TCP under variousnetwork 
onditions in more 
omplex networks.The remaining two topologies are used as 
ase studies; a twelve node network andthe 58 node topology extra
ted from the Uninett5 network. The twelve node network,as shown in Figure 5.1, is 
hosen to have more 
omplex network than the one we use forour basi
 studies. We introdu
ed various levels of ba
kground tra�
s and multiple linkfailures to analyze its e�e
t on TCP performan
e. Finally, we used 58 node Uninettnetwork topology as depi
ted in Figure 5.12. This topology is 
hosen to provide arealisti
 setting for our study. The routers in all of our topologies use maximum queuesize of 60 segments and a drop-tail queuing strategy.3.6 Network Dynami
sNS2 provides fun
tionality to simulate network dynami
s like link failures. In thiswork, we study the system using multiple link failures as well as with multiple level ofba
kground tra�
. We have 
ategorized link failures into two types on the basis of thelink failures and their re-establishment time. The �rst types of failures that we 
allsteady link failures takes longer time to re-establish. On the other hand, the se
ondtypes of link failures that we 
all transient link failures takes very short time, usually5www.uninett.no 27



3.6. Network Dynami
sless than a se
ond, to re-establish. Further, we introdu
e su
h transient link failuresfor 
ertain time interval to exhibit �apping or unstable behavior of the link. Thesetransient links are used in our 
ase studies.A link 
ost is 
al
ulated on the basis of an average delay on a link. The delays onea
h link are spe
i�ed on the topology and remain 
onstant throughout the simulation.However, the path 
ost varies a

ording to the tra�
 load along the path. Data rates,Conne
tion types, pa
ket size et
 are de�ned using TCL s
ripts whi
h also remain
onstant throughout the simulation.3.6.1 TCP Conne
tionsEa
h s
enario is studied using two variants of TCP; TCP Reno and TCP Sa
k.TCP Reno is one of the most widely used TCP 
ongestion avoidan
e algorithms onthe Internet. However, TCP Reno su�ers during multiple pa
ket losses in a same �ightof transmission. On the other hand, TCP Sa
k is better designed to handle multiplepa
ket losses. In this work we have 
ompared the results from both the variants. Allof our simulations are 
ondu
ted using a bulk TCP transfer. Although su
h TCP
onne
tions are not realisti
, it allows us to measure the ideal TCP performan
e onthe CEAS system.The TCP sour
es are 
reated using a Constant Bit Rate (CBR) sour
e that gener-ates data at a 
onstant rate. In all of our simulations the TCP data rates generated aremore than 70% of the link 
apa
ity. The TCP sour
e uses the maximum 
ongestionwindow up to 200 segments. Time to Live (TTL) values for smaller networks are set to10 whereas for the large network they are set to 30. The TCP Reno re
eiver uses TCPSink with delayed ACKs and the TCP Sa
k re
eiver uses the sa
k1 TCP sink withdelayed ACKs. The delayed ACK timer is implemented with 100 ms granularity. Thedefault allowed maximum DUPACK is 3 as well as the TCP sender uses the default
lo
k granularity of 60 ms for the retransmission timer. The TCP pa
ket size used inour simulations is usually 1500 bytes whi
h is the Maximum Transmission Unit used28



Chapter 3. Simulation Modulein the Ethernet. However, pa
ket size of 512 bytes and 9000 bytes6 are also used inour simulations.3.6.2 Ba
kground Tra�
Some of our simulations are 
ondu
ted under in�uen
e of ba
kground tra�
s. Allthe ba
kground tra�
 in this study is generated using CBR UDP sour
e. Duringour 
ase studies we use various levels of ba
kground tra�
. Su
h ba
kground tra�
is generated using multiple CBR UDP sour
es. The ba
kground 
onne
tion pairs aresele
ted in su
h a way that at least one of the 
onne
tion shares a 
ommon link with theTCP 
onne
tion when there are no link failures. In order to have su
h a shared linkssome of the neighboring nodes of TCP sour
e and destination as well as themselves aresele
ted as ba
kground sour
es or sinks.

6Jumbo frames allows pa
ket size up to 9000 bytes(http://sd.wareonearth.
om/~phil/jumbo.html)29



3.6. Network Dynami
s
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Chapter 4
Measuring TCP performan
e onCEAS system

This 
hapter presents the simulation studies of the CEAS system under di�erentnetwork dynami
s and the 
orresponding e�e
ts on the TCP behavior. The simula-tions performed in this se
tion are approa
hes to �nd out the answers to the resear
hquestions listed in Se
tion 1.3All of our simulation studies in this 
hapter uses a simple eleven node network asdepi
ted in Figure: 4.1. We 
hoose a node on either side of the network as a sour
e anda destination so that there are two paths between them. Ea
h s
enario is simulated forboth TCP Reno and TCP Sa
k and the results are 
ompared. The TCP performan
estudies are divided into the following se
tions:Se
tion 4.2, TCP performan
e on steady networkThe time required to stabilize the pheromone levels along the available paths andthe number of ants parti
ipating on this stabilization pro
ess are measured. As wellas the e�e
t of starting TCP 
onne
tion immediately after the initialization phase isexamined. 31



Figure 4.1: A simple 11 node networkSe
tion 4.3, TCP performan
e during Link FailureThe behavior of the CEAS system during link failure is observed and the timerequired to update and re-stabilize the pheromone level along the alternative path ismeasured. In addition to this, the e�e
t of link failure on TCP performan
e is observedand the time required for the TCP to resume 
onne
tion and regain its full data rateafter the link failure is also measured.Se
tion 4.4, TCP performan
e during Link CongestionThe behavior of the CEAS system during link 
ongestion along the best path isobserved. Further, how the system diverts the tra�
 during 
ongestion is examined.The performan
e of TCP during link 
ongestion is studied and the e�e
t of in
reasingthe pa
ket size is also dis
ussed.Se
tion 4.5, TCP performan
e di�erent 
apa
ity linksThe CEAS system on the network with varying link 
apa
ity is studied. The systemis examined using the lower 
apa
ity link along the best path to examine whether thesystem sele
ts the alternative path as the best path or 
ontinues to use the lower
apa
ity link as the best path. The performan
e of the TCP under su
h network isalso studied and also the e�e
t of in
reasing the pa
ket size is examined.32



Chapter 4. Measuring TCP performan
e on CEAS systemSe
tion 4.4, Multiple TCP 
onne
tionsThe performan
e of the TCP when there are more than one 
onne
tions is studied.The study is fo
used on �nding out whether both the TCP 
onne
tion struggles to usethe best path or the system diverts the TCP streams on separate path.Se
tion 4.4, Previous Hop memory te
hniqueThe improvement on the TCP performan
e during link failure after implementingprevious hop memory te
hnique is studied.4.1 Performan
e Metri
sThe following performan
e metri
s are applied while measuring the performan
e ofTCP on CEAS system:
• The best path - The path with the shortest end-to-end delay from the sour
enode to the destination node.
• Pheromone Stabilization period - A point in time when the probability ofnormal ants following the best path is 100 times higher than the other paths inthe network.
• Re-stabilization period - A point in time when the system updates pheromonelevel to ele
t new best path in response to the network events su
h as link failure,link Establishment or 
ongestion.
• TCP data rate - the rate at whi
h TCP sour
e transmits data.
• TCP Throughput - The total amount of TCP data transferred after starting aTCP 
onne
tion over the entire interval of the simulation.4.2 TCP performan
e on steady-state networkBefore measuring the TCP performan
e in a network with CEAS system, it is33



4.2. TCP performan
e on steady-state networkimportant to observe the time required for the CEAS system to stabilize the pheromonelevels along the available paths. On
e the pheromone level stabilizes the majority ofants follow through the best path making it the most popular path in the network.The stabilization period depends on the number of the ants in the network. Thus, weuse simulations at di�erent ant rates and 
ompare the results. Then, we observed thee�e
t of starting TCP 
onne
tion immediately after the initialization phase using TCPdata rate as the performan
e metri
. We measured the time required for a TCP sour
eto transfer pa
kets at full data rate. TCP 
onne
tion using both of the TCP variantsis studied.S
enario:To measure the stabilization period two nodes; node 0 and node 8 are sele
ted asa sour
e and destination nodes. In this simulation only ant tra�
 is generated butnot the data tra�
. Elite sele
tions are made on all ants in
luding the explorer ants.Further, 
y
li
 paths are not removed at the destination. The s
enario is simulatedfor 600 se
onds with the �rst 50 se
onds as the initialization phase, during whi
h allants generated are explorer ants sear
hing the possible paths. The stabilization periodat di�erent ant rates are 
ompared and graphs are plotted with 95 per
ent 
on�den
einterval. Throughout the simulation, the network remains steady with no link failures.In se
ond phase of this simulation we start the TCP 
onne
tion right after theinitialization phase i.e. at 50 se
. and measured the time required for the TCP sour
eto transmit data at the full rate. The s
enario is simulated for 1800 se
onds. The TCPre
eiver uses the Sa
k1 TCP sink along with delayed ACKs for TCP Sa
k whereassimply TCPSink with delayed ACK for TCP Reno. The pa
ket size, data rates andother TCP parameters are as in the Table 4.1.Results and Dis
ussion:Figure 4.2 shows the Pheromone Stabilization periods at di�erent ant rates. Thetime required to stabilize pheromone values de
reases with the in
rease in the ant rates.34



Chapter 4. Measuring TCP performan
e on CEAS systemParameter ValuesData Rate 75 MbpsTTL 10Window Size 80Pa
ket Size 1500 bytesTable 4.1: TCP 
on�gurationAnt Rate Mean Time Approx. Number of Antsrequired(Normal + Explorer) (Normal + Explorer)1 + 0.1 151.2 ≈1662 + 0.2 73 ≈1603 + 0.3 49.8 ≈1645 + 0.5 30.7 ≈16910 + 1 14.9 ≈16415 + 1.5 9.8 ≈16220 + 2 7.52 ≈165Average ≈164Table 4.2: Pheromone Stabilization Phase with Elite Sele
tion on All AntsThe Table 4.2 summarizes the stabilization time period as well as the number of antsparti
ipating in the stabilization pro
ess. The number of ants generated during theinitialization phase is ex
luded. The Table shows that the number of ants parti
ipatingin the stabilization pro
ess at all ant rates is almost equal. From these results, we 
anassume that at an ant rate of 164 ants per se
ond the system would establish the bestpath in our network immediately after the initialization phase.Figure 4.3 
ompares the time taken by TCP Reno and TCP Sa
k to transmit dataat full rate i.e. 75 Mb for our s
enario. The results from both of the TCP variantsat di�erent ant rates are 
ompared. The �gure shows similar results to that of thepheromone stabilization pro
ess; at higher ant rates the time required by both thevariants are shorter. Graphs plotted in the �gure also indi
ate that at all ant ratesthe TCP Sa
k takes shorter time to transmit at full data rate than the TCP Reno.However, at higher ant rates the time di�eren
es between the variants are smaller.In these simulations we start the TCP 
onne
tion immediately after the initializa-tion phase, at this moment the pheromone levels in the network are yet to be stabilized.35



4.2. TCP performan
e on steady-state network
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Figure 4.2: Pheromone Stabilization periodTherefore, the system makes use of both the available paths to deliver the TCP pa
ketsresulting out-of-order pa
ket delivery.The negative e�e
t of the out-of-order pa
ket delivery on TCP throughput is dis-
ussed above in Se
tion 2.7. Also, during multiple pa
ket losses TCP Reno su�ersfrom 
y
les of re-entering Fast Transmit and Fast Re
overy phase resulting furtherde
rease in the TCP window size. On the other hand, TCP Sa
k does not leave theFast Transmit and Fast Re
overy phase immediately after retransmitting the �rst un-a
knowledged pa
ket in response to the 3 
ontinuous DUPACK re
eived. Further,TCP Sa
k bene�ts from SACK enabled ACK whi
h informs the TCP sender about the
urrently missing pa
ket at the re
eiver.Figure 4.4, shows 
ongestion window, 
wnd, of both TCP Sa
k and TCP Reno atdi�erent ant rates. The �gure also shows that the 
wnd of TCP Reno �u
tuates more36



Chapter 4. Measuring TCP performan
e on CEAS system
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Figure 4.3: Time required for TCP to transmit with Full Data Ratefrequently than that of the TCP Sa
k due to the 
y
les of re-entering the Fast Transmitand Fast Re
overy Phase.In brief, until the system stabilizes the probability of out-of-order pa
ket deliveryis higher resulting poor TCP performan
e. But, as the system stabilizes, the 
wndfor both the variants in
reases. Figure 4.5 provides an image of out-of-order pa
ketdelivery rate at an ant rate of 5 ants per se
ond for both the TCP variants. Thegraphs are plotted using a result from an instan
e of the simulations. Initially therate of out-of-order delivery is larger but the rate de
reases as the pheromone levelstabilizes. Therefore, if we start the TCP 
onne
tion sometime after the pheromonestabilization phase, the data transmission would start at full rate.However, this is not the 
ase in LSRP and DVR; the initialization phase in theseproto
ols takes very short time, less than a se
ond for a small network like ours. Fur-ther, the data pa
kets are always forwarded through the same path whi
h preventsreordering of pa
kets resulting stable TCP throughput.37



4.2. TCP performan
e on steady-state network
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Figure 4.4: 
wnd at di�erent ant rate
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e of simulation)38



Chapter 4. Measuring TCP performan
e on CEAS system4.3 TCP performan
e during Link FailureThe next step in our study is to understand the behavior of the CEAS systemunder the in�uen
e of network dynami
s su
h as link failures and re-establishments. Inthis study, we measure the time required for the system to update and re-stabilize thepheromone values in order to divert the tra�
 through alternative path after the linkfailure. Similar to the simulation 
arried out in Se
tion 4.2, we measure the system atvarious ant rates. We also measure the time taken by the TCP sour
e to resume datatransmission, via the immediate best path, after the link failure. The e�e
t of the linkre-establishment is also studied.S
enario:Similar to our previous s
enario in Se
tion 4.2, we use node 0 and node 8 asour sour
e and destination nodes. Similarly, the pa
ket size, Data rates and otherparameters are set identi
al. Further, the s
enario is simulated for both the TCPvariants at di�erent ant rates. However, we start the data tra�
 100 se
onds after thestabilization phase to avoid out-of-order pa
ket delivery. As a 
onsequen
e, the TCPsour
e transmits data at the full rate.The TCP tra�
 generation start time varies a

ording to the stabilization time.Similarly, the simulation time varies a

ording to the ant rates be
ause the system withthe lower ant rates takes longer time to update the pheromone values. The link failureevent is s
heduled after 100 se
onds of the TCP transmission starts. At this time, webreak the link 
onne
tion node 4 and node 5 in order to have a link failure on the bestpath. Finally, after 100 se
onds of su

essful re-route at full data rate we re-establishthe failure link. The results from both the TCP variants are 
ompared and graphs areplotted with 95 per
ent 
on�den
e interval.Results and dis
ussionFigure 4.6 
ompares the time required by the CEAS system to update and re-39



4.3. TCP performan
e during Link Failure
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Figure 4.6: Re-stabilization phasestabilize the pheromone values at di�erent ant rates in order to divert the tra�
 afterthe link failure and after the link re-establishment. The results show that during thepheromone re-stabilization pro
ess, it requires more number of ants than during theinitial stabilization pro
ess. During the system initialization, the pheromone level alongboth the paths are at their minimum levels but the stabilization pro
ess in
reases thepheromone level mu
h higher along the best path 
ompared to the alternative path.In our s
enario, the link failure event o

urs after the stabilization phase and alsoalong the best path. Therefore, the system requires more number of ants to redu
e thepheromone level along the failure path and raise the level along the alternative path.The results also show that during the update pro
ess, more number of ants isrequired at the higher ant rates than at the lower rates. The reason is that we startthe TCP tra�
 100 se
onds after the stabilization phase and also the link failureis s
heduled 100 se
onds after the TCP 
onne
tion. During this time, the numberof ants updating pheromone values is larger at the higher ant rates whi
h further40



Chapter 4. Measuring TCP performan
e on CEAS systemredu
e the pheromone level along the alternative path 
ompared to the pheromonelevel at the lower rates. Therefore, proportional numbers of ants are required in there-stabilization pro
ess. Further, the slower pheromone update pro
ess at lower antrates is also bene�ted by the nature of the 
ontrol variable i.e. temperature whi
hde
reases over time. The 
ontrol variable, temperature is a main parameter used inpheromone update method (see [16℄ for detail).The results from the link re-establishment, depi
ted in Figure 4.6, shows the similarresults to that of link failure pro
ess. However, the time period for re-establishing thebest path is shorter than the re-route time during link failure.
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Figure 4.7: Time required for TCP to resume transmission after Link FailureFigure 4.7 
ompares the time taken by TCP Reno and TCP Sa
k to resume datatransmission after the link failure where as Figure 4.8 
ompares the time taken by boththe TCP variants to regain the full data rate after the data transmission is resumed.The time taken by the TCP to resume data transmission depends on the pheromoneupdate pro
ess. During whi
h, the in
rease in the pheromone level along the alternative41



4.3. TCP performan
e during Link Failure
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Figure 4.8: Time required for TCP to regain full data rate after transmission is resumedpath in
reases the probability of sele
ting that path. On
e the probability of sele
tingthe alternative path is signi�
ant enough the TCP data transmission resumes. Thus,the results from both the TCP variants are similar. However, it takes signi�
ant amountof time before TCP regains full data rate be
ause of the random pa
ket loss.

Figure 4.9: Mi
ro-Loops after Link FailureAt node 3 as shown in Figure 4.9, though there remains only one available path42



Chapter 4. Measuring TCP performan
e on CEAS systemtowards the destination, the probability of sele
ting node 4 over node 10 as the nextnode still remains higher. Further at node 4 , the failure of only available route towardsthe destination other than the route ba
k to the node 3 worsen the situation. This
auses a large number of TCP pa
kets to loop around node 3 and node 4 until theirTTL value expires and �nally dropped by the routers. The number of pa
kets loopingaround node 3 and node 4 de
reases as the pheromone level re-stabilizes resultingregain in TCP throughput.
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Figure 4.10: Time required for TCP to regain full data rate after link re-establishmentSimilarly Figure 4.10 
ompares the time taken by both the TCP variants to re-gain full data rate after the link re-establishment. During pheromone update pro
ess,the system routes tra�
 through both the path 
ausing out-of-order pa
ket delivery.However, as the pheromone stabilizes the rate of out-of-order delivery redu
es resultinggain in TCP throughput. Thus, 
onsiderable amount of time is required depending onthe ant rates before the TCP regains the data rate.Figure 4.8, Figure 4.10 and Figure 4.3 shows that depending on the ant rates, the43



4.4. TCP performan
e during Link Congestionperforman
e of TCP during pheromone stabilization periods are similar. The resultsfrom all these three graphs also shows that the TCP Sa
k regains faster 
ompared tothe TCP Reno.4.4 TCP performan
e during Link CongestionAs a sto
hasti
 routing, CEAS uses multi-path routing. CEAS system 
ontinuouslyevaluates all available paths and sele
ts a best path based on the quality of the path.Depending on the tra�
 loads the best path between two nodes 
hanges over time.When there are no tra�
 loads on the network the CEAS sele
ts shortest path asthe best path. In this se
tion we expli
itly introdu
e heavy tra�
 loads along theshortest path for
ing the system to re-sele
t the best path. In this se
tion we study thebehavior of CEAS system during path 
ongestion and analyze the e�e
t on the TCPperforman
e. We also 
ompare the results with the LSRP and the DVR under similar
on�gurations.S
enario:Like in our previous s
enarios, we use similar parameters and 
on�gurations. Weload the link 
onne
ting node 4 and node 5 with a heavy tra�
. This link is sele
ted inorder to introdu
e 
ongestion along the best path. We load the link with 97 per
ent ofthe link 
apa
ity as the ba
kground tra�
. For this we generate CBR UDP 
onne
tionat data rate of 97 Mb between the nodes 4 and 5 . We use TTL value of 1 for UDPpa
ket in order to load tra�
 only on that link. Similarly, we start the link 
ongestion100 se
onds after the stable TCP 
onne
tion. For this study, we use TCP throughputas the performan
e metri
. Further we simulate the system only at the higher ant ratesi.e. above 5 ants per se
onds. The results from both the TCP variants at di�erentant rates are plotted with the 95 per
ent 
on�den
e interval. We 
ompare the resultsagainst the results from LSRP and DVR simulated under similar 
on�gurations.44
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Figure 4.11: TCP Throughput during 
ongestionDuring all simulations we observe that after starting the link 
ongestion, the TCPdata transfer rate never rea
hes its full rate. At the re
eiver node we observe 
ontinuousout-of-order pa
ket delivery. While visually examining the simulations we �nd that thesystem uses both the available paths to some extent. We �nd that the use of the shortestpath is more frequent than the non-
ongestion path. The system does not 
ompletelydivert the tra�
 along the non-
ongested route. We also �nd that the overall TCPthroughput at di�erent levels of ant rate are almost similar.There are mainly two reason for this; TCP 
ongestion 
ontrol algorithm whi
hredu
es the data rate to avoid the 
ongestion and the large di�eren
e in the pa
ket sizebetween the ant pa
kets and the data pa
kets. The ant pa
ket size is 
omparativelysmaller than the data pa
ket thus, ant pa
kets experien
es less transition delay thanthe data pa
kets. During 
ongestion both the ant pa
kets as well as data pa
ketsexperien
e delay due to in
rease in the queue length on the nodes. In response to this,45



4.4. TCP performan
e during Link CongestionTCP redu
es its data rate meanwhile the system updates the pheromone level along thenon-
ongested path in
reasing the probability of its use. As the result of redu
ed datatra�
 and some of its tra�
 following the alternative path, the previously 
ongestedpath gets fewer tra�
 loads other than the ba
kground tra�
. In the mean time, theants traveling through the previously 
ongested path do not experien
e large queuingdelay as before. While rea
hing the destination the ants re-marks this path as thebest path and updates the system a

ordingly. This 
auses periodi
 �u
tuation onthe sele
tion of the path. In addition to this, su
h �u
tuation on path sele
tion 
auses�u
tuation in the TCP data rate as well as reordering of the pa
kets. As a 
onsequen
e,TCP never regains its full data rate.On the other hand, LSRP and DVR never use alternative path unless there is alink failure. Thus, they always experien
e network 
ongestion and redu
e the TCPthroughput. The overall TCP throughput on all three systems are 
ompared in theFigure 4.11. The graph shows that the TCP throughput on the CEAS system is notmu
h a�e
ted by the ant rates. Whi
h further indi
ates that the system does not makeuse of the alternative path in response to the 
ongestion. However, 
ompared to theTCP throughput on LSRP and DVR, the TCP throughput on the CEAS system is 4times higher in our network. Similar to our previous results the performan
e of TCPSa
k is higher than that of TCP Reno. But, the di�eren
e between the performan
eof both the TCP variants in 
ase of LSRP and DVR is insigni�
ant.The e�e
t of in
reasing pa
ket size.In
reasing the pa
ket size in
reases the transition time of the pa
ket and alsode
reases the number of pa
kets required to transmit the same amount of data. Asexplained in Se
tion 2.7, in
reasing the pa
ket transition delays in
reases the timeinterval of sending 3 
ontinuous DUPACKs for missing pa
kets. Consequently, thisin
reases the average delay that the missing pa
ket 
an spend on the longer path beforetriggering the Fast retransmission and Fast re
overy me
hanism. Additionally, redu
ein the pa
kets quantity redu
es the number of out-of-order pa
kets proportionally.46
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Figure 4.12: TCP Throughput on di�erent system with Large pa
ket sizeTherefore, TCP transmits data with higher throughput.In addition to this, longer time spent by data pa
kets on a link 
auses ant pa
ketsto wait longer time in queue. This adds 
onsiderable amount of delay on ant pa
ketswhen the network is loaded. Taking our previous s
enario as an example; when there is
ongestion along the best path, the ants traveling through the path experien
e longerqueuing delay. In the mean time, ants traveling through the alternative path do notexperien
e su
h delay. As a 
onsequen
e, the system diverts data tra�
 along thealternative path. But this time, the ants traveling through the shortest path stillexperien
e queuing delay as some of the data tra�
 still follow the best path. Further,the UDP ba
kground tra�
 does not redu
e its transmission rate in response to the
ongestion. Besides that, the ba
kground tra�
 load on this link is higher 
omparedto the data tra�
 along the alternative path. This further in
reases the queuing delayalong the shortest bath. As a result, the system gradually diverts large amount of datathrough the alternative path whi
h ultimately in
reases the TCP performan
e.47



4.5. The e�e
t of di�erent 
apa
ity links on TCP.The results obtained by in
reasing the pa
ket size to 9000 bytes are plotted inFigure 4.12. The graph shows signi�
ant in
rease in TCP performan
e on CEASsystem but, the TCP performan
e on LSRP and DVR show no improvement be
ausethey 
ontinue to use shortest path and experien
e 
ongestion.These results indi
ate that for
ing the ants to experien
e 
onsiderable amount ofdelay 
orresponding to the tra�
 load enhan
es the TCP performan
e. This 
an bea
hieved easily by setting pa
ket-priority on the data pa
kets. The Pa
ket-priorityallows a pa
ket with a higher priority to be served before a pa
ket with a lower pri-ority. Thus, at ea
h router the data pa
kets would get higher preferen
e for
ing theant pa
kets to remain longer time in queue. Another possible solution 
ould be piggy-ba
king ant information on the data pa
kets. With su
h piggyba
king the ants wouldexperien
e the same amount of delay as the data pa
kets.4.5 The e�e
t of di�erent 
apa
ity links on TCP.In a real network 
apa
ity of a link varies a

ording to the network requirementsand the 
apa
ity planning. In LSRP, the 
apa
ity of the links is the major fa
torin�uen
ing the link 
ost. The best path between two nodes is 
al
ulated on the basisof total end-to-end link 
osts among the available paths. Unlike LSRP, the CEASsystem 
al
ulates path 
ost on the basis of the end-to-end delay. Therefore, when thenetwork is not loaded with data tra�
, the end-to-end delay depends on the averagelink transition delay. Sin
e the pa
ket size of the ants is very small, the transitiondelay on ant pa
kets is negligible 
ompared to data pa
kets. However, the end-to-enddelay varies a

ording to the tra�
 loads. In this se
tion we study how the CEASsystem treats the link with unequal 
apa
ity during path sele
tion and its e�e
t onTCP performan
e.S
enario:Similar to our previous s
enarios, we sele
t link 
onne
ting node 4 and node 548



Chapter 4. Measuring TCP performan
e on CEAS systemas our vi
tim and lower its link 
apa
ity by one tenth. Similarly, we simulate thes
enario for 1200 se
onds at the higher ant rates. Again, we use TCP throughput asthe performan
e metri
. The results from both the TCP variants at di�erent ant ratesare 
ompared with 95 per
ent 
on�den
e interval.Results:The results from these simulations are very similar to the results that we obtainin Se
tion 4.4. During entire period of simulations we observe that the TCP nevergain its full rate. (The graphs from the results are plotted in Appendix C.) We also�nd that the TCP data rate �u
tuates 
ontinuously as well as the system 
ontinuesusing the lower 
apa
ity path more frequently than the alternative path. The reasonbehind su
h �u
tuation is same as dis
ussed above in Se
tion 4.4; TCP 
ongestion
ontrol algorithm and the large di�eren
e in the pa
ket size between ant pa
kets anddata pa
kets. Similarly this problem 
ould be solved by setting higher Pa
ket-priorityon data pa
kets allowing them to be served before ant pa
kets. Also piggyba
king antinformation on the data pa
kets 
ould be an option.4.6 Multiple TCP 
onne
tions.All of our studies above only deals with a single TCP 
onne
tion in the network.In this se
tion, we study the behavior of the CEAS system under in�uen
e of two TCP
onne
tions. Here, we examine how the system handles both the 
onne
tions to �ndout:
• Whether the system handles both the TCP 
onne
tions equally. In other words,we investigate whether the overall TCP throughput of both the TCP 
onne
tionsare similar or one of them dominates the other, and
• Whether both the TCP 
onne
tions struggle to use the best path or they arediverted along di�erent paths. 49



4.6. Multiple TCP 
onne
tions.S
enario:To understand the behavior of the system under TCP 
onne
tion we use sele
t twoTCP 
onne
tions in su
h a way that they both share the best path along the samedire
tion. For whi
h we establish �rst TCP 
onne
tion between node 0 and node 8and the se
ond TCP 
onne
tion between node 2 and node 6 , where node 0 and node2 are the sour
e nodes. We start both the TCP 
onne
tions at the same time i.e. 100se
onds after the initialization phase. This time we only simulated the system at anant rate of 20 . We also simulate the system using larger pa
ket size i.e. 9000 bytes.Results and Dis
ussion:The results obtained from the simulations are listed in Table 4.3. During simula-tions we observe that non of the TCP 
onne
tion transmit data at their full rate. Theresults show that the average TCP throughputs for both the TCP 
onne
tions on theCEAS systems are almost equal. This means that the system handles both the TCP
onne
tion independently with equal priority1. This also means that both the TCP
onne
tion experien
es 
ongestion in a similar manner.Parameter Throughput (TCP Reno) Throughput (TCP Sa
k)TCP 1(standarderror) TCP 2(standarderror) TCP 1(standarderror) TCP 2(standarderror)CEAS (antrate 20) 40.65 (11.82) 38.81 (12.97) 44.46 (11.23) 40.58 (9.81)LSRP 44.45 55.01 50.12 47.07DVR 42.01 55.01 50.12 47.07Table 4.3: TCP throughput during multiple 
onne
tionsFigure 4.13, depi
ts the pheromone distribution at node 3 towards the node 4 andnode 10 (i.e. along the best path and the alternative path). The graph is plotted usingthe results from an instan
e of the simulations. Looking at the pheromone distributionwe �nd that the probability of using the shortest path by both the systems is mu
hhigher than the alternative path. While visually examining the simulations we �nd that50
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Figure 4.13: Pheromone Distribution at node 3both the TCP tra�
 strives to use only the shortest path. During su
h 
ompetition theshortest path gets 
ongested. As a 
onsequen
e, both the TCP 
onne
tions experien
e
ongestion at the same time and redu
e their data rate. The redu
tion of the data rateon both the 
onne
tions removes the 
ongestion however, both the 
onne
tion thenagain in
rease their data rate. This 
auses periodi
 
ongestion along the shortest path.Thus the behavior of the system is similar to the one that we observed in Se
tion 4.4.And, the TCP 
onne
tions neither gain full data rate nor they are diverted separately.Unlike CEAS, LSRP and DVR both use only the shortest path for both the 
onne
-tions. The TCP 
onne
tions using TCP Reno in these systems get periodi
 preferen
ealong the best path allowing one TCP stream to transmit at higher rate than the otheralternatively (the graphs showing su
h alternating data rates are plotted in AppendixD). This is the reason why we have the di�eren
es in the throughputs of the two TCP
onne
tions in 
ase of LSRP and DVR. At the end of our simulation one of the TCP
onne
tions is transmitting at higher data rate than the other resulting the di�eren
e51



4.6. Multiple TCP 
onne
tions.in overall TCP throughputs.Parameter Throughput (TCP Reno) Throughput (TCP Sa
k)TCP 1(standarderror) TCP 2(standarderror) TCP 1(standarderror) TCP 2(standarderror)CEAS (antrate 20) 74.94 (3.13) 75.03 (2.31) 74.9 (1.3) 75.23 (0.81)LSRP 50.21 49.12 52.45 47.21DVR 58.63 40.75 59.66 38.28Table 4.4: TCP Throughput during multiple 
onne
tion at pa
ket size of 9000 bytesThe results obtained after in
reasing the pa
ket size are listed in Table 4.4. Similarto our previous results in Se
tion 4.4, the TCP performan
e on CEAS system showssigni�
ant improvement while the improvements on LSRP and DVR are very small.Looking at the pheromone distribution at node 3 , depi
ted in Figure 4.14, we 
an saythat the TCP streams make use of both the paths more frequently. The graph alsoshow that the probability of using the shortest path by one TCP stream is higher thanother alternatively. This indi
ates that the system diverts TCP streams separately.While visually examining the simulations we �nd that most of the time both the TCPtra�
 follows separate paths yet the TCP streams 
ompete to use the best path.

52
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Figure 4.14: Pheromone Distribution at node 3 using pa
ket size of 9000 bytes
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Figure 4.15: Comparison of TCP data rate between TCP Reno and TCP Sa
k (results from aninstan
e of a simulation) 53



4.7. Previous Hop memoryFigure 4.15 
ompares the TCP data rate of both the 
onne
tion using TCP Renoand TCP sa
k during an entire period of simulations. The graph is plotted using theresults from an instan
e of the simulation after in
reasing the pa
ket size to 9000 bytes.The results show that the performan
e of TCP Sa
k is mu
h smoother than TCP Reno.4.7 Previous Hop memoryDuring link failure, we observe that large number of pa
kets 
ontinuously looparound node 3 and node 4 . Although there is an alternative path available towardsdestination, the pheromone level toward the failure path still remains higher than thealternative path. Thus at node 3 , pa
kets are forwarded to node 4 instead of node10 . But at node 4 , the only available link towards the destination other than routeba
k is broken so the pa
kets are forwarded ba
k to the node 3 . As a result pa
kets
ontinuously loop around the link and redu
es the TCP performan
e.

Figure 4.16: Mi
ro-looping during Link failureLet's assume a topology as shown in Figure 4.16, where we have another path
onne
ting node 4 and node 5 via a series of nodes n + x + 1. Suppose the link
onne
ting node 4 and node 5 is broken as in our previous s
enario. At this point,the path 
ost towards node 5 via n + x + 1 nodes is mu
h higher than the path 
ostalong [4, 3, 10, 9, 5]. Thus, pa
kets rea
hing node 4 is forwarded ba
k to node 3 insteadof node n. However at node 3 , the probability of sele
ting node 4 over node 10 still54



Chapter 4. Measuring TCP performan
e on CEAS systemremains higher. As a result the TCP pa
kets keep looping around node 3 and node 4until the probability of sele
ting node 10 be
omes higher.To avoid su
h mi
ro looping we implement a previous hop memory te
hnique. Thiste
hnique prohibits forwarding pa
kets ba
k to the node from whi
h they are re
entlyforwarded. As in our example from Figure 4.16, on
e the pa
ket rea
hes node 4 , theprevious hop memory te
hnique restri
ts the forwarding of the pa
ket ba
k to the node3 . Thus, the pa
ket is forwarded to node n whi
h would then ultimately rea
h node5 . Further as in our s
enario where we have only one available path i.e. route ba
k tothe node 3 , if we prohibit forwarding the pa
ket ba
k then the pa
ket would have tobe dropped. In su
h 
ases, where there is no available path other than route ba
k weallow forwarding ba
k the pa
ket. But as the pa
ket rea
hes node 3, there are otherpaths available so the pa
ket would not be forwarded again to node 4 . This ultimatelyremoves the 
ontinuous looping.Results and Dis
ussion:After implementing a previous hop memory te
hnique, we �nd that at all antrates the TCP transmission rate is una�e
ted by the link failure. TCP resumes datatransmission immediately after the failure and 
ontinues transmitting data at the samerate. The data pa
kets that are forwarded to node 4 loop ba
k to node 3 and 
ontinuetheir journey through the alternative path. However, during pheromone update and re-stabilization pro
ess, the system slowly diverts more TCP tra�
 along the alternativepath. As a result TCP data pa
kets follow both the paths; the alternative path andthe one with a single loop. The use of multi-path 
auses reordering of the pa
kets andredu
es TCP performan
e. However, TCP regains its data rate on
e the re-stabilizationphase ends.The overall per
entage gain in TCP throughput after implementing a previous hopmemory te
hnique is plotted in Figure 4.17. The graph shows that the system at thelower ant rates bene�ts more with this te
hnique than the system at higher ant rates.The reason behind su
h bene�t is due to slower pheromone update and re-stabilization55
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Figure 4.17: average per
entage gain in TCP Throughputpro
ess at the lower ant rates. Without the previous hop memory te
hnique largenumber of TCP pa
kets su�ers looping at lower ant rates than at higher ant rates.Thus the overall gain in TCP performan
e is more at lower ant rates than at higherant rates.Con
lusion:From the above results, we �nd that during pheromone update periods, the useof multiple paths redu
es the TCP performan
e. During link failure along the bestpath, the system takes 
ertain time to update the pheromone values depending on theant rates. Further, TCP data transmission is interrupted until the pheromone levelalong the alternative path rises in
reasing the probability of its sele
tion. However, theTCP does not regain its data transmission rate immediately. Until the probability ofsele
ting the alternative path over the failure path be
omes signi�
antly high enoughthe TCP 
ontinuously experien
es pa
ket loss due to mi
ro-looping. In
reasing the56



Chapter 4. Measuring TCP performan
e on CEAS systemant rate redu
es su
h transmission interrupt time yet the mi
ro looping of the pa
ketsredu
es the TCP performan
e to some extent.We �nd that the use of previous hop memory te
hnique not only removes su
hmi
ro looping but also helps TCP sour
e to resume data transmission immediatelyafter the link failure. However, the TCP performan
e redu
es again during pheromonere-stabilization period. In addition to this the overall performan
e gain a
hieved afterimplementing previous hop memory te
hnique is higher at the lower ant rates 
omparedat the higher ant rates.We also �nd that the CEAS utilizes its available resour
es more e�
iently thanthe LSRP and DVR a

ording to the network load. However, due to the smallertransition delay of ant pa
kets 
ompared to the data pa
kets we �nd that the TCPexperien
es periodi
 
ongestion 
ausing its transmission rate to �u
tuate. Althoughthe system make use of the alternative path in response to the 
ongestion, the periodi
�u
tuation of the TCP and the smaller transition delay of ant pa
kets 
auses thesystem to 
ontinuously use the shortest path. We also �nd that for
ing the ant pa
ketsto experien
e 
onsiderable amount of queuing delay a

ording to the tra�
 load helpsants to better update the system more a

urately.Unlike LSRP and DVR, we �nd that the CEAS system handles multiple TCPtra�
 independently with equal priority. However, the TCP streams strive to use theshortest path 
ausing periodi
 
ongestion along the shortest. This signi�
antly redu
esthe performan
e of the TCP streams. Similarly, we �nd that for
ing the ant pa
ketsto experien
e queuing delay, the system handles multiple TCP streams more e�
ientlyand diverts them along separate paths. However, the TCP streams strive to use theshortest path as far as possible but one TCP stream at a time.Finally, we �nd that the performan
e of TCP Sa
k is better than the TCP Renodue to its 
ongestion 
ontrol strategy. Thus, the TCP Sa
k would be better 
hoi
e touse in multipath routing su
h as CEAS.
57
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Chapter 5
Case Study

This 
hapter presents simulation studies of the TCP performan
e on the CEAS sys-tem under the in�uen
e of 
ombination of network events. The results are 
omparedagainst LSRP and DVR under similar 
on�gurations. The studies in this 
haptermainly fo
us on observing the behavior of the TCP in 
omplex networks. The simula-tions performed in this 
ase study is to understand whether the CEAS behavior underin�uen
e of the various network events on 
omplex network produ
e similar e�e
ts onthe TCP performan
e as in the simple network or the results are topology spe
i�
.The 
ase studies are divided on the basis of the topology; Figure 5.1 and Figure5.12.5.1 Performan
e Metri
s
• TCP Conne
t Time - The amount of time required to establish a TCP 
onne
-tion from a sour
e to a destination. In other words this is the total time requiredto deliver �rst TCP data pa
ket after 
ompleting TCP handshaking.
• TCP Throughput - The total amount of TCP data transferred after starting aTCP 
onne
tion over the entire interval of the simulation
• TCP Goodput - The total amount of data delivered over the interval of the59



5.2. TCP performan
e using 12 node networksimulation.5.2 TCP performan
e using 12 node network

Figure 5.1: 12 nodes network.This topology is sele
ted to examine the TCP performan
e on more 
omplex net-work where we have more than two paths between 
onne
tion pairs. However, wemaintain a regular stru
ture in the topology whi
h would help us understand the sys-tem easily and also enable us to visually examine the simulations to gain more insight.Con�gurations:In this study, we use lower 
apa
ity links, ea
h of 1 Mb bandwidth, to 
onne
tnodes. In addition to this, we use longer transition delay of 10 millise
onds on ea
hlinks. We simulate the CEAS system at ant rate of 10 normal ants per se
ond and1 explorer ant per se
ond with beta value of 0.98 . Rest of the CEAS 
on�gurationsremains similar to our above studies in Chapter 4.Here, we observe the behavior of the CEAS system under in�uen
e of multiple linkfailures, link re-establishment and frequent transient links in presen
e of various levelsba
kground loads. We study the TCP performan
e of both TCP Reno and TCP Sa
k.The TCP performan
e results are 
ompared with the results obtained from using LSRPand DVR under similar network 
on�gurations. The TCP 
on�guration parameters are60



Chapter 5. Case Studylisted in Table 5.1 and the Table 5.2 lists the 
on�guration parameters for ba
kgroundtra�
 generators.Parameter ValuesTCP variants TCP Reno, TCP Sa
kTTL 10Window Size 200Pa
ket Size 512 bytesData Rate 800 KbpsTable 5.1: TCP 
on�gurationParameter ValuesTra�
 UDPSour
e CBR generatorPa
ket Size 512 bytesData Rates 0 - 5000 KbpsTTL 10Number of Conne
tions 5Table 5.2: Ba
kground tra�
 parameters
5.2.1 TCP performan
e on steady networkIn this se
tion, we measure and 
ompare the TCP performan
e of all three systemson our network when there are no link failures. The TCP performan
e is measured onthe basis of TCP 
onne
t time, TCP Throughput and TCP Goodput. Additionally,we measure the TCP performan
e at various levels of ba
kground tra�
. The TCPperforman
e using both TCP Reno and TCP Sa
k are 
ompared.S
enario:We sele
t node 0 and node 10 as our TCP sour
e and destination nodes. Thesour
e and the destination nodes are 
hosen in order to have multiple paths betweenthem. To avoid the stabilization phase we start TCP tra�
 50 se
onds after theinitialization phase. The s
enarios are simulated for 700 se
onds with �rst 50 se
ondsas the initialization phase. 61



5.2. TCP performan
e using 12 node networkWe introdu
e ba
kground tra�
 loads using 5 di�erent UDP tra�
 generatorsimmediately after the initialization phase. The UDP tra�
 sour
e and destinationnodes are sele
ted in su
h a way that at least one of the ba
kground 
onne
tions sharesa 
ommon link with the TCP 
onne
tion. The 
ombined tra�
 generated by theseUDP 
onne
tions provides di�erent levels of ba
kground tra�
 loads on the network.Results and Dis
ussions:
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Figure 5.2: TCP Conne
t Time.Figure 5.2, 
ompares the 
onne
t time on all three systems at various levels ofba
kground tra�
. The graphs show that the 
onne
t time for both the TCP variantsare almost similar. Up to the ba
kground loads of 1500 Kbps, the 
onne
t time remainsun
hanged on all three systems. Further in
reasing the ba
kground load delays the
onne
t time. However, at 3000 Kbps the 
onne
t time on CEAS system takes mu
hless time 
ompared to the other systems. The reason for this is, the ba
kground loadson the shortest path is higher 
ompared to the other available paths and the TCPtra�
 on LSRP and DVR only follows the shortest path while the TCP tra�
 areforwarded using multiple paths on the CEAS system.Figure 5.3 and 5.4, 
ompare the TCP throughput and goodput on all three systems62
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Figure 5.3: TCP Throughput at various levels of ba
kground tra�
 loadsat various levels of ba
kground tra�
. Both the graphs show that the performan
e ofTCP Sa
k is better than TCP Reno on CEAS system while the TCP performan
e ofboth the variants on the LSRP and DVR remains un
hanged. The results show thatTCP Sa
k on CEAS system maintains highest level of goodput up to 1000 Kbps ofba
kground loads on the network while the performan
e of TCP Reno de
reases withthe in
rease in the ba
kground loads. The results also show that there are very littledi�eren
es on the TCP throughput and TCP goodput values. This infers that the dataretransmission rates on all three systems are very low.Due to the fa
t that the ba
kground loads on the shortest path is higher 
omparedto the other paths the TCP performan
e on LSRP and DVR is mu
h lower than on theCEAS system at higher ba
kground loads. However, beyond 3000 Kbps of ba
kgroundloads the TCP throughputs on all three system is very negligible. All these resultsindi
ates that in presen
e of lower tra�
 loads the TCP performan
e on all threesystems are similar. Further in
rease in the tra�
 load redu
es the TCP performan
es63
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Figure 5.4: TCP Goodput at various levels of ba
kground tra�
 loadsyet CEAS maintains higher TCP performan
e than others. This indi
ates that theCEAS system makes better use of its available resour
es than LSRP and DVR.5.2.2 TCP performan
e during multiple link failuresIn this se
tion, we measure the TCP performan
e of all three systems during mul-tiple link failures. Similar to our above study we use TCP Throughput and TCPGoodput as our performan
e metri
s. Similarly, we measure the TCP performan
eduring link failures at various levels of ba
kground tra�
. The performan
es of allthree systems are 
ompared using both the TCP variants.S
enario:Similar to our s
enario in 5.2.1, we sele
t node 0 and node 10 as our TCP sour
e anddestination nodes. The simulation parameters, TCP parameters and UDP ba
kgroundtra�
 loads are 
on�gured identi
ally. We s
hedule �rst link failure 100 se
onds after64
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Figure 5.5: TCP Throughput during multiple links failure at various levels of ba
kground tra�
loadsstarting TCP tra�
. The �rst failure is s
heduled along the shortest path betweenthe TCP 
onne
tion pair so that the failure a�e
ts all three systems. The next failureis s
heduled along the next shortest path and further failures are sele
ted among theequal 
ost paths. However, we re-establish the failure links along the se
ond shortestpath and the shortest path after some time. All the events are at least 50 se
onds apartwhere as the time period between a parti
ular link failure and its re-establishment iss
heduled 350 se
onds apart. The s
enario is simulated for both the TCP variants atvarious levels of ba
kground tra�
 loads.Results and Dis
ussions:Figure 5.5 and 5.6, 
ompare the TCP throughput and TCP goodput on all threesystems at various levels of ba
kground tra�
 when there are multiple link failures onthe network. Similar to the previous results, the graphs show that the performan
e ofTCP Sa
k is better than TCP Reno on CEAS system while the di�eren
e between the65
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Figure 5.6: TCP Goodput during multiple links failure at various levels of ba
kground tra�
 loadsTCP performan
e of both the TCP variants on other systems are insigni�
ant.The lower performan
e of TCP on CEAS system 
ompared to other system is dueto the time it takes to update the pheromone level and divert the data tra�
 alongother available path. Unlike LSRP and DVR the sele
tion of the next shortest path onCEAS takes signi�
ant amount of time depending on the ant rate. In the mean time,large amount of pa
kets are delivered out-of-order redu
ing the TCP performan
e. Thishas been dis
ussed in Se
tion 4.3.Figure 5.7 gives an overview of data re-transfer in all three systems during multiplelink failures at 1000 Kbps of ba
kground tra�
. (The graph is plotted using a resultfrom an instan
e of the simulation at 1000 Kbps of ba
kground tra�
.) The �gureshows that the data retransmission on the CEAS system is more frequent than LSRPand DVR. This indi
ates that the large number of pa
kets are delivered out-of-orderon CEAS system. While visually examining the simulations we �nd that the CEASsystem diverts the tra�
 along multiple paths after the link failure. In addition to this,66
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Figure 5.7: TCP data retransmission during multiple links failure at 1000 Kbps of ba
kground tra�
loadsthere are multiple pa
ket losses due to mi
ro-looping. (see Se
tion 4.3 for detail.)Figure 5.8 
ompares the improvement a
hieved on TCP Goodput after implement-ing previous hop memory te
hnique. The graphs show slight improvement on TCPgoodput at all levels of ba
kground tra�
. However, the di�eren
e in performan
ewould have been larger at lower ant rates.5.2.3 TCP performan
e during frequent transient linksIn this se
tion, we measure the TCP performan
e of all three systems on thenetwork with unstable links (frequent transient links). The TCP Throughput andTCP Goodput of all three systems are measured and 
ompared at various levels ofba
kground tra�
.S
enario:To simulate an unstable behavior of links, we �ap links up and down 
ontinuously67
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Figure 5.8: TCP performan
e after using one hop memory te
hnique.at the frequen
y of less than a se
ond. Ea
h �ap period last for 2 se
onds and the next�ap period begins 2 se
onds after the end of previous period. For this s
enario, node7 and node 10 are sele
ted as our TCP sour
e and destination nodes. The simulationparameters, TCP parameters and the ba
kground tra�
 loads are 
on�gured identi
alto above s
enarios. The 
y
li
 link �apping 
ontinues throughout the simulation period.A link along the shortest path and a link along the equal 
ost path are sele
ted as ourunstable links. The equal 
ost paths are among the next shortest path. The two links�ap up and down at frequen
y of 0.3 se
ond and 0.5 se
ond.Results and dis
ussions:Figure 5.9 and 5.10, 
ompares the TCP throughput and TCP goodput on all threesystems at various levels of ba
kground loads in presen
e of unstable links on the net-work. The results show that the TCP performan
e on the CEAS system is signi�
antlybetter than the LSRP and DVR. The LSRP and DVR both try to route tra�
 through68



Chapter 5. Case Study
 0

 200

 400

 600

 800

 0  500  1000  1500  2000  3000  5000

T
hr

ou
gh

pu
t (

K
bp

s)

Background Traffic: UDP (Kbps)

TCP Reno Throughput Comparison under frequent transient links

CEAS
LSRP
DVR

 0

 200

 400

 600

 800

 0  500  1000  1500  2000  3000  5000

T
hr

ou
gh

pu
t (

K
bp

s)

Background Traffic: UDP (Kbps)

TCP Sack Throughput Comparison under  frequent transient links

CEAS
LSRP
DVR

Figure 5.9: TCP Throughput under frequent transient links at various levels of ba
kground tra�
loadsthe shortest path thus during �apping large amount of data pa
kets are dropped. Fur-ther the situation is worsen by the �apping behavior of both the shortest path andthe se
ond shortest path at di�erent time interval. The LSRP and DVR 
ontinuouslystruggle to re-route the data tra�
 along the shortest path whi
h 
auses huge amountof pa
ket loss.On the other hand, the higher performan
e of TCP on CEAS is due to the use ofstable paths more frequent than the shortest path. While visually examining the sim-ulations we �nd that the CEAS system gradually avoids the unstable links and divertsmost of the tra�
 via reliable links. We �nd that the LSRP su�ers the most amongthe three systems. During link �apping large amount of LSA messages are generatedto re�e
t the 
hange in the topology whi
h requires extra over head of updating therouting table and re-
al
ulating the shortest path. But, the DVR only updates theinformation along the shortest path available whi
h redu
es the overhead 
ompared tothe LSRP. In addition to this, the 2 se
ond period update of routing tables in DVR69
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Figure 5.10: TCP Goodput under frequent transient links at various levels of ba
kground tra�
loadsfurther helps maintain the system more a

urately than LSRP. However, if the links onthe network were of di�erent link 
ost LSRP would have performed better than DVRas DVR only uses hop 
ount to 
al
ulate shortest path.Figure 5.11 shows the slight improvement a
hieved on TCP Goodput after imple-menting previous hop memory te
hnique.
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Figure 5.11: TCP performan
e after using one hop memory te
hnique.
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5.3. TCP Performan
e on large Topology5.3 TCP Performan
e on large TopologyIn this se
tion we 
arry out simulation study based on a 58 node network topologyextra
ted from Uninett1 network. The network 
onsists of 12 routers 
onne
ted using�fteen 2.5 Gbps links. The remaining routers are 
onne
ted using lower 
apa
ity linksranging from 10 Mbps to 1 Gbps. The topology is illustrated in Figure 5.12. Thistopology is 
hosen to provide realisti
 settings for our study. The studies in this se
tionare mainly fo
used on observing the performan
e of TCP during di�erent networkevents and verify the behavior of TCP with the results from the studies above. (Thegeographi
 lo
ation of the nodes are listed in Appendix E )S
enario:In a real world the bulk TCP data transfer is not very 
ommon. Further, thelink failure events are also very rare ex
ept during the s
heduled maintenan
e period.However, a study by Markopoulou et al. [20℄ shows that the link failures other thans
heduled maintenan
e o

ur often on a network. The study shows that most of thefailures o

urs simultaneously due to router related problems or link related problems.In addition to this, there may be other individual link failures. Some of the individuallink failures last for longer period of time while the other may last for very short intervalbut the frequen
y of su
h short link failures may be quite high.Assuming a s
enario of s
heduled data ba
kup whi
h involves large TCP datatransfer we sele
ted 4 TCP 
onne
tions on di�erent parts of the network. We sele
t a
ommon destination on all four 
onne
tions assuming it to be the 
entral server. Also,assuming the worst 
ase s
enario we 
reated some link long term link failures on thenetwork as well as high frequen
y short term link failures. We s
hedule these highfrequen
y short term link failures in su
h a way that the link remains dis
onne
ted for3 to 7 se
onds and the next failure o

urs 1 to 3 se
onds after the re-establishment. Wealso introdu
e some ba
kground tra�
 around one TCP sour
e. All the network events1www.uninett.no 72
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Figure 5.12: Uninett Topology O
t 2007.73



5.3. TCP Performan
e on large Topologyare sele
ted in su
h a way that ea
h of the event e�e
ts at least one TCP 
onne
tion.We sele
t node 51 , 
onne
ted with high 
apa
ity links to its neighboring nodes, asour 
entral server. We start all the TCP 
onne
tions at the same time i.e. 50 se
ondsafter the initialization phase. We simulate the s
enario for 1800 se
onds (30 minutes)with �rst 50 se
onds as the initialization phase. We use ant rate of 20 normal ants perse
ond and 2 explorer ants per se
ond with beta value of 0.98 for all TCP 
onne
tions.The pa
ket size used is 1500 bytes with TTL value of 30 . For this study all the TCP
onne
tions use only TCP Sa
k with delayed ACK.First TCP 
onne
tion pair:We sele
t node 4 as our �rst TCP sour
e. Node 4 has multiple high 
apa
itypaths towards the destination. We introdu
e frequent transient link failures along theshortest path (link 
onne
ting node 5 and node 1 ) and a long term link failure alongthe se
ond shortest path (link 
onne
ting node 34 and node 35 ). These events ares
heduled 600 se
onds apart. For this 
onne
tion we use data rate of 2 Gbps as mostof its paths 
onsist of high 
apa
ity links.Se
ond TCP 
onne
tion pair:We sele
t node 12 as our se
ond TCP sour
e. Node 12 is 
onne
ted to its neigh-boring nodes with 1 Gbps links. We introdu
e ba
kground CBR UDP tra�
 of 800Mbps along its shortest path (i.e. between node 12 and node 35 ). We use TTL value of2 so that the TCP experien
es 
ongestion only along that parti
ular path. The UDPba
kground tra�
 uses pa
ket size of 1500 bytes. The TCP data is generated at datarate of 800 Mbps.Third TCP Conne
tion pair:We sele
t node 41 as our third TCP sour
e. Node 41 is 
onne
ted to its neighboringnodes with low 
apa
ity links (32 Mbps and 34 Mbps). This 
onne
tion shares itsshortest path with the �rst TCP 
onne
tion. Thus, the �apping of link 
onne
ting74



Chapter 5. Case Studynode 5 and node 1 a�e
ts both of the TCP 
onne
tions. The TCP sour
e generatesdata at the rate of 30 Mbps.Fourth TCP Conne
tion pair:We sele
t node 47 as our fourth TCP sour
e. Although node 47 is 
onne
ted with1 Gbps links to its neighbors, the 
omposite link 
apa
ities along the paths varies.For instan
e; paths [47,17,18,53,51℄ and [47,48,18,53,51℄ 
onsist of equal numbers ofintermediate nodes but all the nodes along the �rst path are 
onne
ted by 1 Gbps linkswhere as the link 
onne
ting node 48 and node 18 along the se
ond path is only of 155Mbps bandwidth. The TCP sour
e generates data at the rate of 200 Mbps.Results and Dis
ussions:First TCP Conne
tion:
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Figure 5.13: TCP Throughput of �rst TCP 
onne
tionFigure 5.13 
ompares the TCP throughput of the �rst TCP 
onne
tion on all threesystems. (The �gure also 
ompares the TCP throughput on the CEAS system afterimplementing one hop memory te
hnique.) The results show that the LSRP and DVRare more severely a�e
ted by the frequent transient behavior of the link. Looking at the75



5.3. TCP Performan
e on large Topologydata transmission graph, depi
ted in Figure 5.14, we �nd that TCP gradually in
reasesits transmission rate some time after the transient behavior starts. This indi
ates thatthe CEAS system makes use of alternative path to divert the TCP tra�
. However,the �u
tuation in the graph also indi
ates that the CEAS do not 
ompletely avoid theunstable link. The gradual in
rease in the data rate suggests that the 
onsiderableamounts of data are being diverted along the alternative path. Over time, the rangeof the �u
tuation de
reases whi
h suggested that the use of alternative path is moreoften.
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Figure 5.14: TCP data transmission of �rst TCP 
onne
tionThe failure of the link along the se
ond shortest path, at time 1200 se
, 
ausedsome interrupt in the data transmission. However, the TCP 
onne
tion resumes aftersome time yet the 
ontinuous �u
tuation indi
ates that the system 
ontinuously usesmultiple paths.The TCP performan
e does not show mu
h improvement after implementing pre-vious hop memory te
hnique. The reason is due to the higher ant rates. At higher antrates the system updates qui
kly. (see Se
tion 4.7 for detail)76
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Figure 5.15: TCP Throughput of se
ond TCP 
onne
tionSe
ond TCP 
onne
tion:Figure 5.15 
ompares the TCP throughput of the se
ond TCP 
onne
tion on allthree systems. The �gure also shows the results obtained after in
reasing the pa
ketsize. The results show that all three systems are a�e
ted by the 
ongestion along theshortest path. However, the higher TCP throughput on the CEAS system 
omparedto the LSRP and DVR suggests that the CEAS system uses alternative path to divertsome of the tra�
 during 
ongestion.The overall TCP throughput is more than half of its full data rate. This indi
atesthat the also in this network the TCP 
onne
tion experien
es periodi
 
ongestion and
ontinuously diverts the data tra�
 along multiple paths. Similarly we �nd that theTCP performan
e on CEAS in
reases signi�
antly after in
reasing the pa
ket size to9000 bytes. This shows that the large di�eren
e in the pa
ket size of ant pa
ket anddata pa
ket is 
ru
ial fa
tor a�e
ting the TCP performan
e during 
ongestion. (seeSe
tion 4.4 for detail .)Third TCP Conne
tion:Figure 5.16 
ompares the TCP throughput of the third TCP 
onne
tion on all77
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Figure 5.16: TCP Throughput of third TCP 
onne
tionthree systems. Similar to the results from �rst TCP 
onne
tion, the results show thatthe frequent transient behavior of the link along the shortest path a�e
ts all threesystems. And the one hop memory te
hnique does not improve the TCP performan
esigni�
antly.Visually examining the simulations we �nd that some of the pa
kets su�er loopingaround 
y
li
 path during link �apping. Although previous hop memory te
hniqueprevents looping around a link it is not adequate enough to prevent looping around a
y
li
 path. During link �apping, we �nd that some amount of pa
kets loops aroundnode 5 , node 4 and node 33 . At node 4 , the previous hop memory te
hnique preventsforwarding pa
kets ba
k to the node 5 . Node 4 then sele
ts node 35 as the next nodehowever, there is the probability of sele
ting node 33 as the next node whi
h 
ausessu
h looping.These loopings 
ould be avoided by using Route Re
ord option of IP pa
ket headerthat allows to re
ord IP addresses of up to 9 �rst visited routers. However, in largernetwork su
h looping may o

ur after the �rst 9 nodes. Another solution 
ould be toin
lude a list in ea
h data pa
ket that re
ords all the addresses of the nodes visited bythe pa
kets. However, pro
essing su
h list 
ould in
rease the overhead at ea
h node.78



Chapter 5. Case StudyFurther, at higher ant rates we �nd only slight improvement on the TCP performan
eafter implementing previous hop memory. Thus, implementing su
h list 
ould be more
ostly.Fourth TCP 
onne
tion:
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Figure 5.17: TCP Throughput of fourth TCP 
onne
tionFigure 5.17 
ompares the TCP throughput of the fourth TCP 
onne
tion on allthree systems. The unequal link 
apa
ities along the paths 
aused the TCP to redu
eits throughput. For this TCP 
onne
tion there are two paths [47,17,18,53,51℄ and[47,48,18,53,51℄ with equal number of intermediate nodes. The link 
apa
ity along these
ond path is mu
h lower 
ompared to the �rst. Due to the smaller pa
ket size ofthe ant pa
kets the di�eren
e in the end-to-end delay experien
e by the ants along thepaths are insigni�
ant. Thus, the CEAS system uses both the paths and experien
esperiodi
 
ongestion along the se
ond path.The results also show that the LSRP and the DVR are not a�e
ted by su
h di�er-en
es in link 
apa
ities. The link 
ost metri
 asso
iated with ea
h link on the networkdrives TCP data pa
ket along the best path rather than the shortest path in 
ase ofthe LSRP. However, in 
ase of DVR, both the paths 
onsist of equal number of hops79



5.3. TCP Performan
e on large Topologytowards the destination. The results show that the TCP sour
e router 
hooses the nextrouter along the �rst path rather than the se
ond path. This might not always be the
ase.The result after in
reasing the pa
ket size to 9000 bytes shows signi�
ant im-provement on TCP performan
e. This again shows that the smaller transition delaysexperien
ed by ant pa
kets are the major fa
tor a�e
ting the TCP performan
e.Con
lusionThe behavior of the TCP during di�erent network events in these 
ase studiesshows similarity with the behavior that we observe in our basi
 studies. We �nd thatTCP su�ers from mi
ro looping during link failures in all 3 topologies. Although su
hloopings are removed by the previous hop memory te
hnique, it is not adequate enoughto prevent looping on 
ir
ular paths. Further, TCP su�ers from out-of-order pa
ketdelivery during pheromone re-stabilization period. In addition to this, the overallperforman
e gain with this te
hnique is very little at higher ant rates.Although TCP performan
e during network 
ongestion is higher in CEAS systemthan on LSRP and DVR, CEAS do not 
ompletely divert the TCP tra�
 along thealternative path. The major 
ause is the smaller delay experien
ed by the ant pa
k-ets 
ompared to the data pa
kets. Therefore, for
ing the ant pa
kets to experien
edelay a

ording to the network load updates the system a

urately and in
reases theutilization of the network resour
es. As a result TCP performan
e is enhan
ed.
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Chapter 6
Con
lusion and Future Works
6.1 Con
luding remarksIn this work, we study the TCP friendliness of the Cross Entropy Ants System in
omparison with the standard Link State Routing proto
ol and the Distan
e Ve
torRouting. The CEAS is an adaptive, robust and distributed routing and managementsystem based on the swarm intelligen
e. This work is more fo
used on analyzingthe behavior of CEAS during di�erent types of network events and investigating the
orresponding e�e
ts on the TCP performan
e.We study the TCP performan
e using two TCP variants; TCP Reno and TCP Sa
kon the CEAS network. The study is 
arried out in two phases: First using a simplenetwork we try to �nd out how does the TCP behavior varies during di�erent events. Inthe se
ond phase, we use 
omplex networks to measure the TCP performan
e during
ombination of the events. The results from the �rst phase are used as referen
esto reason out the behavior of the TCP in 
omplex network. The TCP performan
eare 
ompared with the results obtained from the LSRP and the DVR under similar
on�gurations. All the studies are performed using simulations. Ea
h simulation isrepli
ated 15 times with di�erent seed and the results are syn
hronized to 
al
ulate 95per
ent 
on�den
e interval.We �nd that the CEAS takes 
onsiderable amount of time to establish the best81



6.1. Con
luding remarkspath depending on the ant rate. Unlike CEAS, the LSRP and the DVR establish theirshortest path immediately after their initialization phase. Thus, LSRP and DVR areimmediately ready to transmit TCP data at full rate while CEAS takes some timebefore transmitting TCP data at full rate.Similarly, the update pro
ess in response to 
hange in network topology is slowerin CEAS 
ompared to the others. Su
h longer update pro
ess interrupts the TCPtransmission as well as redu
es the TCP performan
e. Unlike CEAS, the TCP trans-mission in LSRP and DVR resumes at full rate immediately after the 
hanges o

ur.In
reasing ant rate de
reases the pheromone update and stabilization period howeverthis in
reases the overhead of pro
essing ants when the network is stable.During link failures we observe mi
ro-looping of data pa
kets. These looping redu
eTCP performan
e signi�
antly. Su
h mi
ro-loops are removed by using the previoushop memory te
hnique. This te
hnique not only removes su
h loops but also helpsTCP resume data transfer at full rate immediately after the link failure. However, thiste
hnique is not adequate enough to prevent looping around 
ir
ular paths.Although the CEAS shows slower response to the network dynami
s, it managesnetwork resour
es far better than the other systems. The higher TCP performan
eon CEAS 
ompared to the other system during 
ongestion and load sharing 
learlyindi
ates that the CEAS updates its resour
es on the basis of the quality of the network.We also �nd that the CEAS handles multiple TCP stream independently with equalpriority. But the smaller transition delay on ants 
ompared to the data pa
ket redu
esthe TCP performan
e however the overall TCP performan
e is 
omparatively higheron the CEAS system. Further, for
ing the ants to experien
e longer queuing delaya

ording to the tra�
 load helps CEAS update and manage resour
es more a

uratelyresulting higher TCP performan
e.Likewise, the results obtained from our 
ase studies shows similarity in the TCPperforman
e and CEAS behavior. This further indi
ates that the system manages itsresour
e and handles TCP streams on the basis of the quality of the network. We also�nd that the performan
e of TCP Sa
k is better than TCP Reno in all 
ases.82



Chapter 6. Con
lusion and Future WorksIn brief, The TCP performan
e on CEAS system during 
hanges in the networkdynami
s entirely depends on the ant rates. However, the system adjust its resour
esa

ording to the quality of the network to provide better TCP performan
e.6.2 Future worksIn this study, we �nd that 
onsiderable amounts of ants are required during pheromoneupdate and re-stabilization periods. In
reasing the ant rate de
reases the stabilizationperiods. However, this in
reases the overhead of pro
essing ants when the networkremains stable. In order to adapt the ant rates a

ording to the network state, theself-tuned refresh rate strategies have been proposed in [13℄ whi
h 
ontinuously moni-tors parameters and ant rates to dete
t state 
hanges and adapt the ant rate a

ording.Thus, the future work in
lude the measurement of TCP performan
e after implement-ing su
h strategies.We also �nd that the re-ordering of the TCP pa
kets is due to the use of multiplepaths and not due to pa
ket loss. Thus, it would be interesting to study the TCPperforman
e using a di�erent version of TCP known as TCP PR [5℄ proposed tomaintain TCP throughput TCP throughput during pa
ket re-ordering. Unlike otherTCP variants, TCP PR does not rely on DUPACKs to dete
t a pa
ket loss insteadit relies solely on retransmission time out. Thus, TCP PR simply ignores pa
ketreordering and 
ontinues transmission at full rate.We observe that for
ing the ants to experien
e 
onsiderable amount of delay a
-
ording to the tra�
 load helps the system update more a

urately. Thus, the futurework in
lude study of the CEAS behavior and the TCP performan
e using pa
ket pri-ority on data pa
ket. The pa
ket priority on data pa
ket would for
e the ant pa
kets towait longer time queuing on ea
h router depending on the tra�
 loads. Another study
ould in
lude piggyba
king the ant information on the data pa
ket. Su
h piggyba
king
auses the ants to experien
e same amount of delay as the data tra�
 whi
h wouldhelp the system update more a

urately. 83



6.2. Future worksIt might also be interesting to study the TCP performan
e on CEAS using thesubpath [19℄ method. Using subpath method, the forward ants not only re
ord theaddresses of the nodes it passes by but also re
ord ea
h link 
ost along the path. Thusrea
hing at the destination, the redu
tion of the 
y
li
 path would also redu
e the link
ost around those 
y
les whi
h helps system to update pheromone level faster and morea

urately during 
hange in the network dynami
s.
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Appendix A
Multi-* Network NS2 extension

Figure A.1: NS2 Node layoutTypi
ally a node in NS2 
onsists of two T
l obje
ts: an address 
lassi�er and a port
lassi�er. These 
lassi�ers are responsible for distributing in
oming pa
kets either to a
orresponding agent or to an outgoing link [8℄. A typi
al uni
ast layout of a Node isshown in Figure A.1. The extension provided by Paquereau et al. [26, 27℄ adds two newobje
ts; NetworkLayerManager and NetworkLayerUnit, to a node as shown in Figure85



A.2. Here, NetworkInterfa
e2 is a generi
 network interfa
e obje
t that repla
es theexisting NetworkInterfa
e obje
t of the default NS2. A number of NetworkInterfa
e2obje
ts 
an be atta
hed to a node ea
h with a unique identi�er [25℄. These obje
tslabel ea
h pa
ket passing through them with their interfa
e identi�er [8℄.

Figure A.2: Node LayoutThe primary purpose of NetworkLayerManager is to maintain a list of Network-Interfa
e2 and a list of NetworkLayerUnits as well as to handle and distribute ea
hpa
ket passing through the nodes. NetworkLayerManager de
ides whether a re
eivedpa
ket should be forwarded upwards to the port 
lassi�er or forwarded to a neigh-bor node a

ording to the pa
ket destination. The NetworkLayerUnit 
onsists of aForwardingUnit and a RoutingUnit whi
h handles the data pa
kets and the routingpa
kets respe
tively. The detail stru
ture of a NetworkLayerUnit is shown in FigureA.3.The new node layout also 
onsists of a PointToPointInterfa
e and a ForwardingInformation Base (FIB). The PointToPointInterfa
e is an extra layer added between a86



Appendix A. Multi-* Network NS2 extension

Figure A.3: Ar
hite
ture of NetworkLayerUnitNode and a Link. Operations su
h as up or down on a PointToPointInterfa
e 
ausesthe link atta
hed to 
onne
t or dis
onne
t respe
tively. The FIB stores and maintainsall the routing information. Further, information regarding neighboring nodes is storedin a NeighborInformationBase. For more detail refer [25℄.
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Appendix B
CEAS extension modi�
ation

All the sour
e 
odes related to the CEAS module are submitted along with thiswork. This also in
ludes the TCL s
ripts and topology �les. The multi-* network exten-sion and the te
hni
al manual is availabe at http://www.q2s.ntnu.no/~paquerea/ns.phpB.1 Forwarding UnitThe CEAS ForwardingUnit premises are de�ned in �
ommon/sr
/
eas-forwarding-unit.h� the modi�
ations are made in �plain/sr
/plain-
eas-forwarding-unit.h�. Plain_CEASForwardingUnitis an inherited 
lass of CEASForwardingUnit whi
h is futher inherited from For-wardingUnit of the multi-* network extension.The method re
v(Pa
ket *p, Handler *h) is expanded. This method handles all thein
oming data pa
kets that pass through the CEAS NetworkLayerUnit. The methodis expanded as in the following pseudo 
ode.i f ( 
h−>d i r e 
 t i o n ( ) == hdr_
mn : :UP){ // Pa
ket i s at the d e s t i n a t i on// Send the pa
ket up to the a s s o 
 i a t ed agent .}i f ( 
h−>d i r e 
 t i o n ( ) == hdr_
mn : : Down)89



B.2. Link 
ost modi�
ation{ // Outgoing pa
ket// Create a l i s t o f ne ighbour ing nodes a s s o 
 i a t ed with the 
umulat ive pheromoneleve li f (No_Neighbour_Found ){ // Drop the pa
ketre turn ;}i f ( isSetPrevHop && neighbor ingNodes > 1){ // prev ious hop p r oh i b i t s fo rward ing ba
k only i f the ne i ghor ing nodes are more than 1// remove the prev i ou s node from the l i s t}// S e l e 
 t next node us ing sele
tRandomNeighbour// Forward the pa
ket to the next nodereturn ; }B.2 Link 
ost modi�
ationThe link 
ost modi�
ations are made on �plain/sr
/plain-
eas-forwarding-unit.h�.The link 
ost is 
alu
lated by substra
ting the 
urrent time from the timestamp setduring the generation of the ants.
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Appendix C
The e�e
t of di�erent 
apa
ity linkson TCP

The Figure C.1 
ompares the overall TCP throughput on all three system when theshortest path has lower link 
apa
ity. The result is very similar to the one we obtainduring link 
ongestion (see Se
tion 4.4). Similarly, the results obtained after in
reasingthe pa
ket size to 9000 bytes shows signi�
ant improvement on overall TCP perfor-man
e. However, the TCP performan
e on LSRP and DVR shows no improvements.Figure C.2 
ompares the results after in
reasing the pa
ket size.
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Figure C.1: TCP throughput when the shortest path has lower link 
apa
ity
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Appendix D
Multiple TCP stream on LSRP andDVR
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Figure D.1: Data rates of Two TCP stream on LSRP and DVRThe Figure D.1 shows the data rate of two TCP 
onne
tion on LSRP and DVRover entire period of simulation. The TCP streams on LSRP and DVR always use the93



shortest path. The �gure shows that the LSRP and DVR gives periodi
 preferen
es tothe TCP streams during load sharing.
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Appendix E
Lo
ations of the 58 node UninettNetwork

0 Aho 15 Halden 30 Molde 45 Stolavspl1 Alesund 16 Hamar 31 Namsos 46 Stord2 As 17Harstad-gw 32 Narvik 47Svalbard-gw3 Arendal 18Harstad-gw3 33 Nygardsgt 48Svalbard-gw24 Bergen-BT 19 Haugesund 34 Oslo-gw1 49 Teknobyen5Bergen-HTS 20 Hitos 35 Oslo-gw2 50 Trd-real6 Bo 21 Hist 36 Pil52 51 Trd-hvd7 Bodo 22 Honefoss 37 Porsgrunn 52Tromso-gw28 Drammen 23 Kjeller 38 Rena 53Tromso-gw39 Elverum 24 Kongsberg 39 Sarpsborg 54 Tromso-gw10 Evenstad 25Kristiansand 40 Seilduk 55 Tynset
95



11 Forde 26Kristiansund 41 Sogndal 56 Veths12Fredrikstad 27 Levanger 42 Stavanger 57 Volda13 Gjovik 28Lillehammer 43 Steinkjer14 Grimstad 29 Mo 44 StjordalFor more detail refer http://forskningsnett.uninett.no/forskningsnett/fnett-status.pdf
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